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Abstract

Recent advancements in Large Language Models (LLMs) showcase advanced
reasoning, yet NLP evaluations often depend on static benchmarks. Evaluating this
necessitates environments that test strategic reasoning in dynamic, competitive sce-
narios requiring long-term planning. We introduce AUCARENA, a novel evaluation
suite that simulates auctions, a setting chosen for being highly unpredictable and
involving many skills related to resource and risk management, while also being
easy to evaluate. We conduct controlled experiments using state-of-the-art LLMs
to power bidding agents to benchmark their planning and execution skills. Our
research demonstrates that LLMs, such as GPT-4, possess key skills for auction
participation, such as budget management and goal adherence, which improve
with adaptive strategies. This highlights LLMs’ potential to model complex social
interactions in competitive contexts. However, variability in LLM performance and
occasional outperformance by simpler methods indicate opportunities for further
advancements in LLM design and the value of our simulation environment for
ongoing testing and refinement.2

1 Introduction

Being autonomous requires an agent to be able to make decisions independently, do complex reasoning
and planning, and manage risk and resources, among many others [1, 2]. Large Language Models
(LLMs) have proven to be able to solve a wide range of tasks, with the boundaries of what’s possible
being pushed every day [3, 4]. Despite the increasing view of these models as autonomous agents
(i.e., LLM agents, 5, 6, 7), a crucial question remains: Can LLM agents effectively do sequential
decision-making in dynamic environments to achieve their strategic objectives?

While the potential is evident [8, 9], these capabilities have yet to be rigorously evaluated. Traditional
reasoning and planning benchmarks in NLP [10, 11, 12] mostly assess agents in static contexts. Yet,
real-world scenarios demand that autonomous agents not merely respond to input but also have the
ability to create long-term goals and plans, and continuously revise their decisions. To bridge this gap,
one recent line of research focuses on immersing agents in simulation environments that mimic real-
world scenarios [13, 14, 15, 16], ones that often focus on a targeted set of skills. However, designing
such simulations can require significant engineering effort, and doing fine-grained evaluation in these
environments can often be a challenge.

In this work, we go beyond simple instructions and goal-oriented tasks to encompass long-term
sequential decision-making strategies. We emphasize developing environments characterized by
the following properties: 1) being dynamic and inherently unpredictable, requiring agents to be
∗Work done during Jiangjie Chen’s internship at Allen Institute for AI.
2Project page: https://auction-arena.github.io.
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Figure 1: An illustration of AUCARENA: (A) shows a multi-round, ascending-price auction with
an auctioneer announcing the highest bids, where bidders publicly decide after private reasoning.
(B) presents a bidder agent structure using the Belief-Desire-Intention Model, involving planning,
bidding, belief updating, and replanning, where beliefs and plans are adjusted with each auction
development. (C) offers instances of updated beliefs and plans, illustrating a bidder allocating priority
scores to items post-reasoning.

adaptive; 2) involving limited resources, making the assets for competition scarce and the rewards
highly contested; 3) Being quantifiable, facilitating easy evaluation. Motivated by the dynamics of
auctions, which are widely studied in multi-agent systems and game theory [17, 18], we introduce
AUCARENA. Auctions offer a fertile ground for assessing strategic planning, resource allocation, risk
management, and competitive behaviors. In AUCARENA, agents act as bidders in simulated auctions,
grounding their strategic capabilities into execution. This environment enables quantifying an agent’s
performance using numerical metrics, such as profit.

We set up an open auction where all bidders have equal information, as shown in Figure 1. Bidder
agents engage in long-term sequential auctions with a fixed budget, allowing for strategic considera-
tions. Each agent monitors the environment and forms a plan to achieve its objective. To facilitate
interaction with the auction environment, we incorporate four essential functions: planning, bidding,
belief update, and replanning, each implemented with LLM prompting [19, 20]. These functions
manifest the agents’ strategic planning, adaptation to new information, and real-time decision-making
capabilities. We systematically explore the individual and collective behaviors of various LLM agents,
examine their plan execution and adaptability, and study the dynamics of multi-objective multi-agent
competitions. Previous works and general language understanding tasks are more complex linguisti-
cally, while this work, though simpler in language, is more intricate due to the need for understanding
and parsing object valuations and conducting game-theoretical analysis to make optimal decisions.

Our contributions include: 1) The creation of AUCARENA, an innovative simulated auction envi-
ronment featuring a proposed bidder agent framework crafted to evaluate and measure the strategic
decision-making skills of LLM agents within dynamic and competitive contexts. 2) The establishment
of a new benchmark for evaluating the strategic performance of LLM agents, particularly emphasizing
their ability to manage limited resources, engage in risk management, and adapt their strategies to
achieve long-term objectives. 3) Utilizing AUCARENA, we gain insights into the strategic planning
and execution skills of LLMs, emphasizing the importance of being adaptive in competitions. We
show that even superior models like GPT-4 don’t always prevail in long-term strategic planning, and
uncover new dynamics in multi-objective multi-agent competitions.
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2 Related Work

Generative Agents AI agents have evolved from simple, rule-based systems to interactive models
and neural networks for dynamic responsiveness [21, 22, 23]. The recent development of gen-
erative LLM agents has further broadened AI capabilities in natural language understanding and
decision-making process. [14] combined LLM with memory and reflection mechanisms, allowing for
interaction between multiple language agents, and provided insights into how LLMs behave as agents
in social simulation. Additionally, building an LLM agent can also benefit from various prompting
technique mechanisms [19, 24], which help in better decomposing complex tasks. Self-reflection or
refinement mechanisms [20, 25] enable the model to learn from feedback and improve. Also, LLM
agents can better accomplish complex tasks by utilizing external tools and calling APIs [26, 27].
In this work, we begin with the Belief-Desire-Intention model [28, 29] to construct an agent for a
multi-item auction.

Evaluation for Generative Agents Recent works propose diverse interactive environments to
evaluate the capabilities of LLM agents. The existing environment include game-based environ-
ments [30, 31, 32, 33, 34], web-based interactive environments [35, 36, 37, 38], and comprehensive
measurement benchmarks [15]. In addition to evaluating the capabilities of a single agent, there are
environments that provide a venue for multiple agents to interact and assess their abilities, such as
cooperative tasks [39, 40, 41] and competitive scenarios [42, 43]. Recent advancements have also
focused on integrating strategic behaviors derived from game-theoretic principles [44, 45, 46]. In this
work, we leverage multi-agent auctions as a test-bed for assessing LLM agents’ strategic planning,
execution and adaptability in objective-driven environments with precise, measurable metrics.

3 The Auction Arena

3.1 Open Ascending-Price Auction

In this work, we adopt the English Auction where an auctioneer presents items in rounds and accepts
ascending bids from participants until no higher bids are proposed. All bidders’ actions are transparent
and observable for fairness. The primary rule is that the highest bid wins the item. Such a process is
illustrated in Figure 1(A) and includes the following components: a list of items, an auctioneer, and
bidders. An example auction log is provided in Appendix A.1.

Items Each item has a starting price (e.g., $1,000) for a bidding war, and a true value ($2,000)
for resale. We create a transparent bidding environment, omitting factors like personal or emotional
value for simplicity.

Auctioneer The auctioneer, a rule-based agent, manages the bidding flow, declares the winners,
and enforces auction rules, e.g., bidders cannot exceed their budgets, the next bid must surpass the
prior highest bid by a minimum increase, etc.

Bidders Bidders are operationalized as LLM agents, each with their own strategies and assets.
They participate in the auction by bidding or withdrawing, influencing other bidders and thus shaping
the dynamics of the auction and the outcome. Formally, given an auction with N bidders and M
items, we use indicator xi,j = 1 to denote bidder i winning item j, and xi,j = 0 otherwise. The final
bid price for item j is pj , with its true value vj . For simplicity, we assume that the true value of the
item is identical for all bidders, but the bidders are unaware of the true value. Bidders typically aim
to maximize their profits in a multi-item auction but will be prompted to assume different objectives.
The utility function for a profit-driven bidder i is:

Maximize Ui =

M

∑

j=1
(vj − pj) ⋅ xi,j , s.t.

M

∑

j=1
pj ⋅ xi,j ≤ Bi,

N

∑

i=1
xi,j = 1, xi,j ∈ {0,1}

where Bi is the budget for the bidder i. Note that the bidder will not incur any budget loss from a
failed bid but may have negative profit if the winning bid exceeds its true value. Also, bidders can
pursue other objectives, e.g., securing a particular item or as many items as possible.

3.2 Bidder Agent Architecture

This section outlines the bidder agent architecture, deploying the Belief-Desire-Intention (BDI)
Model [28, 29, 47] to guide agent behavior and communication during auctions. The BDI model
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structures agents in terms of their: 1) Belief - Knowledge of auction dynamics, such as budget, profits,
and items won. 2) Desire - Agent’s auction objectives, primarily profit maximization or specific item
acquisition. 3) Intention - Agent’s evolving strategy to achieve its desires, adaptable to new auction
information.

This model underpins how agents strategize, adapt, and adjust, with auction outcomes influencing
their beliefs and intentions for future auctions. We integrate four core actions within our agent
architecture: planning, bidding, belief update, and replanning. Utilizing zero-shot prompts [48],
we can interactively query LLM agents for insights into their strategies and beliefs, e.g., their
understanding of their own budget, or the reasons why they made the decisions that they did, which
enables a form of belief tracking [49]. Details on instruction prompts are in Appendix A.2.

Planning Effective planning is crucial for agents to make informed decisions and well-thought-out
bidding strategies that benefit both the present and future. This requires a bidding strategy in the
initial step, where the agent i considers its budget (Bi) and all the available items, and generates
a pre-auction textual plan. This plan acts as a strategic guide for efficient resource allocation
throughout the multi-item auction.

Bidding In each round, non-leading bidders who are not the highest in the previous round can
either place a higher bid or withdraw, while the previous top bidder skips bidding. Initial bids start at
or above the starting price, and by the final round, all but the winning bids are zero. In practice, we
guide the agent to perform intermediate reasoning first before finalizing any decision.

Belief Update Context length restrictions prevent the inclusion of full bidding and conversation
histories into LLMs. To compensate, we use a summarized dynamic memory of the auction’s state,
as depicted in Figure 1(C-1), which encompasses: 1) Remaining Budget, 2) Total Profit, and
3) Winning Bids, given in a JSON format. Belief updates for the agent occur post-bid to manage
token limits. Errors in agent beliefs, such as misjudging items or profits, are recorded and corrected by
the auctioneer (belief correction) to facilitate uninterrupted gameplay, mirroring the use of notebooks
and calculators by human bidders.

Replanning An important characteristic of AUCARENA is its dynamics and ever-changing nature,
making earlier plans prone to becoming outdated and failing to execute. Therefore, we add a
replanning step for an agent to adjust its strategy based on the auction’s progression and new
information. After bidding on an item, the agent reflects on its beliefs and previous plan and devises
a new textual plan. Then, the auctioneer moves the auction forward by presenting the next item,
entering another bidding, belief update, and replanning iteration.

3.3 Simulation Designs in AUCARENA

Auctions can sometimes be difficult to understand due to numerous confounding factors. Therefore,
we propose three designs to simplify and facilitate further analysis while keeping the possibilities of
more complex designs for future research.

Starting Price and True Value of an Item We set the actual value of an item in our simulation to
be twice as its starting price, e.g., starting at $1,000 while the true value is $2,000. Consequently,
items with higher initial prices hold greater potential for profit if acquired, reflecting the principle
that a higher investment and associated risk can lead to increased returns, which allows the study of
intricate strategies of bidders. The information of every artificial item is listed in Appendix A.3.

Overestimation and Winner’s Curse One intriguing aspect of auctions is the “Winner’s Curse”,
where the winning bid exceeds an item’s true value, leading to losses — a common occurrence when
bidders lack precise value estimations, a typical scenario in real auctions [50]. To replicate this, we
introduce an intentional overestimation of item value. By default, we set the bidders to have an
estimated value that is 10% higher than the true value. Bidders are not informed about items’ true
values but only estimate values. This design allows us to study the risk management skills of LLM
agents, where overbids can lead to apparent victories that are, in essence, strategic losses.

Priority Score in the Plan Consolidating the plans mentioned in § 3.2 is important to assess the
capabilities of agents. Simplifying, a bidder’s future bidding strategy can be distilled into prioritizing
remaining items. When the auction moves to the t-th item (item t), bidder i assigns a three-tier
priority score for each remaining item j (t ≤ j ≤M ), denoted as r(t)i,j ∈ {1,2,3}:
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Figure 3: The TrueSkill scores of different bidder agents in the standard competition under 2 budget
settings and 3 item orders based on items’ starting prices.

1 = The item is of minimal importance, and consider giving it up if necessary to save money;
2 = The item holds value but isn’t paramount, and could bid on it if budget allows;
3 = The item is of utmost importance and is a top priority.

The scoring system, which is directly generated by LLMs, provides a tangible metric to gauge
a bidder’s foresight and adaptability. As depicted in Figure 1(C-2,3), the agent first engages in
intermediate reasoning of the current situation before making a structured plan.

4 Experiments

4.1 Experimental Setup

We use the following state-of-the-art LLMs as the backend of bidding agents: 1) GPT-
3.5-Turbo [51] (gpt-3.5-turbo-1106); 2) GPT-4 [52] (gpt-4-0613) and GPT-4-
Turbo (gpt-4-1106-preview); 3) Gemini 1.0 Pro [53] by Google (gemini-1.0-pro);
4) Mistral [54], the 7 billion version (mistral-7b-instruct-v0.2) opensourced by Mis-
tralAI; 5) Mixtral [55] by MistralAI (mixtral-8x7b-instruct-v0.1), which is a Mixture-
of-Expert (8 experts) version of Mistral (7b); 6) Rule Bidder, as a baseline, has a fixed engagement
limit per item, depending on the budget, and each of their bid increases the previous highest bid
minimally (10%), if a bid is possible.
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Figure 2: Bidders’ belief errors.

We repeat each experiment by 10 runs for averaged
performance, and set the temperature at 0 for rela-
tively deterministic behaviors. Including input and
output, the average length of each prompt is about
1500 to 1800 tokens, with the longest being around
5000 tokens. The auctioneer requests a minimum
bid increment at 10% of the starting price to prevent
protracted bidding, and bidders know the item order
and starting prices throughout the auction. In each
auction game, by default, there are 2 items at each
of the 5 starting prices, from $1,000 to and $5,000,
totaling 10 items, so that the bidders will have to
strategize for items of different values.

To objectively measure and rank the performance
(i.e., total profit) of each bidder in such a compet-
itive setting, we primarily employ the TrueSkill
score [56, 57]. The reason to use TrueSkill score
is that it estimates dynamic skill levels (µ) through
Bayesian statistics while considering uncertainty (σ) in their true skills, which is commonly used in
competitions such as online games or tournaments.
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Figure 4: The heatmap of averaged priority scores and their changes before each bidding round under
ascending (top) or descending (bottom) item orders, with a budget of $20,000.

4.2 Benchmarking LLMs as Bidders In Standard Competition

We set a three-bidder game as the Standard Competition to benchmark bidder agents in AUCARENA,
with 2 constant baseline participants and 1 challenger in the game. By fixing two bidders and
modifying the third, the evaluation is more standardized, ensuring that all LLMs are assessed within
the same environment. In this work, we use GPT-4-Turbo and GPT-3.5-Turbo as baselines, which
are commonly studied by the community. We design 6 (2×3) settings in AUCARENA in total: 2 sets
of budgets, $20,000 and $40,000; and 3 types of item orders, including Random, Ascending and
Descending orders of starting prices.

According to Figure 3, a general trend of different agents can be observed with few variations. GPT-4
exhibits higher scores than other LLM agents, suggesting it might be more effective in allocation
efficiency or strategy under the given conditions; Gemini and Mixtral are also competitive in most
settings. Interestingly, their performance are not quite consistent when facing different item orders,
e.g., GPT-4s are generally worse when facing items in a cheap-to-expensive order. However, rule
bidders establish an intriguing and powerful baseline, surpassing most LLMs in most settings. In
Appendix B.1, we demonstrate that, compared to GPT-4-Turbo, human bidders struggle when items
are presented in a random order, but outperform others when the item order can be anticipated,
whether it is descending or ascending. We also showcase that GPT-3.5-Turbo frequently withdraws
from the bidding war even if it has budget left, whereas GPT-4-Turbo fails to employ sophisticated
tactics to outmaneuver its competitors.

Corrected Errors in Belief Tracking Accurate and consistent monitoring of the auction environ-
ment is essential for success in dynamic auctions. Therefore, we track failed bids and incorrect beliefs
of all participants as indicators of LLMs’ state-tracking capabilities. Specifically: 1) Failed Bids (%)
measures the error rate in the bidding process, such as bids below the previous round’s highest bid or
beyond the budget; 2) Belief Errors (%) assesses the accuracy in updating beliefs about the remaining
budget, personal winning bids, and the status of other agents. Notice that, the auctioneer corrects
bidders’ belief errors (§ 3.2) in AUCARENA, allowing us to concentrate on agents’ planning and
execution skills. We introduce the Corrected Failure Rate (CFR = F /(C + F )), where F represents
the number of failures and C is the count of correct actions, a constant due to the eventual correction
of failed actions. As shown in Figure 2, GPT-4 demonstrates superior performance with the lowest
error rates of 0.21%, contrasting with other models that show higher factual error rates due to weaker
context comprehension and arithmetic abilities. Note that, LLaMA-2-13b has no failed bids because
it chooses to withdraw every time.

4.3 Strategies and Behavioral Dynamics

To understand bidder agents’ strategies and behaviors, we take a closer look at the bidding process of
them, with a special focus on planning, execution, and faithfulness.

6



Model Initial (r(1)i,j ) Current (r(j)i,j )

ρ(r, n) ρ(r, x) ρ(r, n) ρ(r, x)
LLaMA-2-13b - - - -
Mistral-7b .1252 .2728 .1139 .2779
Mixtral-8x7b .3553 .4028 .3994 .4327
Gemini-1.0-Pro .2457 .1349 .2776 .2442
GPT-3.5-Turbo .1849 .0430 .1494 .0801
GPT-4 .3741 .3959 .6318 .6443
GPT-4-Turbo .2348 .0715 .6423 .4328

Figure 6: Spearman correlation ρ(⋅) between the
priority score of an item in bidder i’s initial or
current plan, and the number of engagement ni,j

on item j and the winning indication xi,j . LLaMA-
2-13b is left blank due to its constant withdrawals.
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Figure 7: The TrueSkill scores after competition
between 3 agents powered by the same LLM,
but with different modular designs.

Planning Analysis: Visualizing Long-term Strategies Strategic behavior involves resource
conservation for the future. We present a visualization of item priority changes after each bidding
round for bidder agents with a budget of $20,000. Figure 4 shows some interesting findings: 1) When
items are arranged in ascending order (Figure 10(A)), GPT-4 demonstrates restraint in the initial
stages, opting to conserve budget for future opportunities, in contrast to other models that allocate
their budget more quickly. 2) When items are arranged in descending order (Figure 10(B)), the
majority of models exhibit a tendency to spend their budget more greedily, i.e., prioritize on expensive
items. However, GPT-4 adopts a more cautious approach, refraining from early participation and
instead reserves its budget for the subsequent 3-4 items. 3) There are some outliers in Mistral-
7b, which are errors made by the agents, i.e., planning for the past items, not the future ones.
Appendix B.2 showcases a similar result when the budget is $40,000. Echoing the findings in Figure
4, in Appendix B.3, we also visualize the bidding behaviors of bidder agents that are concealed behind
the final TrueSkill score in Standard Competition. Evidence shows that GPT-4 tailors its strategy
based on budget size and item order, showing increased competitiveness for higher-value items when
the budget allows. Conversely, other models do not clearly demonstrate this adaptive behavior.

0 20 40 60 80 100
Percentage (%)
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Mixtral-8x7b

Gemini-1.0-Pro

GPT-3.5-Turbo

GPT-4

GPT-4-Turbo

[0%, 10%)
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[11%, 20%)
[20%, 25%)

[25%, )

Figure 5: The Bid Increment Percent-
age for various agents, segmented into
5 different ranges. Each model’s bar is
divided to reflect the distribution of bids.

Execution Analysis: Bidding Aggressiveness Assess-
ing aggressiveness levels enables the anticipation and
strategic planning of future bids to surpass competitors
without considerable overpayment. The Bid Increment
Percentage (BIP) serves as a crucial metric for assess-
ing competition-driven aggressiveness, indicating the per-
centile increase of a new bid over a bidder’s preceding
highest offer. Ideally, in scenarios where the bid surpasses
the previous by more than 10%, cautious bidders strive
to maintain their BIP as minimal as possible to evade the
winner’s curse. Figure 5 delineates the BIP distribution
across various models. GPT-4s tend towards minimal bid
increment, reflecting a conservative and rational bidding
strategy to avoid excessive payments. Conversely, Mistral-
7b and GPT-3.5-Turbo display a substantial volume of
bids within the [11%,∞) increment bracket, suggesting a
more aggressive, risk-tolerant bidding behavior. The range
[0,10) denotes the increment percentage of the first bid
on an item, which does not necessitate a 10% increment
from the starting price.

Do Agents Adhere to Their Plans during Execution? To assess if LLMs follow and adapt
their strategies during auctions, we analyze how their bidding behavior and assigned item priorities
correlate, focusing on engagements and wins. We perform a correlation analysis between the priority
scores bidders allocate to items and the auction outcomes. The priority score for an item is examined
at two instances: at the beginning (r(1)i,j ) and just before bidding on that item (r(j)i,j ), so that we can
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Figure 8: The competition between two groups of bidders: 2 profit bidders (red) and 2 item bidders
(blue). We increase the budget of all bidders and show the changes in the histograms and kernel
density estimation that depict the winning bids of two bidder groups.

check if the strategies evolve during auctions. Actions are quantified as the number of engagements
(bids) on this item (ni,j), and the indication of the winning bid xi,j ∈ {0,1}. Spearman correlation
coefficients, ρ(r, n) and ρ(r, x), help examine these relationships. Results in Table 4.3 show that
current plans correlate more with actions, highlighting the importance of adapting plans to the
changing auction environment. There is noticeable variability in how models match their bids with
their priorities over time. GPT-4 displays high correlations, indicating an effective adjustment in item
priorities to deal with dynamic auction scenarios. Conversely, models like GPT-3.5-Turbo exhibit
lower correlations, suggesting less flexible strategies or a weaker priority-action alignment.

4.4 Modular Analysis

This experiment looks into the effects of architectural changes in LLMs and how they perform in
environments with multiple competing objectives.

Analysis on Planning and Replanning In an ablation study focusing on the impact of different
agent modules on LLM performance in auctions, we aim to pinpoint essential components for their
success. We create a competitive setup with 3 agents, all powered by the same LLM, but each
employing one of three distinct strategies: 1) Adaptive Bidder: operates according to § 3.2; 2) Static
Bidder: lacks replanning module; 3) None Bidder: lacks both planning and replanning modules.
According to Figure 7, maintaining and updating plans enhances auction performance. Relying on
static plans sometimes yields worse outcomes than not planning at all, especially when the budget is
$40,000, as resources are abundant to facilitate greedy bidding (no plans).

Analysis on Objectives: Emergent Niche Specification in Multi-Objective Competition Just
like ecosystems with diverse species in unique niches, multi-agent environments enable agents to
pursue specialized objectives. In the context of auctions, participants often aim for goals beyond
simply maximizing profit. We simulate two agent types: 1) Profit Bidders, focused on achieving
high profit, and 2) Item Bidders, focused on acquiring the most items. These objectives lead to
different outcomes; for example, securing the most items doesn’t equate to the highest profit, and
vice versa. Profit Bidders are expected to target expensive, profitable items, whereas Item Bidders
should seek out cheaper, more accessible items. To explore this, we divide 4 agents into 2 groups—2
Profit Bidders and 2 Item Bidders, including both GPT-4 and GPT-3.5-Turbo agents—and alter their
budget across auctions for 20 items, including 4 expensive (starting at $5,000) and 16 cheap items
(starting at $1,000). Figure 8 shows the density histograms and kernel density estimate plots of the
winning bids, highlighting the niche specialization of the agents. As budgets increase to $30,000, the
differentiation between the two groups becomes more pronounced, with each specializing in either
cheap or expensive items. With a limited budget ($10,000), Profit Bidders compete more for cheap
items, giving Item Bidders opportunities to secure more profitable items.

5 Conclusion

In this paper, we propose AUCARENA to evaluate state-of-the-art LLMs as auction bidding agents,
uncovering critical insights into the effectiveness of their strategies across various competitive auction
scenarios. Through comprehensive analyses of strategies and behavioral dynamics, we demonstrate
the importance of strategic planning and replanning capabilities and highlight the importance of
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tracking LLM agents’ adaptive capabilities in changing environments. Further, ablation studies and
the exploration of niche specialization offer valuable perspectives on the multifaceted roles LLMs
can play in competitive scenarios. Our study advocates for further, innovative manipulations of
our simulation method to explore these phenomena and amplify the potential of LLMs in modeling
intricate social dynamics.
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A Examples: Prompt and Bidding History

A.1 Bidding History

An example of the bidding history is given in List 1, which skips the reasoning process of bidders
and only presents the outcomes.

Listing 1: An example auction log of a bidding war between three bidders over three items.
## Auction Log

### 1. Gadget B, starting at $1000.

#### 1st bid:

* Bidder 1: $1200
* Bidder 2: $1000
* None bid
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#### 2nd bid:

* Bidder 1: $1300
* Bidder 2: Withdrew

#### 3rd bid:

* Bidder 3: $1400

#### 4th bid:

* Bidder 1: $1500

#### 5th bid:

* Bidder 3: Withdrew

#### Hammer price (true value):

* Bidder 1: $1500 ($2000)

### 2. Thingamajig C, starting at $1000.

#### 1st bid:

* Bidder 1: $1200
* Bidder 2: $1100
* Bidder 3: $2000

#### 2nd bid:

* Bidder 1: Withdrew
* Bidder 2: Withdrew

#### Hammer price (true value):

* Bidder 3: $2000 ($2000)

### 3. Widget A, starting at $1000.

#### 1st bid:

* Bidder 1: $1100
* Bidder 2: $1200
* Bidder 3: $1100

#### 2nd bid:

* Bidder 1: Withdrew
* Bidder 3: Withdrew

#### Hammer price (true value):

* Bidder 2: $1200 ($2000)

## Personal Report

* Bidder 1, starting with $20000, has won 1 items in this auction, with a
total profit of $500.:
* Won Gadget B at $1500 over $1000, with a true value of $2000.
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* Bidder 2, starting with $20000, has won 1 items in this auction, with a
total profit of $800.:
* Won Widget A at $1200 over $1000, with a true value of $2000.

* Bidder 3, starting with $0, has won 1 items in this auction, with a
total profit of $0.:

* Won Thingamajig C at $2000 over $1000, with a true value of $2000.

A.2 Instruction Prompts

A complete bidder agent has these functions: planning, bidding, belief update, replanning (§ 3.2).
Here, we report the arguments of each function as follows:

• Planning: System Message, Initial Belief, Planning Instruction;

• Bidding: System Message, (Re-)Plan Instruction, (Updated) Plan, Bidding History, Bid
Instruction;

• Belief Update: System Message, Bidding History, Belief Update Instruction;

• Replanning: System Message, Updated Belief, Replanning Instruction;

The System Message and Planning, Bidding, Belief Update, Replanning instructions are shown
in Listing 2. We keep the instructions as general as possible, providing only the necessary rules
of the auction and examples of output format for parsing. We try to not provide any examples of
concrete auction strategies for in-context learning to avoid any unintended biases. Due to budget
limits, we do not have the resources to rigorously evaluate more forms of instruction designs like in
the experiments, other than some prompt engineering endeavors during the development period.

Listing 2: The System Message and Planning, Bidding, Belief Update, and Replanning Instructions.
System Message:

You are {name}, who is attending an ascending-bid auction as a bidder.
This auction will have some other bidders to compete with you in bidding
wars. The price is gradually raised, bidders drop out until finally only
one bidder remains, and that bidder wins the item at this final price.
Remember: Your primary objective is to secure the highest profit at the
end of this auction, compared to all other bidders.

Here are some must-know rules for this auction:

1. Item Values: The true value of an item means its resale value in the
broader market, which you don’t know. You will have a personal estimation
of the item value. However, note that your estimated value could deviate
from the true value, due to your potential overestimation or

underestimation of this item.
2. Winning Bid: The highest bid wins the item. Your profit from winning
an item is determined by the difference between the item’s true value and
your winning bid. You should try to win an item at a bid as minimal as

possible to save your budget.

Planning Instruction:

As {bidder_name}, you have a total budget of ${budget}. This auction has
a total of {item_num} items to be sequentially presented, they are:
{items_info}

------------------------------

Please plan for your bidding strategy for the auction based on the
information{learning_statement}. A well-thought-out plan positions you
advantageously against competitors, allowing you to allocate resources
effectively. With a clear strategy, you can make decisions rapidly and
confidently, especially under the pressure of the auction environment.
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Remember: Your primary objective is to secure the highest profit at the
end of this auction, compared to all other bidders.

After articulate your thinking, in you plan, assign a priority level to
each item. Present the priorities for all items in a JSON format, each
item should be represented as a key-value pair, where the key is the item
name and the value is its priority on the scale from 1-3. An example

output is: {{"Fixture Y": 3, "Module B": 2, "Product G": 2}}. The
descriptions of the priority scale of items are as follows.

* 1 - This item is the least important. Consider giving it up if
necessary to save money for the rest of the auction.
* 2 - This item holds value but isn’t a top priority for the bidder.
Could bid on it if you have enough budget.
* 3 - This item is of utmost importance and is a top priority for the
bidder in the rest of the auction.

Bidding Instruction:

Now, the auctioneer says: "Attention, bidders! {num_remaining_items} item
(s) left, they are: {item_info}. Now, please bid on {cur_item}. The
starting price for bidding for {cur_item} is ${cur_item_price}. Anyone
interested in this item?" / "Thank you! This is the {bid_round} round of
bidding for this item: {bidding_history}. Now we have ${highest_bid} from
{highest_bidder} for {cur_item}. The minimum increase over this highest

bid is ${min_increse}. Do I have any advance on ${highest_bid}?"

------------------------------

As {bidder_name}, you have to decide whether to bid on this item or
withdraw and explain why, according to your plan{learning_statement}.
Remember, Your primary objective is to secure the highest profit at the
end of this auction, compared to all other bidders.

Here are some common practices of bidding:
1. Showing your interest by bidding with or slightly above the starting
price of this item, then gradually increase your bid.
2. Think step by step of the pros and cons and the consequences of your
action (e.g., remaining budget in future bidding) in order to achieve
your primary objective.

Give your reasons first, then make your final decision clearly. You
should either withdraw (saying "I’m out!") or make a higher bid for this
item (saying "I bid $xxx!").

Belief Update Instruction:

Here is the history of the bidding war of {cur_item}:
"{bidding_history}"

The auctioneer concludes: "{hammer_msg}"

------------------------------

Congratulations! You have won {item} at {bid_price} / You have lost {item
}.
As {bidder_name}, you have to update the status of the auction based on
this round of bidding. Here’s your previous status:
‘‘‘
{prev_status}
‘‘‘

Summarize the notable behaviors of all bidders in this round of bidding
for future reference. Then, update the status JSON regarding the
following information:
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- ’remaining_budget’: The remaining budget of you, expressed as a
numerical value.
- ’total_profits’: The total profits achieved so far for each bidder,
where a numerical value following a bidder’s name. No equation is needed,
just the numerical value.

- ’winning_bids’: The winning bids for every item won by each bidder,
listed as key-value pairs, for example, {{"bidder_name": {{"item_name_1":
winning_bid}}, {{"item_name_2": winning_bid}}, ...}}. If a bidder hasn’t
won any item, then the value for this bidder should be an empty

dictionary {{}}.
- Only include the bidders mentioned in the given text. If a bidder is
not mentioned (e.g. Bidder 4 in the following example), then do not
include it in the JSON object.

After summarizing the bidding history, you must output the current status
in a parsible JSON format. An example output looks like:

‘‘‘
{{"remaining_budget": 8000, "total_profits": {{"Bidder 1": 1300, "Bidder
2": 1800, "Bidder 3": 0}}, "winning_bids": {{"Bidder 1": {{"Item 2":
1200, "Item 3": 1000}}, "Bidder 2": {{"Item 1": 2000}}, "Bidder 3":
{{}}}}}}
‘‘‘

Replanning Instruction:

The current status of you and other bidders is as follows:
‘‘‘
{status_quo}
‘‘‘

Here are the remaining items in the rest of the auction:
"{remaining_items_info}"

As {bidder_name}, considering the current status{learning_statement},
review your strategies. Adjust your plans based on the outcomes and new
information to achieve your primary objective. This iterative process
ensures that your approach remains relevant and effective. Please do the
following:
1. Always remember: Your primary objective is to secure the highest
profit at the end of this auction, compared to all other bidders.
2. Determine and explain if there’s a need to update the priority list of
remaining items based on the current status.

3. Present the updated priorities in a JSON format, each item should be
represented as a key-value pair, where the key is the item name and the
value is its priority on the scale from 1-3. An example output is: {{"
Fixture Y": 3, "Module B": 2, "Product G": 2}}. The descriptions of the
priority scale of items are as follows.

* 1 - This item is the least important. Consider giving it up if
necessary to save money for the rest of the auction.
* 2 - This item holds value but isn’t a top priority for the bidder.
Could bid on it if you have enough budget.
* 3 - This item is of utmost importance and is a top priority for the
bidder in the rest of the auction.

A.3 Information of Artificial Items in the Auction

In Table 1, we list the information of every item. We use artificial item names and descriptions to
avoid any unintentional information leakage that may influence the results. In the auction, the order
of items might be changed, e.g., items might be randomly shuffled, or sorted in an ascending or
descending order according to their starting prices and true values.
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Name Price Description True Value

Widget A $1000 A widget for all your needs $2000
Gadget B $3000 A gadget with all the latest features $6000

Thingamajig C $4000 A little thing that is sure to impress $8000
Doodad D $2000 A durable doodad that will last for years $4000

Equipment E $5000 A piece of equipment for any tough job $10000
Gizmo F $3000 A gizmo that will surprise and delight $6000

Implement G $2000 A implement for everyday tasks $4000
Apparatus H $4000 An apparatus for specialized operations $8000
Contraption I $1000 A contraption that sparks creativity $2000
Mechanism J $5000 A mechanism for repetitive tasks $10000

Table 1: Overview of artificial items in the experiments.

Bidder Random Ascending Descending
Profit ($) # Items Profit ($) # Items Profit ($) # Items

GPT-4-Turbo 8712.5 5.0 7525.0 5.0 8287.5 4.3

GPT-3.5-Turbo 3325.0 1.0 2875.0 1.3 950.0 0.5

Human 7237.5 3.8 10862.5 3.8 10025.0 5.0

Table 2: Comparison of averaged profits and the number of won items across different bidders.

B Additional Results

B.1 Human Performance

We incorporated human evaluation by recruiting 4 human players to participate in the auction in the
experiment with item orders, who are graduate students and paid above the local minimum wage. As
with the same setup described in § 4.2, we set a budget of $20,000 and have the auctioneer present
10 items. The models that participate in the bidding are a GPT-4-Turbo, a GPT-3.5-Turbo, and a
human bidder. The following is the average profit and the number of items won by each agent in this
3-player bidding (note that the human players are not the same individual, so TrueSkill is not suitable
here; we use the average profit for comparison).

The results in Table 2 show that, in the Ascending and Descending scenarios, humans often achieved
better profits due to their more accurate estimation of item values in the long run. Humans have a
clearer strategy of saving money for valuable items in the Ascending scenario and bidding more
aggressively for high-value items in the Descending scenario (or you will miss the chance). GPT-4-
Turbo actively participates in bidding but is not as aggressive as the human players in the Descending
scenario, GPT-3.5-Turbo, on the other hand, shows frequent withdrawal from bidding (even when the
budget is ample).

However, in the Random scenario, GPT-4-Turbo’s average profit even exceeded that of human players.
This indicates that humans still have a harder time making reasonable strategies when faced with
unpredictable item values. While humans excel in structured scenarios where a clear pattern can
be discerned, their performance declines in random settings where adaptability and quick decision-
making are crucial. In contrast, GPT-4-Turbo’s consistent performance across different scenarios
suggests a balanced approach to bidding, which pays off in unpredictable environments.

Additionally, we notice several common errors in the models after case study, which is presented in
List 3: 1) GPT-4-Turbo gives reasonable bids but lacks advanced strategies to limit opponents with
minimal increases and drain their budgets. 2) GPT-3.5-Turbo frequently gives up bidding, failing to
utilize its budget for greater benefits.

Listing 3: Case study of GPT-3.5 and GPT-4 bidder in the arena.
GPT-4:
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Case 1:
Considering that Contraption I has a starting price of $1000 and my
estimated value for this item is $2200, there is a potential profit
margin of $1200 if my estimation is accurate. Since we have yet to win
any items and our budget remains intact at $20,000, this could be a good
opportunity to begin participating in the auction.
However, we must be cautious not to get caught up in a bidding war that
would significantly reduce this potential profit margin. It’s important
to keep in mind that there are other items down the line that may offer a
better profit opportunity, and we want to ensure we have enough budget

to compete for those items as well.
Here are the pros and cons of bidding on Contraption I:
Pros:
Potential profit margin of $1200 based on estimation.
Bidding could signal to other bidders our readiness to participate,
possibly deterring aggressive bids on later items.
Cons:
Risk of overbidding if competition is fierce, which could reduce our
overall profit.
Winning this item at a high price could deplete our budget for future
items with potentially higher profit margins.
Considering these factors, a cautious initial bid that is close to the
starting price could be a strategic move. It shows interest without
committing too much capital upfront. If the price escalates quickly
beyond a comfortable margin, we can always decide to withdraw.
Final Decision:
"I bid $1050!"

Case 2:
Bidder 3 has placed a bid of $2300 on Implement G, which is still well
below my estimated value of $4400. Given the potential profit margin of
$2100 if I win at this bid, it is still advantageous for me to continue
bidding.
The minimum increase is $200, so a bid of $2500 would be appropriate to
show my continued interest without pushing the price too high too quickly
. This would still leave me with a potential profit margin of $1900,
assuming my estimate is accurate.
It’s important to remember that other bidders may also recognize the
value of Implement G and could be willing to bid higher. I need to be
vigilant and ready to step back if the price escalates to a point where
the potential profit no longer justifies the risk.
Considering these points, I will place the next bid:
"I bid $2500!"

GPT-3.5:

Case 1:
I will not bid on Implement G. This decision aligns with my strategy to
secure the highest profit at the end of the auction. The starting price
for Implement G is $2000, and based on my estimated value of $4400, I don
’t believe it aligns with my priority to prioritize high-value items.
Additionally, it’s important to conserve my budget for items of higher
priority in order to achieve my primary objective.
Therefore, I’m out!

Case 2:
I’m out!
Based on my analysis and the current status of the auction, I have
decided to withdraw from bidding on Equipment E. Although it is a high-
value item with an estimated value of $11000, my remaining budget of
$15000 is not sufficient to make a competitive bid for this item.
Considering the potential bidding wars and the need to strategically
manage my budget for future bidding, it is not in my best interest to
pursue this item at the current starting price of $5000.
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Figure 9: The average heatmap of priority changes after each replanning step when the budget is
$40,000. Note that the priority score ranges from 1 to 3.

Therefore, in line with my primary objective of securing the highest
profit at the end of this auction, I have made the decision to withdraw
from bidding on Equipment E.

B.2 Visualizing Long-term Strategies: A Budget of $20,000

As shown in Figure 9, we visualize the priority score changes in the plan for all models when the
budget is $40,000. The results echo those of Figure 4 (budget: $20,000), most LLMs demonstrate
reasonable strategic planning capabilities and can conserve budgets for the future. When items are
presented in an ascending order, different models present different preferences. Some prefer medium-
value items (Gemini-1.0-Pro), and some prefer high-value ones (GPT-4, Mistral-7b). Curiously, both
Gemini-1.0-Pro and Mistral-7b exhibit similar planning errors and show outliers in priority scores.
They have this error by allocating priority to past items, which somehow shows their inferior state
tracking and instruction following abilities. While models typically focus their bidding on the current
item in a descending order due to subsequent items being less costly and offering lower profit margins,
they tend to raise priority scores for less expensive items. This is because, when the auction moves to
low-value items, not many options are left for bidders to make profit. Thus, agents would prioritize
winning these as every dollar is significant now.

B.3 Execution Analysis: Visualizing Bidding Behaviors

We report the results of GPT-4 in Figure 10 where the budget is set as insufficient ($10,000), sufficient
($20,000) and abundant ($40,000), and leave the rest models to Appendix B.3. By comparing cases
where item orders are different (ascending or descending starting prices), we can observe the bidding
patterns of LLMs (bidding frequency) on specific items and the profits they generate. In Figure 10,
GPT-4’s bidding behavior with varying budgets reveals different strategies. With a $10,000 budget,
bids are cautious across items. As the budget increases to $20,000 and $40,000, bids and profits rise,
especially for items in the mid-price and high-price range in ascending order (A). In descending order
(B), the lower budget prompts aggressive bidding on high-priced items, while one with the highest
budget shows a more even distribution of bids. This suggests GPT-4 adapts its strategy based on
budget size and item order, becoming more competitive for higher-value items when budgets allow.
However, other models do not share the same behaviors. For example, GPT-3.5-Turbo consistently
bids at a unanimous frequency across all items in all budget settings, as evidenced by Appendix B.3.

To supplement the GPT-4 results, we further visualize the bidding behaviors of five LLMs (Mixtral-
7b, Mixtral-8x7b, Gemini-1.0-Pro, GPT-3.5-Turbo and GPT-4) when setting the budget as $10,000
(insufficient), $20,000 (sufficient), and $40,000 (abundant), shown in Figure 11, 12, 13, respectively.

When the budget is insufficient ($10,000), agents cannot win every item, and more profitable ones
also invite more intensive bidding wars. In Figure 11, it is noticeable that most agents go hard for
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Figure 10: The bidding behaviors of GPT-4 influenced by the starting prices and orders of items in
standard competition for three budget settings ($10,000, $20,000, $40,000). On the left (A), items
are presented with ascending starting prices on the x-axis from $1,000 to $5,000, while the order is
descending on the right (B). The y-axis shows the average profit from winning the corresponding
item. The size of each circle represents the average number of bids placed on the item.
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Figure 11: The bidding behaviors under a budget of $10,000 influenced by the starting prices and
orders of items in the standard competition.

first few items, especially when the items are presented in a descending order. Some exceptions exist,
e.g., Mistral-7b fights hard for items with a starting price of $4,000. GPT-3.5-Turbo also profits much
from $4,000 items, but it is the result of its greedy strategy, as few bidders have budget left at a later
stage to compete with it. Same reasons go to the winners for items starting with $5,000, where most
wins come with few bids.

However, things are significantly different when the budget is abundant ($40,000) in Figure 13. In the
ascending price scenario, agents spend more budget on the more profitable items, which leads to a
more intensive competition where more bids are given and the profit for winning is less. This results
in the observation that GPT-3.5-Turbo wins less items, shown by its 0 profit for most items, ascending
or descending alike. In the ascending price case (Figure 13(A)), most models choose to skip the
first two low-value items, while GPT-4 often secures high-value items with few bids at a later stage,
indicating its success in patience and long-term strategies. In the descending cases (Figure 13(B)),
the competition for the first few items is quite intensive, as shown by large circle sizes. Mistral-7b
sometimes overbids for an item, suffering from the winner’s curse and losing money for it.
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Figure 12: The bidding behaviors under a budget of $20,000 influenced by the starting prices and
orders of items in the standard competition.
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Figure 13: The bidding behaviors under a budget of $40,000 influenced by the starting prices and
orders of items in the standard competition.

Among these models, GPT-3.5-Turbo consistently bids at a uniform frequency across all items (shown
by equal sizes of all bid freqency circles), akin to a rule-based bidder. This behavior corroborates the
observation in Figure 4 that GPT-3.5-Turbo lacks a strategic bidding plan, instead opting to place
several bids before withdrawing. For instance, with an abundant budget, the bidding approach of
GPT-3.5-Turbo is less effective, as competitors possess sufficient funds to remain competitive.
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