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Abstract: The scalability of robotic systems is constrained by traditional pro-
gramming methods that require specialized expertise. While learning from hu-
man demonstrations presents an intuitive programming solution, generalizing
learned behaviors to changing surroundings remains a key challenge. In this work,
we tackle these issues by integrating Kernelized Movement Primitives (KMP)
with computer vision, enabling robots to adapt object-centric tasks learned from
demonstrations to varying object configurations. YOLO-based object detection
and 3D pose estimation allow the system to dynamically capture variations in ob-
ject placement and adapt learned trajectories accordingly, leading to precise inter-
action with objects regardless of their placement. We developed a scalable frame-
work to collect data on the robot and used BlenderProc to automatically generate
extensive image datasets for training. We demonstrate this approach on a self-
organizing workstation task, where a 7-DOF robot autonomously and effectively
cleans up scattered objects.
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1 Introduction

Imitation learning (IL) allows robots to learn tasks by observing and replicating human demon-
strations [1]. This is particularly useful in areas requiring natural human-robot interaction, such as
assistive robotics [2], collaborative manufacturing [3], and service robotics [4]. In this context, a
well-designed demonstration interface bridges the gap between human intention and robotic execu-
tion, enabling the transfer of nuanced skills with minimal effort [5].

Traditional IL methods like Hidden Markov Models and Gaussian Mixture Models (GMR) generate
trajectories from demonstrations but struggle to generalize to unseen situations [1]. Probabilistic
Motion Primitives (ProMP) [6] improve adaptability using via points but at the cost of added com-
plexity. Kernelized Movement Primitives (KMP) [7] overcome these limitations by using a kernel-
based, non-parametric method that efficiently adapts trajectories to dynamic environments. KMP
has been applied to tasks such as soldering, painting, and rehabilitation [7, 8, 9]. It can be combined
with computer vision [10, 11] and implemented on Riemannian manifolds to handle orientation data.

In this work, we present Vision-enhanced Kernelized Movement Primitives as an end-to-end imi-
tation learning framework, implemented on the DLR Safe Autonomous Robotic Assistant (SARA)
[12]. The system, depicted in Figure 1, uses a scalable, robot-agnostic, and input-device-agnostic
data collection pipeline for robot demonstrations and leverages BlenderProc [13] for automatic gen-
eration of images to train a YOLOv7 model [14]. This model enables automated recording of object-
centric demonstrations as shown in Figure 2 and provides start and end poses for smooth trajectory
adaptation during deployment.
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Figure 1: System overview - 3 subsystems: Demonstration Recorder, Imitation Learning and Computer Vi-
sion; and 2 phases: training (data collection + model learning) and deployment (model inference).

Figure 2: Recording kinesthetic demonstrations of human-like object pick up on DLR-SARA robot

2 Methodology

We developed an end-to-end pipeline that enables robots to learn tasks such as self-organizing
its workstation. This pipeline consists of three subsystems as shown in Figure 1: Demonstration
Recording, Imitation Learning, and Computer Vision. In this section we will discuss each subsys-
tem in detail.

Demonstration Recorder The purpose of this subsystem is to provide a user-friendly demonstra-
tion experience. It is composed of several abstract components: the Data Logger records time series
data of the robot’s poses; the Robot Event Handler manages robot control actions such as switching
to position control or gravity compensation; the User Input Handler processes inputs from a user
interface. The Information Display logs and displays system actions. Finally, the Demo Recorder
coordinates the overall process, handling user inputs and sending events to the relevant components.
This structure can be used with any robotic platform to record any type of data. In our case, the
recorded pose data is then transformed from the robot’s tool center point to the object’s coordinate
frame, as well as aligned over time using Dynamic Time Warping [15]. The result is a structured,
temporally aligned object-centric pose dataset that serves as input for imitation learning models.

(a) Pick grid clamp phase (b) Place in bin phase

Figure 3: 3D position plots of 6 kinesthetic demonstrations of self-organising workstation task in the object
frame, described in 3

2



(a) Learned GMM Model (means and covariances in
red) from object-centric demonstrations (blue)

(b) Object-centric trajectory with vanilla KMP (not
adapted)

Figure 4: Movement for self-organising workstation task is learned by fitting a GMM to the demonstration
data, running GMR to get a trajectory, use that to initialize KMP and later run with via point adaptation

Imitation Learning In this subsystem, let {{tn,h, ξn,h}Nn=1}Hh=1 denote the set of demonstration
data. tn,h ∈ R is the time input and ξn,h ∈ (R3 ×SO(3)) the pose output. H represents the number
of demonstrations and N the trajectory length. . To retrieve a reference trajectory, the pose data is
first fitted with a Gaussian Mixture Model (GMM), represented as:

[
t
ξ

]
∼

C∑
c=1

πcN (µc,Σc). (1)

where πc, µc, and Σc are the prior probability, mean, and covariance of the c-th component. After
fitting the GMM, Gaussian Mixture Regression (GMR) is used to condition the trajectory on the
time variable, yielding the reference trajectory {ξ̂n}Nn=1.

The reference trajectory is then refined using KMP [7], which computes a prediction of the pose for
each time step based on a Gaussian kernel k(ti, tj) = exp(−ℓ(ti − tj)

2):

E(ξ(t∗)) = k∗(K + λΣ−1)µ, (2)

see [7] for the derivation and definitions of K and k∗. Via points can be introduced to adapt the
trajectory in dynamic environments, with the kernel’s length scale ℓ governing the smoothness of
this adaptation.

Computer Vision This subsystem is responsible for detecting and estimating the pose of objects.
The BlenderProc framework was employed to create 1,600 scenes, each with varying grid clamp
placements, resulting in a dataset of 40,000 images with varying camera angles. These images
were annotated with bounding boxes, and distractor objects were included to improve robustness
(Figure 5a. The YOLO model was trained on this dataset to detect grid clamps, outputting bounding
boxes and confidence scores. During deployment, the bounding boxes are combined with depth data
to estimate the pose of each grid clamp in the robot’s base frame.

(a) Plain STL model in Blender (b) Example of an annotated scene

Figure 5: For training YOLO, an extensive image dataset was generated in an automated way with BlenderProc
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3 Experimental Setup

Figure 6: DLR-SARA self-organising robot
workstation setup with camera

The task of the 7-DOF SARA robot is to learn to
autonomously remove grid clamps from its worksta-
tion and place them in a bin. Grid clamps are small
black objects that are placed in varying number and
pose on or off the metallic rails of the table. An
Azure Kinect camera is placed at a 30-degree angle
on the left side. Human demonstrations of the neces-
sary movements are recorded and subsequently used
with imitation learning and computer vision.

4 Results and Discussion

(a) YOLO grid clamp detection and on/off-rail classi-
fication

(b) KMP (blue line) adapts GMR trajectory (dotted
green line) to new bin location (red dot) in object
frame

Figure 7: The vision system accurately detects and classifies grid clamps on the table. The imitation learning
model handles smooth trajectory adaptation.

The system is able to generalize the smooth pick-and-place to randomly distributed grid clamp poses
on the workstation with 100% success rate on 60 placements from 6 demonstrations. Without KMP
adaptation, the robot encounters singularities at the workspace edges. The precise choice of length
scale ℓ proved crucial, with smaller ℓ causing abrupt changes and larger ℓ affecting accuracy at via
points [7]. There was some bias towards right-side bin placements from the demonstrations.

The YOLOv7 vision model reliably detected the grid clamps, maintaining high confidence (0.91-
0.97) across various distances and orientations. Pose estimation errors were acceptable, with an
x-error of 7mm and y-error of 3mm, allowing for consistent grasping. However, detection failed for
grid clamps placed on objects with different textures, highlighting the need for more diverse training
data.

Future work to expand the system could explore uncertainty-influenced impedance control [16],
sensor fusion with the Azure Kinect and TCP camera for better object pose estimation, and rein-
forcement learning for optimizing force interactions [17, 18]. Further improvements include ex-
panding detection to more or even unkown objects, employing constrained imitation learning [19],
and incorporating more modalities like LLMs/VLMs for an even more intuitive user interface.

5 Conclusion

This paper presents an integrated system combining Kernelized Movement Primitives with computer
vision, enabling a robot to learn and adapt manipulation tasks from human demonstrations. Object-
centric data collection led to a rich image dataset and a concise pose dataset, facilitating learning
from few demonstrations. This holistic approach, demonstrated on a self-organizing workstation
task, highlights the potential of blending KMP and computer vision to advance robotic learning.
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