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Abstract001

Peer review forms the cornerstone of academic002
quality control, yet it remains vulnerable to la-003
tent biases, topic preferences, and methodolog-004
ical disagreements, which can unfairly influ-005
ence acceptance decisions. Manual bias audits006
are often resource-intensive and lack consis-007
tency. To address this, we propose a modular008
AI framework that leverages specialized large009
language model (LLM) agents to analyze sen-010
timent and justification coherence, assess in-011
ternal consistency, and evaluate inter-review012
alignment. These insights are then integrated013
into a schema-based module that identifies bias014
types, estimates confidence levels, and gener-015
ates actionable recommendations. By automat-016
ing these steps, our approach offers an added017
layer of confidence to editors and area chairs018
by providing a transparent and scalable tool for019
continuous bias monitoring in the peer review020
process. We have made the source code and021
supplementary materials publicly available1 to022
support reproducibility and encourage future023
research.024

1 Introduction025

Peer review underpins the integrity of scholarly026

communication, yet it is far from immune to human027

biases. Seminal investigations revealed that demo-028

graphic factors such as gender and institutional029

prestige can unduly sway reviewers’ judgments: fe-030

male grant applicants needed significantly stronger031

records to secure equivalent scores (Wennerås and032

Wold, 1997), and authors from top-tier universities033

enjoy a measurable advantage under single-blind034

review (Tomkins et al., 2017). Such distortions not035

only jeopardize fairness but also skew the trajectory036

of research fields by privileging certain topics or037

methodologies over others.038

To mitigate bias, manual audits, where editors039

comb through text for unfair language or inconsis-040

tent criteria, are sometimes employed. However,041
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these audits are labor-intensive and themselves sub- 042

ject to inter-auditor variability. Automated Natu- 043

ral Language Processing (NLP) techniques offer 044

a promising alternative. Early sentiment-analysis 045

tools can quantify tone and flag overly harsh or 046

unduly lenient comments (Pang and Lee, 2008), 047

while recent benchmarks such as ReviewEval pro- 048

vide frameworks to evaluate AI-generated reviews 049

for coherence and relevance (Kirtani et al., 2025). 050

Surveys of automated peer-review systems further 051

catalog linguistic and structural checks (Zhuang 052

et al., 2025), yet none integrates bias detection di- 053

rectly into an end-to-end pipeline. 054

Several prior works have targeted individual bias- 055

detection subtasks. Manzoor and Shah (2020) pro- 056

pose statistical techniques to surface latent biases in 057

review corpora, and AgentReview (Jin et al., 2024) 058

uses LLM agents to simulate review dynamics and 059

highlight decision variability. While informative, 060

these approaches typically address only topic or rat- 061

ing bias in isolation, lacking mechanisms to cross- 062

validate findings or generate actionable recommen- 063

dations for reviewers and organizers. 064

Emerging large-language models and agentic AI 065

architectures promise richer, multi-facet analysis. 066

Chain-of-thought prompting has been shown to 067

elicit more reliable multi-step reasoning, enabling 068

coherence checks within free-form text (Wei et al., 069

2022). Bias-Aware Agent frameworks extend this 070

by orchestrating specialized agents to identify and 071

correct for skewed evidence (Singh and Ngu, 2025), 072

and recent surveys of agentic AI for scientific dis- 073

covery demonstrate how multi-agent workflows 074

can tackle complex evaluation tasks (Gridach et al., 075

2025). 076

In this work, we introduce a modular, 077

LLM-driven framework that (1) analyzes sentiment 078

and justification coherence in individual reviews, 079

(2) verifies internal logical consistency, (3) assesses 080

inter-review alignment and contradiction, and (4) 081

consolidates these signals into a schema-based 082
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module that flags bias types, assigns calibrated con-083

fidence scores, provides supporting evidence, and084

suggests actionable improvements. We implement085

this pipeline on a sampled subset of the PeerSum086

dataset (Miao Li and Lau, 2023).087

The remainder of this paper is structured as fol-088

lows. Section 2 details our Methodology, covering089

dataset curation, agent designs, prompt schemas,090

and implementation specifics. Section 3 describes091

the results and does both qualitative and quantita-092

tive analysis. Section 4 discusses the limitations093

in detail while section 5 describes the future scope.094

Finally, Section 6 concludes and outlines directions095

for future research.096

2 Methodology097

Our research methodology employs a multi-stage098

pipeline designed to detect and analyze bias in aca-099

demic peer reviews. The process involves dataset100

preparation, sequential analysis through special-101

ized LLM-powered agents, and a final bias de-102

tection phase using purpose-built modules. We103

leveraged the gemini-2.0-flash-thinking-exp lan-104

guage model (Team et al., 2023) throughout the105

pipeline due to its robust reasoning capabilities and106

effectiveness in handling complex textual inference107

tasks. Each sub-task was addressed using a unique108

prompt.2109

2.1 Dataset Acquisition and Preprocessing110

We used the publicly available oaimli/PeerSum111

dataset (Li et al., 2023), specifically the train112

split containing over 14,000 academic papers with113

associated peer reviews. Due to computational114

constraints, we created a random subset of 200115

papers, each with at least three reviews, yield-116

ing approximately 1,200+ reviews for analysis.117

This sampling approach provided sufficient data118

for meaningful analysis while keeping computa-119

tional requirements manageable. From the original120

dataset schema, we extracted only fields directly121

relevant to our research questions: paper_id, pa-122

per_title, paper_abstract, review_id (filtering for123

’official_reviewer’ role only), and review_contents.124

This preprocessing step eliminated extraneous in-125

formation and focused our analysis on the core126

review content.127

2The prompts for all sub-tasks are available at an anony-
mous code repository along with the supplementary material.

2.2 Sentiment and Tone Analysis 128

The first analytical stage in our pipeline exam- 129

ined the affective dimensions of peer reviews. The 130

model analyzed each review for sentiment and tone 131

characteristics. The agent was instructed to func- 132

tion as an expert review analyzer. 133

The output schema captured sentiment classifi- 134

cation (Positive, Negative, or Neutral) along with 135

accompanying justifications, as well as tone classifi- 136

cation (Formal, Informal, Neutral, Supportive, Crit- 137

ical, or Balanced) with corresponding rationales. 138

This analysis provided the first layer of insight into 139

reviewer disposition and potential affective biases. 140

2.3 Internal Consistency Analysis 141

The second analytical stage evaluated each re- 142

view for internal logical consistency. Using the 143

same model, we analyzed whether individual re- 144

views maintained coherent arguments without self- 145

contradiction. 146

The resulting structured output included a binary 147

consistency assessment (Yes/No) accompanied by 148

explanatory reasoning. This stage helped identify 149

reviews containing inconsistent evaluations that 150

might indicate bias in the reviewer’s approach. 151

2.4 Inter-Review Comparison 152

The third stage involved a comparative analysis of 153

reviews for the same paper to identify alignment 154

patterns and outlier perspectives. The model was 155

configured to simulate the role of an editor or area 156

chair, comparing each review against all other re- 157

views for the same paper: 158

This comparative analysis provided crucial con- 159

text for determining whether individual reviews 160

deviated significantly from peer consensus, indi- 161

cating reviewer bias by giving a structured output 162

containing the consistency label, alignment score, 163

contradictions, bias flags, and a summary of differ- 164

ences. 165

2.5 Specialized Bias Detection 166

The final stage of our pipeline implements a com- 167

plex, agent-based framework specifically designed 168

to detect and categorize different types of bias 169

within academic peer reviews. Our specialized 170

bias detection system employs a hierarchical agent 171

structure consisting of a parent agent that coordi- 172

nates the entire bias detection process. It receives 173

the comprehensive peer review data along with the 174

metadata generated from previous pipeline stages. 175
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The parent agent determines which specialized de-176

tectors to invoke based on initial content analysis.177

Then five purpose-built bias detection tools are im-178

plemented:179

Novelty Bias Detector: Identifies cases where re-180

viewers overemphasize or undervalue the novelty181

of approaches at the expense of practical or theo-182

retical contribution (Wang et al., 2017).183

Methodology Bias Detector: Detects bias toward184

particular methodologies, research paradigms, or185

trendy approaches independent of their objective186

merit.187

Confirmation Bias Detector: Recognizes when188

reviewers favor papers that align with their pre-189

existing beliefs, hypotheses, or prior work (Ma-190

honey, 1977).191

Positive Results Bias Detector: Identifies prefer-192

ence for papers with positive, significant, or state-193

of-the-art results over equally valid null or negative194

findings (Emerson et al., 2010).195

Linguistic Bias Detector: Detects when reviewers196

penalize authors for linguistic or writing quality de-197

ficiencies, particularly affecting non-native English198

speakers (Politzer-Ahles et al., 2020).199

3 Results and Analysis200

3.1 Quantitative Analysis201

3.1.1 Sentiment and Tone Analysis202

Our first analysis stage revealed significant patterns203

in reviewer sentiment and tone distribution across204

the sampled peer reviews. Critical tone dominated205

the dataset (42%), followed by balanced (31%)206

and supportive tones (18%). Notably, informal207

tone was completely absent from our sample, sug-208

gesting a strong adherence to academic discourse209

conventions in peer review communications.210

When examining the reasoning length generated211

by the AI agent for each tone category (see Figure212

1), we observed that ’Critical’ and ’Balanced’ tones213

are associated with longer explanations (with an214

inter-quartile range of approximately 35-52 words).215

In contrast, ’Neutral’ and ’Supportive’ tones fea-216

ture shorter justifications (typically in the 20-40217

word range). This pattern suggests that the agent’s218

model has learned that expressing negative or nu-219

anced feedback requires more extensive justifica-220

tion to be comprehensive.221

3.1.2 Internal Consistency Analysis222

The second stage of our framework evaluated223

logical consistency within individual reviews, re-224

Figure 1: Distribution of Reason Lengths by Tone

vealing that the vast majority of reviews (98.7%, 225

n=1043) maintained internal consistency, with only 226

a small fraction (1.3%, n=13) exhibiting contradic- 227

tory statements. This finding aligns with expecta- 228

tions for high-quality academic peer review, where 229

reviewers typically maintain logical coherence in 230

their assessments. 231

3.1.3 Inter-Review Comparison 232

The third stage revealed compelling patterns in 233

how individual reviews aligned with the consen- 234

sus view for each paper. While the majority of 235

reviews (75%) were judged consistent with other 236

reviews of the same paper, a substantial minority 237

(25%) diverged significantly from peer consensus. 238

This divergence rate is particularly interesting as it 239

quantifies the degree of reviewer disagreement in 240

academic evaluation, which could stem from either 241

bias or specialized expertise. 242

The kernel density estimation (KDE) plot (refer 243

Fig. 2) further illustrated this relationship, with 244

consistent reviews clustering toward higher align- 245

ment scores (7-10) and inconsistent reviews show- 246

ing a broader distribution centered at lower val- 247

ues (3-6). This pattern suggests that while con- 248

sistency with other reviewers typically correlates 249

with higher alignment scores, inconsistent reviews 250

exhibit greater variance in their alignment charac- 251

teristics, potentially indicating multiple different 252

types of divergence. 253

3.1.4 Specialized Bias Detection 254

Our multi-agent bias detection system identified po- 255

tential bias in approximately 48% of the analyzed 256

reviews, with varying confidence levels across dif- 257

ferent bias categories. This near-even split between 258

biased and unbiased reviews suggests that reviewer 259
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Figure 2: Alignment Score KDE Plot

bias may be more prevalent in academic peer re-260

view than previously acknowledged in the litera-261

ture. Analysis of confidence scores (refer Fig. 3)262

showed an interesting asymmetry: our agents ex-263

pressed higher confidence (mean: 9.4, range: 9-10)264

when classifying reviews as “unbiased” compared265

to when identifying specific bias types (mean: 7.8,266

range: 7-8). This pattern suggests that recognizing267

the absence of bias represents a simpler classifi-268

cation task than identifying specific bias subtypes,269

which require more nuanced analysis of the review270

text and context.271

Figure 3: Confidence Score Box Plot

3.2 Qualitative Analysis272

The comparison between two human experts and273

our agent reveals significant variations in bias de-274

tection sensitivity and interpretation. Human Ex-275

pert 1 identified no bias across all six reviews,276

while Human Expert 2 detected bias in four re-277

views (67%), and the agent found bias in three278

reviews (50%). This disparity highlights funda- 279

mental disagreements about what constitutes bias 280

versus legitimate scholarly critique. 281

The agent demonstrated systematic evidence ex- 282

traction and reasoning comparable to the more sen- 283

sitive human expert, providing specific quotes and 284

detailed justifications for bias classifications. How- 285

ever, it showed some inconsistency in bias type 286

categorization, classifying reviewer preferences for 287

alternative methodological approaches as “confir- 288

mation bias” rather than “methodology bias” as 289

identified by the human expert. The agent’s in- 290

termediate sensitivity suggests it may serve as a 291

useful screening tool, though the wide variation in 292

human expert judgments (0% to 67% bias detection 293

rates) underscores the inherent subjectivity in dis- 294

tinguishing between legitimate academic criticism 295

and inappropriate reviewer bias. 296

4 Future Scope and Conclusion 297

Our work establishes a foundational framework for 298

automated bias detection in academic peer review, 299

yet several promising research directions emerge 300

that warrant future investigation. The most imme- 301

diate priority involves establishing robust valida- 302

tion methodologies through comprehensive human 303

expert annotation studies and creating benchmark 304

datasets with established ground truth labels. Ad- 305

ditionally, expanding beyond our current five bias 306

types to include demographic preferences, institu- 307

tional prestige effects, and cognitive biases would 308

provide more comprehensive coverage of reviewer 309

fairness issues. 310

The integration of multi-modal analysis presents 311

significant opportunities by incorporating reviewer 312

expertise profiles, citation patterns, institutional 313

affiliations, and historical interaction patterns for 314

more nuanced bias assessment. This work demon- 315

strates the feasibility of automated bias detection 316

as a scalable alternative to resource-intensive man- 317

ual audits, revealing bias in approximately 48% of 318

1,200 analyzed reviews, with novelty bias (29%) 319

and confirmation bias (22%) most prevalent. Our 320

hierarchical agent architecture successfully pro- 321

vides comprehensive fairness assessment through 322

specialized modules, establishing a foundation for 323

systematic bias monitoring that could enhance 324

scholarly communication integrity and provide ac- 325

tionable insights for improving review fairness. 326
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Limitations327

While our LLM-driven framework demonstrates328

promising capabilities for automated bias detec-329

tion in academic peer review, several important330

limitations must be acknowledged to properly con-331

textualize our findings and guide future research332

directions.333

Dataset Scale and Representativeness334

Our analysis was constrained to 200 papers from335

the PeerSum dataset, yielding approximately 1,200336

reviews. This limited sample size raises questions337

about generalizability across different academic338

disciplines, conference venues, and reviewer popu-339

lations, as the dataset represents only a fraction of340

the broader academic peer review landscape.341

LLM-Inherent Biases and Limitations342

Our reliance on large language models introduces343

potential systematic biases from training data and344

may exhibit inconsistent performance across differ-345

ent writing styles or cultural contexts. The black-346

box nature of LLMs limits interpretability and vali-347

dation of bias classifications, potentially hindering348

adoption by conference organizers requiring trans-349

parent evaluation tools.350

Ground Truth and Validation Challenges351

Our most significant limitation lies in the absence352

of established ground truth labels for bias in peer353

review, as bias detection represents subjective,354

contextually dependent judgment. Without inter-355

annotator agreement studies or validation against356

human expert judgments, we cannot establish pre-357

cision and recall metrics or appropriately calibrate358

confidence thresholds.359

Bias Type Coverage and Granularity360

Our framework focuses on five specific bias types361

and employs binary classification (biased vs. un-362

biased), which may oversimplify bias that often363

exists on a spectrum. This approach may fail to364

capture mild bias cases that, while present, may not365

significantly impact overall evaluation quality.366

5 Ethical Considerations367

This work is not intended to replace human judg-368

ment in the peer review process. Instead, it pro-369

vides an additional layer of confidence for bias de-370

tection. The study does not involve human subjects371

or private data; all analyses were conducted on pub- 372

licly available, anonymized peer review datasets. 373

The model outputs are interpretable and include 374

confidence estimates to ensure transparency. All 375

large language model (LLM) components were 376

evaluated for fairness and alignment to minimize 377

the risk of unintended bias. 378
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