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Abstract

Bilevel reinforcement learning (BRL) has emerged as a powerful framework for
aligning generative models, yet its theoretical foundations, especially sample
complexity bounds, remain underexplored. In this work, we present the first
sample complexity bound for BRL, establishing a rate of O(e~*) in continuous
state-action spaces. Traditional MDP analysis techniques do not extend to BRL
due to its nested structure and non-convex lower-level problems. We overcome
these challenges by leveraging the Polyak-Lojasiewicz (PL) condition and the
MDP structure to obtain closed-form gradients, enabling tight sample complexity
analysis. Our analysis also extends to general bi-level optimization settings with
non-convex lower levels, where we achieve state-of-the-art sample complexity
results of O(e~3) improving upon existing bounds of O(¢~°). Additionally, we
address the computational bottleneck of hypergradient estimation by proposing a
fully first-order, Hessian-free algorithm suitable for large-scale problems.

1 Introduction

Bilevel reinforcement learning (BRL) has emerged as a powerful framework for modeling hierarchical
decision-making processes, particularly in the context of artificial intelligence (AI) alignment. Recent
works, such as those by [1, 8, 26, 30], have demonstrated the potential of bilevel formulations to
address challenges in reinforcement learning from human feedback (RLHF) and inverse reinforcement
learning. Despite these advancements, the theoretical understanding of BRL remains limited,
especially concerning sample complexity in parameterized settings. Most existing theoretical analyses
such as [35] are confined to tabular settings due to their analytical tractability, while empirical studies
[9] are conducted in parameterized environments, leading to a disconnect between theory and practice.

Key challenges and our approach. The theoretical analysis of BRL is not possible using the existing
theoretical frameworks [14, 25, 11, 12, 13] used to analyze MDP algorithms with a known reward
function. Existing bi-level algorithms are also ill-suited to the BRL setup since they require unbiased
gradients [3, 15], which are not available in the BRL setup. Many bi-level algorithms [4, 16] also
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Table 1: This table shows a comparison of state-of-the-art sample complexity results for bilevel
reinforcement learning (BRL). Our result is among the first to establish sample complexity bounds
for continuous state-action spaces.

References Continuous Iteratior} Samplq
Space Complexity | Complexity
[27] X O(e™) X
[1] X O(e™Y) X
[35] X O(e™) X
[26] X O(e™1) X
This Work O(e™) O(e?)

require the estimation of second-order terms such as Hessian, which make them computationally
infeasible as well in high-dimensional setups. Some works in the field of BRL do employ the
approximation of the second-order Hessian [1, 35]. However, these works are limited to tabular state
spaces. Other approaches such as [26] use a penalty based reformulation of the BRL problem. This
work is still restricted to the tabular setup. From a theoretical standpoint, none of the above-mentioned
works develop a method to analyze the sample complexity of the work. They are restricted to
obtaining an iteration complexity guarantee. We overcome this challenge by (i) proposing a first-order
BRL algorithm that works for continuous state-action spaces, (ii) providing the first-ever sample
complexity results for a BRL algorithm. We use a penalized bi-level framework with non-convex
lower level initially proposed in [18] for standard optimization, but it is not straightforward to apply
to reinforcement learning settings, which is the main focus of our work.

In order to obtain our sample complexity result, we use the insight that the gradient parameter
estimation step in the algorithm laid out in [2] (lines 3-8 of Algorithm 1) are an SGD step on a loss
function that satisfies the Polyak-Lojasiewicz (PL) property. We combine this insight with our novel
recursive analysis of the optimality gap (lemma 1) for stochastic gradient descent (SGD) with biased
gradient estimate to obtain the first ever sample complexity result for BRL. We also demonstrate that
our analysis holds for the standard bi-level penalty-based formulation of [18] with unbiased gradient
estimates and provides state-of-the-art sample complexity results for the same (Theorem 1).

We summarize our main contributions as follows.

* Novel sample complexity bounds in BRL: We derive the first sample complexity bounds for
BRL with parameterized settings, achieving a bound of O(¢~3). Our analysis addresses the
challenges posed by non-convex lower-level problems and does not rely on computationally
expensive second-order derivatives.

* Generalization to standard bilevel optimization: Our theoretical results extend beyond
reinforcement learning to standard bilevel optimization problems, assuming access to unbiased
gradients for the upper and lower level objectives. For setups with non-convex lower-level problems,
our method achieves a state-of-the-art sample complexity of O(e3).

2 Related Works

We first go over the prevailing literature in the field of bilevel optimization. Once we have established
a broad overview of the existing results in the field, we will lay out the existing results in the field of
BRL and how they compare to the bilevel optimization results.

Bilevel optimization problems have been studied extensively from the theoretical perspective in
recent years. Approaches such as [16] have been shown to achieve convergence, but with expensive
evaluations of Hessian / Jacobian matrices and Hessian / Jacobian vector products. Works such as
[29, 36] forgo the use of exact Hessian/Jacobian matrices but instead approximate them. Works such
as [17] do not require even the approximation of the second-order terms. However, in all of the
aforementioned works, the lower level is restricted to be convex. In general, bilevel optimization with
non-convex lower-level objectives is not computationally tractable without further assumptions, even
for the special case of min-max optimization [7]. Therefore, additional assumptions are necessary for
the lower-level problem. The work in [18] established a penalty-based framework for solving bilevel



optimizations with a possible non-convex lower levels with the PL assumption on the lower-level
function. The work in [2] obtained convergence in the bilevel setup with a non-convex lower level
with an improved sample complexity with respect to [18], where it obtained ¢~ compared to e~ 7.

Bilevel reinforcement learning has been used in several applications such as RLHF [6, 34], reward
shaping [40], Stackelberg Markov game [21, 28], Al-economics with two-level deep RL [38], social
environment design [37], incentive design [5], etc. Another recent work [1] studies the policy
alignment problem and introduces a corrected reward learning objective for RLHF that leads to
strong performance gain. There are a very limited number of theoretical convergence results for
such a setup. The PARL algorithm [1] achieves convergence of the BRL setup using the implicit
gradient method that requires not only the strong convexity of the lower-level objective but also
necessitates the use of second-order derivatives. Note that in general the lower level of BRL is
the discounted reward which is not convex. The work of [27] employs a penalty-based framework
to achieve convergence for a BRL setup using a first-order algorithm. Similarly, [35] establishes
convergence by deriving an expression for the hypergradient without assuming convexity of the
lower-level problem. However, it is important to note that all existing convergence results in BRL
thus far provide only iteration complexity guarantees. Furthermore, these analyses are limited to
tabular MDPs. Despite the existence of sample complexity results for bilevel optimization with
non-convex lower-level objectives in the broader bilevel literature, such results remain absent in the
context of BRL.

3 Problem Formulation

Markov Decision Process (MDP). We consider a discounted MDP defined by the tuple M =
(S, A, P,ry,~y), where S is a bounded measurable state space and A is a bounded measurable
action space. We remark that in our setup, both the state and action spaces can be infinite, though
they remain bounded. In the MDP, P : S x A — P(S) is the probability transition function and
rg : S x A — [0,1] represents the parameterized reward function, (¢ € ©) where © is a compact
space. In order to encourage exploration, in many cases an additional KL-regularization term is
preferred. This can be accounted for by defining the reward function as

re(s,a) =re(s,a) + Bhr m.(s,a), )

m(ai|si)

Trer (@i [85)
policy. This form of the KL penalty is used in RLHF works such as in [39]. Note that our analysis
works for any regularization term that is uniformly bounded. Finally, 0 < v < 1 is the discount
factor. A policy 7 : S — P(.A) maps each state to a probability distribution over the action space.
The state-action value function or () function is defined as follows:

where hy . (s;,a;) = log ( ) is the KL regularization term where 7 is the reference

oo
D Are(sear)lso = s,a0 =al . (@)
=0

Q3(s,a) =E

For a discounted MDP, we define the optimal action value functions as
Q3(s,0) =sup Q3(s,a),  ¥(s,a) € S x A 3)
We have the expected average return given by
J(¢, )‘) = Es~u,a~7r>\(.|s) [ng (Sa a)]a 4

where the policy is parameterized as {7, A € A} and A is a compact set.

Bilevel reinforcement learning (BRL). With the above notation in place, we can formulate the BRL
problem as

min G(6. \*(6)
where \*(¢) = arg m)%n —J(o, ), 5)

where the upper-level objective G(¢, A*(¢)) is a function of the reward parameter ¢, while the
lower-level objective is a function of the policy parameter A. We denote the lower level loss function



as —J (¢, \) as opposed to J(¢, A) to keep our notation in line with the bi-level literature; a similar
notation is followed in [27].

Existing approaches and limitations. To solve the problem in (5), one popular approach is to rewrite
the problem in (5) in the following manner

min (6) == G, A*(9))
where \*(¢) = arg m)%n —J(o,A),, (6)

which is known as the hyper-objective approach, where @ is the hyper-objective. To solve it, we need
the calculation of the hyper-gradient given by

Ve®(9) = V4 G(9, A" (¢)) + v.VAG(d, A (9)), ©)
where the term v apart from the gradient of ® is given as
v=—[V3J(6: X (@)]7'VE 1T (6, A () ®)

This approach has been used in the existing literature [36, 29, 1]. Apart from having to calculate
the Hessian and its inverse, this technique requires that the lower-level objective J be convex. One
solution, which is employed in [36, 29], is to estimate first-order approximations of the Hessian. This
is because the calculation of second-order terms, which in many cases can get prohibitively expensive
from a computational perspective.

4 Proposed Approach

To avoid computationally expensive Hessians and for situations where the lower levels are not
necessarily convex, penalty-based methods such as those developed in [18] have been proposed.
Based on that, in this paper, we consider the proxy objective

P () = min (G(¢, » + 1 A*(@; e A)) ! ©
where o is a positive constant. The gradient of ®,(¢) is given by
A* — Ak
v¢¢ﬂ(¢) =V¢G(¢, )\;(gb)) + V¢J(¢’ (¢)) V¢J(¢, a(¢)) , (10)

g

where \*(¢) = argminy —J (¢, A) and A} (¢) = argminy —(J (¢, \) — 0G(¢, A)). For future
notational convenience, we define the penalty function h, (¢, \) = J(p,\) — 0G(h, A). A key
advantage of this formulation is the fact that, unlike the method involving the hyper-gradient, it does
not require the calculation of costly second-order terms. It is also applicable to setups where the
lower level is non-convex. Despite these advantages, the theoretical analysis of this setup (even for
the standard bi-level framework) is not well explored.

Remark (differences with [18, 2]). Existing analyses in standard bilevel optimization settings have
achieved sample complexities of O(e~7) and O(e~°) in [18] and [2], respectively. These results
apply to bilevel problems without an MDP structure, where the lower-level objective is non-convex
but it is reasonable to assume access to unbiased gradient estimates with bounded variance for both
upper- and lower-level objectives. However, such assumptions do not hold in bilevel reinforcement
learning (BRL), where gradient estimates are inherently biased due to the underlying MDP dynamics.
In this work, we develop a sample complexity analysis tailored to the BRL setting. We also specialize
our analysis to the standard bilevel optimization setup and demonstrate that our approach yields
improved sample complexity bounds compared to prior work (see Table 2).

Algorithm development. We will describe the algorithm to solve the problem described in Equation
(9). We achieve this by implementing a gradient descent step in which the gradient is given by the
expression in Equation (10). In order to estimate this gradient, we have to estimate the three terms
Vo G(0,25(0)), Vo J (¢, N (¢)) and V4 J (¢, A (¢)). In turn, these terms require the estimation of
the terms \*(¢) and A% (o).

For the gradient of J(¢, \) with respect to the upper level variable and reward parameter ¢, note that
there was no existing closed-form expression. We show in Lemma 6 in the Appendix A that a closed



form of V4J (¢, A) is given by

Vo (6, 0) = > 7 T EVyre(si, ai), (11)

i=1

Here, the expectation is over the state action distribution induced by the policy A. This expression
is obtained by following an argument similar to the proof of the policy gradient theorem in [31].
Note that we can only obtain a truncated estimate for V,.J(¢, ), which will also lead to bias. In
Algorithm 1, we take an average of this truncated estimate over B batches for a more stable estimate.
We define the sample-based average here as

1 s
Vol (6,0, B) = 5> Vo Ji(6, ). (12)
j=1

where V.J;(¢, \) = 2?:1 Vre(sji,aj.q). Here, (s;,,a;,) are the i*" state-action pair of the j"
trajectory sampled from the policy 7.

For the gradient for the lower-level loss function gradient J(¢, A) with respect to the lower-level
variable A\ we use the policy gradient function to obtain

V/\J(¢7 )‘) = H‘Z(s,a)r\/d:A [VAIO.%WA(MS)Qg(& a)]

o0
+E(paimm)B YV Vahiny (86, ai) (13)
i=1
Here d]> denotes the stationary distribution of the state action space induced by the policy 7.
The second term on the right-hand side is due to the presence of the KL regularization term in
the reward 7(¢). Note that in real-world applications of RL algorithms, such as actor-critic, the
estimate of Qg is not an unbiased estimate, but instead a parametrized function, such as a neural
network, is used to approximate it, leading to bias. Additionally we cannot sample the infinite sum
E(s; ai~m) B ooy Vahay me ;(si,a;) but have to get a finite truncated estimate, which also leads
to bias.We denote by Vx.J (¢, A, n, B) the estimate of VJ(¢, ) as

n

Vad (¢, A, n, B) = %Z[Vﬂogﬂ(aﬂsi)Qg(Smai)]

i=1

S
+ EZZ’yz_lv)\hﬂ'hﬂ'rcf(s.j:%a’j;i) (14)

j=11i=1

Note that the estimate of Qg(s7 a) denoted by Qg(s, @) is estimated using n samples. For upper-level
loss functions, unbiased gradient estimates can be calculated, as demonstrated in [1]. For notational
convenience, we define

1
VG(6,A.B) = = > VGi(4, ), (15)
i=1

where B is the size of the gradient sample dataset and Véi(qﬁ, ) is the gradient estimate sample i‘".
Note here that the batch size B and horizon length H can vary across the different gradients. We
keep this notation the same across gradients with respect to ¢ and A for notational convenience.

Now that we have expressions for the gradients of the upper and lower level function, we now move
onto the estimation of VyJ (¢, A*(¢)) and V4J (¢, A% (¢)). Consider the term A} (¢) which is a
minimizer of the function given by h, (¢, A). Thus, it is obtained by performing a gradient descent
on hy (¢, A) with respect to A. Similarly, \*(¢) is the minimizer of the function given by J (¢, A) and
can be obtained by gradient descent. Note that these steps are performed on lines 4-7 of Algorithm 1.
The gradient descent step for the proxy loss function @, (¢) is performed on line 11. We estimate the
gradients of G(¢, \) and J (¢, \) with respect to ¢ using the expression in Equations (11) and (15).



Algorithm 1 A first-order approach to bilevel RL

1: Input: S, A, Time Horizon T' € Z, Number of gradient estimation updates for lower level
K € Z, sample batch size n € Z, gradient batch size B € Z, Horizon length H € Z, starting
policy parameters \J, )\’8, starting reward parameter ¢g

2: fort € {0,---,T—1} do

33 forke{0,---,K—1}do

4 di = VJ(AF, ¢4, n, B)

5. d. = V(N5 6en,B) — 0.VAG(én, Ny, B)

6

k+1 _ yk . _dk
At = AL T
’.L;-
!
TEAT

rk+1 1k
7: Ay =, 47T

8: end for K X
9 dy =VyG(oy, Ny, B)— 1 <V¢J(¢t,>\{(,B) Vo d (b, N ,B))

10: ¢t+1 = (]5,5 — T]dt
11: end for

5 Theoretical Analysis

We begin by outlining the assumptions required for our analysis, followed by the presentation of our
convergence results. We then provide a detailed theoretical analysis, explaining the derivation of
these results.

Assumption 1. Forany ¢ € ©, A € A and o € RY, we have the following assumptions
1. Forall 0 < o < 0y, the function h, (¢, \) satisfies the inequality
[[Vhe (o, /\)H2 < pulho (9, A) = ho (0, A7) (16)

where N\ = argminyea (ho (¢, \)) and og is a positive constant.
2. The functions hy (¢, \) and J(¢, \) are Lipschitz and smooth in variables ¢ and ).
3. The functions hy (¢, A) and J(¢, \) have Lipschitz and smooth Hessians in both ¢ and .

In [18], the first Assumption in Equation (16) was shown to ensure that the proxy objective ¢ (¢) is
differentiable. This assumption also exists in the literature [2] to ensure the existence of the gradient
given in Equation (10). It is thus key for the setup given in Equation (9) to be solvable using gradient
descent. The Assumption 1.2 is a standard assumption in bi-level literature used for convergence
analyses [15, 2]. The Assumption 1.3 ensures that solving for the optimal point of the proxy objective
®,, brings us close the optimal point of the true objective .

Assumption 2. For any fixed \ € A, ¢ € © and 0 € © be the parameters of the neural network class
used to parametrize the (), where © is a compact set, and p is a distribution over S x A. Then it

holds that

2
gélél Es,aw,u (QO (57 a) - ng (57 CL)) S €approx-

Assumption 2 ensures that a class of neural networks is able to approximate the function obtained by
applying the Bellman operator to a neural network of the same class. Similar assumptions are also
considered in [10, 33, 14]. This assumption ensures that we are able to find an accurate estimate of
the () function. This assumption accounts for the bias in gradient estimation, something not present
in the standard bi-level setup. In works such as [26] a similar constant denoted by €,,4c1e 1 used

Assumption 3 (For upper level). For any fixed A\, \1, o € A, ¢, )1, 02 € O and (s,a) € S X A, we
have the following properties

1. ||Vre(s,a)|] < Cq
2. |[Vlogma(s,a)|| < Cy
3. (| Vre, (s,a) — Vre, (s, a)[| < Csl[¢r — @2



4. ||VIOg7r)\1(S=a’) - Vk)gﬂ—)\z(sva)H < C4||)\1 - /\1||

where Cy1 — Cs and Cy > 1 are positive constants. Additionally, there exist €,& € (0, 1] such that
ma(a|s) >¢eforalla e Aand A € A, and Trcp(a | s) > € foralla € A

Similar assumptions have been utilized in prior policy gradient-based works [22, 25], as well as actor
critic algorithms, such as [10, 14, 11].

Assumption 4 (For upper level). For any fixed A € A and ¢ € © we have access to unbiased
gradients

E[VG(4,A)] = VG(6,) (17
and the gradient estimates have bounded variance
E[[VG(6,\) —E[V(G) (@ V]|* < o (18)

The assumption for an unbiased gradient with bounded variance is present both in bilevel literature
[18, 2] as well as BRL literature [1]. Works such as [27] simply assume access to exact gradients of
the upper loss function.

Main Result: With all the assumptions in place, we are now ready to present the main theoretical
results of this work. First, we will state the convergence result for Algorithm 1. This result establishes
the sample complexity bounds for BRL which are the first such results of it’s kind. Then, we will go
into detail about how these results are obtained, by providing a brief overview of the techniques and
lemmas used in establishing the convergence result.

Theorem 1. Suppose Assumptions 1-4 hold and we have 0 < n < i’ 0<7t< —] 0<7 <z

where L, Lj, L, are the smoothness constants of ®,,J and h, respectively. Then from Algorlthm 1,
we obtam

e 9 A1 ~ [expF 1 A2H -
T;HV@(@)H go(T>+c9( = )+o< )+o( B)+O(a) (19)
+ O(€approz) (20)

Ifweseta® = Q(e), B= Qe 2),n=Q(e2),T=Q(e ), K =Q(log (1)) and H = Q(log (1))
then we obtain

T
=S IVRG)IP <O + Olappror) an

t=1
This gives us a sample complexity of n.K.T + B.K.H.T + B.H.T = Q(e ).

Thus we have obtained the first ever sample complexity result for BRL setup. Notably, this result
improves on works such as [1, 27] in that our result does not require the state or action space to be
finite, while also providing sample complexity and not just iteration complexity results.

5.1 Proof sketch of Theorem 1:

The proof is divided into two main parts. The first part is where we establish the local convergence
bound of the upper loss function in terms of the error in estimating the gradient of ®, as given in
Equation (13). This is done using the smoothness assumption on ®. The next step is to upper bound
the error incurred in estimating the gradient of ®,. The gradient estimation error is shown to be
composed of estimating the three terms on the right-hand side of Equation (9). The error in estimating
each term is shown to be composed in estimating A% (¢) (or A*(¢)) and the error due to having access
to an empirical estimate of the gradient. In the estimation of A (¢) (or A*(¢)). A key insight here is
to recognize that in the inner loop of Algorithm 1 we are performing a gradient descent with respect
to the parameter A on the functions J(¢, \) and i, (¢, ). We use this insight in combination with
the PL property from Assumption 1 to upper bound the error in estimating A% (¢) (or A*(¢)).

Establishing local convergence bound for ®: Under Assumption 1, from the smoothness of ®, we
have

D (pri1) <P(dr) + (Vo @(r), Pra1 — de) + Ll dr1 — del|?, (22)



Now, with a step size n < where «; is the smoothness parameter of ®, we get

2L’
D(dr1) <B(60) — JIVR@)] + ]| Ve®(01) — Voo (00)] 3)

Note that V®,, denotes the empirical estimate of the gradient of the proxy loss function ®,. Summing
over t and rearranging the terms, we get

*ZIIW 2l flem (é0) v@[,(@)?m(;)
t=0
+ O(0?). (24)

Note that we get the term O (o) using Lemma 4.3 from [2].
Gradient estimation error: The error in the estimation of the gradient at each iteration k of

Algorithm 1 given by ||V 4®(¢;) — V4@, (¢;))|, which is the error between the gradient of the upper

objective V4®(¢;) and our estimate of the gradient of the pseudo-objective V&, (¢;)). This error
is decomposed as follows.

IV620(60) — Voo (60)]] < V4G (60, X5 (6)) — VoGl . B

’
Ak

2196 (007 (8)) — VT (60, M, B)|

1 ’
V(6 X5(6)) = Vo (60,1 Bl 25)

Thus, the error incurred in the estimation of the gradient terms can be broken into the error in
estimation of the three terms, VG (¢, A5 (¢1)), VI (¢, \*(¢1)) and VJ (¢, Ak (). We first focus
on the estimation error for the term V ,J (¢, A% (¢)) where the error in estimation can be decomposed
as

Vg, J (¢, N5 (d¢)) — V¢J(¢t>/\,f{,3)|| < |V d (94, *(¢t)) - V¢>J(¢t, IK)H

The second term on the right-hand side of Equation (26) is the error incurred due to the difference
between the gradient of .J and its empirical estimate. This error is upper bounded using the defintion
of the gradient given in Equation (11).

The first term on the right-hand side is the error incurred due to the error in estimating A% (¢). In
order to show this, we write the following

V6760, A5(60)) = Vol (90, X112 < LllXs(90) = X' |1 27)

< Lopilho (60, X5 (60) — ho(én N ). (28)

We get Equation (27) from the smoothness of J(¢, A) assumed in Assumption 1. We get Equation
(28) from Equation (27) by using the quadratic growth property of PL functions applied to h, (¢, A)
also assumed in Assumption 1.

In order to bound the right hand side of Equation (28), we establish the following result.

Lemma 1. Consider an L-smooth differentiable function denoted by f(\) satisfying the PL property
with PL constant . If we apply the stochastic gradient descent with step size 0 < n < % then we
obtain the following

(FO) = FA) = O (e7*) + O(B(n, B, H)) (29)
where YA € A, B(n) satisfies
IVxf () = VaFfQwII? < B(n, B, H) (30)
and V5 f(\) denotes the estimate of ¥ f(\) and X\* = argminyen f(N).



This result is obtained using a recursive analysis of the optimality gap when performing an SGD in
the presence of biased gradient estimates. Using this lemma, we can bound the right-hand side of
Equation (28) in terms of error in estimating the gradient of h, with respect to A. Thus, we obtain
'K ~
A (0t Ay (61)) = ha(de, Ay )| < O (e75) + O(B(n, B, H))
€1y}

where VA € A, B(n, B, H) satisfies ||Vho(dr, A) — Vahe (1, \)||2 < B(n, B, H). Using the
expression for gradients of J(¢, A) and G(¢, ) we are able obtain the following result

1967 (61, X5 (80)) = VT (60, NI < O () + O (f) L0 (1>

n

+ O€approz) (32)

where n is the number of samples used to estimate the ) function. The details of this are given
in Lemma 5 of the Appendix. For upper bounding the other two terms on the right-hand side of
Equation (25), we use a similar decomposition and analysis. These are described in detail in Lemma
3 and Lemma 4 of the Appendix. Finally, plugging the obtained expressions back into the right-hand
side of Equation (25) and the resulting expression into the right-hand side of Equation (24) gives us
Theorem 1. We provide an evaluation of Algorithm | in Appendix F.

6 Standard Bilevel Optimization: A Special Case

In this section, we show how the techniques used to establish Theorem 1 can also yield a
state-of-the-art sample complexity result for standard bilevel optimization with a non-convex lower
level (where the lower level is not an RL problem). The key distinction between our BRL setup and
standard bilevel optimization is that it is assumed that we have access to unbiased gradients with
bounded variance [18, 2]. This is not the case in the BRL setup as discussed in Section 4. We show
that assuming access to unbiased gradients with bounded variance enables achieving a state-of-the-art
sample complexity result for bilevel optimization.

The bilevel optimization problem is similar to (6), and is given as

min &(¢) := G(¢, A € A™(9)),
where A* € arg m}%n —J(o, ). (33)

As before, we solve the proxy problem in Equation (9) using gradient descent with the gradient
expression from Equation (10). The key difference here is the availability of unbiased gradients for
both the upper- and lower-level loss functions, as captured in the following assumption.

Assumption 5. For any fixed A € A and ¢ € © we have access to unbiased gradients

E[VG(¢,\)] = VG(6, ), (34)
E[V.J(6,),)] = VG(¢, 1) (35)
and the gradient estimates have bounded variance
E|[VG(¢,A) —EV(G) (¢, M)|* < 08, (36)
E||VJ(6,X) —EV(G)($, N> < o7 (37)

This provides the gradient estimate for the lower-level loss function, and Equation (15) is the gradient
estimate for the upper-level loss function. Here, Vji(qﬁ, A) are independent sampled unbiased
estimates of V.J(¢, \), and B represents the batch size. We assume that these samples of the estimate
can be independently sampled. Additionally, we assume that this can be done for the gradient with
respect to both A and ¢. This is in line with other BRL works such as [1, 27]. We also define the
following term

B
VJ($,\,B) = % D Vi, N). (38)
j=1

which is what we use instead of V.J (¢, A\, n, B) in Algorithm 1 for the standard bi-level setup. For a
bi-level optimization with a non-convex lower level, we obtain



Table 2: If we assume access to unbiased gradients, we obtain a state of the art sample complexity of
¢~3 for bilevel optimization without lower level convexity restriction.

References | Non-convex LL Without Iteratiop Sample.z
second order | complexity | complexity
[16] X X O(e™ 1) O(e2)
[29] X O(e72) O(e™4)
[17] X Oe3) O(e3)
[36] X O(e %) O(e2)
[18] O(e®) O(e™")
(2] O(e72) O(e%)
This Work O(e ™) O(e?)

Theorem 2. Suppose Assumptions 1 and 5 hold and we have 0 < n < ﬁ 0 <7 < L%z

0<7 < Ll—h where L, Ly, L, are the smoothness constants of ®,J and h, respectively. We further
replace NV xJ (¢, A\, n, B) with VJ($, A, B) as defined in (38). Then, from Algorithm 1 we obtain

1 & s ~(1 ~ (expF A 1 Af 2
Ifwe set > = Q(e), B= Qe 2), T =Q(e "), K = Q(log (%))
1 I
L3 9@ <09 40)
t=1

This gives us a sample complexity of B.K.T + B.T = Q(e™3).

Note the absence of the term (’)(eapprox) as we have assumed access to unbiased gradient estimates
for both upper and lower loss functions. As noted earlier, our result advances previous analyses of
bi-level optimization with non-convex lower levels. [18] established a sample complexity of O(e~7),
later improved to O(e~%) by [2]. Table 2 highlights how our approach enhances existing results in
bi-level optimization and brings convergence results from non-convex lower level setups to those of
convex lower level setups such as [15, 36].

7 Conclusion

This paper established the first sample complexity bounds for bilevel reinforcement learning (BRL) in
parameterized settings, achieving O(e~3). Our approach, leveraging penalty-based formulations and
first-order methods, improves scalability without requiring costly Hessian computations. These results
extend to standard bilevel optimization, setting a new state-of-the-art for non-convex lower-level
problems. Our work provides a foundation for more efficient BRL algorithms with applications in Al
alignment and RLHF. Future direction include improving the theoretical bounds in this paper, and
evaluating the proposed algorithm in different applications.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims are demonstrated in the key results in Lemmas and Theorems, with
explanations next to them.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The assumptions given in the paper give the limitations of this work. Further,
future work direction in the conclusions describe another limitation of this work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We have provided the assumptions used in the work at one place, which are
used in all the results.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and
cross-referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the
main experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Details provided in Appendix F.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all

submissions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]
Justification: Details provided in Appendix F.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand
the results?

Answer: [Yes]
Justification: Details provided in Appendix F.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Details provided in Appendix F.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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10.

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments?

Answer: [Yes]

Justification: Details provided in Appendix F.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All the points mentioned in the NeurIPS Code of Ethics are taken into
consideration.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Since the work is primarily theoretical in nature, no potential negative societal
impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All existing works used are properly credited.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Details provided in Appendix F
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
¢ Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.
* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does neither involve crowd-sourcing nor research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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A  Proof of Lemma 1

Proof. From the smoothness on f we have the following,
2 L.y 7z 2
fe1) < F(A) = nlIVF)|7 + T[vat(@i)u (41)

Now we write

2 R 2
Fun) < FOO) = nlIVFOIP + “-BIVF) ~ VIO + S5 970017 @)

We get Equation (42) from Equation (41) by taking the expectation with respect to the data variable
of f on both sides, all terms except the one having the expectation symbol [E are unaffected. Now

assume that IE[||V]?(/\) — Vf\)|? < §(n), VA € A where n is the number of samples used to
estimate the estimator f(\). Thus we get

2 2 ~
FOui1) £ FO0) - (n - L;) I9F0OIP + ZEE(IVA ) - VIO @)

Now applying the PL inequality (Assumption 1), ||V f(A)]|? > 2u (f(\:) — f*), we substitute in
the above inequality to get

. Ln? o Ln*d(n
FOuin) = 7 < (1—2u (n—g)) (FO) = )+ ) (44)
Define the contraction factor
L 2
p:=1—2,u<17—;)). (45)
we get the recursion:
Ln?.4(n
Ser1 < p- o+ %() (46)
When n < 1 we have
L 2
n—=L>7=p<1-m. @7)
Unrolling the recursion we have
Ln?5(n) <2 4
8¢ < (1= pm)"éo + nT() D (1= ). (48)
j=0
Using the geometric series bound:
t—1 . 1
> (L) < —, (49)
= )
we conclude that
Lndé(n
8 < (1 —pm)'do + 7’2;5) (50)
Hence, we have the convergence result
Lno
16 = 5* < (1= 't + 20 51
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Lemma 2 (Uniform bound for a sample-based KL gradient estimator). Let A be a action space and,
Sor a fixed state s, let (- | s) and T(- | s) be two policies on A, with parameter \ € A. Assume:

(i) (Bounded score) There exists B < oo such that |V logmg(a | s)|| < B forall a € A and
0co.

(ii) (Common support bounded away from 0) There exist €, & € (0, 1] such that wx(a | s) > €
foralla € Aand X € A, and myep(a | 8) > Eforalla € A

Define the per-sample contribution
go(s,a) = Vilogmg(a|s) (1 +logmy(a | s) —logmres(a | S)>,
so that V \Dxv(7g||7re) = Eqmry(-|s)[ 90(5, @) |. Then, with Cog := log(1/e) + log(1/8),

lgo(s,a)| < B(1+Clog)  forallac Aandf € ©,

and consequently, for any n > 1 and i.i.d. draws ay,. .., a, ~ wy(- | $), the Monte-Carlo estimator
Gn = 3 2oi1 9o (s, ;) satisfies || G|l < B (1 + Ciog).

Proof. (i) and (ii) are satisfied from Assumption 3, for every a € Aand 6 € ©, my(a | s) € [e, 1]
and m,cf(a | s) € [€,1], hence logmg(a | s) € [loge, 0] and log e (a | s) € [logé,0]. Therefore

|logmg(a | s) —logmrep(a | s)| < log(1/e) +log(1/g) = Ciog,
and thus ’1 +logmg(a | s) —logmes(a | s)‘ < 14 Clog. By (i),
lgo(s, )l = [[Valogmo(a | 8)]| |1 +log mo(a | 5) — log rer(a | 5)] < B (1+ Ciog).

This bound is deterministic (independent of the sample index) and holds for all a, 6, so taking averages
over samples preserves it: |§n || < B (1 + Ciog). O

B Proof of Theorem 1

D(Pri1) < D(dr) + (Vo@(¢r), bre1 — dr) + || e — del]?, (52)
2L
®our) < o) - HIve)lR - (3 - ) Iva?
+ ZUIVs@(ér) = Vods (1)l (53)

. 1
Since we have n < 5p We have

Dbea) < B(01) — 3IIVEG)I + 3 VoD (br) — Voo (er) | (54)

Now rearranging terms, summing Equation (54) over 7" and dividing by 7" on both sides we get

1 <& 122 . A
TZIIV@(@)H2 < TZHW‘P(@@) = V4@o(on)|[> +0O <T> (55)
t=1 t=0

Ay

We now bound A; as follows

IVe®(r) — Voo (e0))]] IV ®(61) — Voo (61) + Vs ®o (1) — VoPo(dr))]],

(56)

IN

[[Ve®(ht) — Ve @o(r))ll
+ |[Ve®o(dr) — Vodo(dr))l, (57)
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< 0(0) + [|[VePo(dr) — V@o ()], (58)
Ay

The first term on the right hand side denotes the gap between the gradient of the objective function
and the gradient of the pseudo-objective ®,. We get the upper bound on this term from Lemma 4.3

of [2]. The term A; denotes the error incurred in estimating the true gradient of the pseudo-objective.

[V620(60) = Voo @I < |[VuGlo0 N (00 + /O X 0= Vel (0, A (00)
Ay
G AR, By 4 T BN - va(cm,xf (o). B|["
(39)
< (IVoG(0n X (01) = VoGlon X', B
bV (680X (80) — VT (60, M, B
+ V(G025 00) — VT (60N B (60)

As stated in the main text, the error in estimation of the gradient of the pseudo objective is split
into the error in estimating V4G (¢, A5 (¢)), Vg J (¢, A*(¢)) and V. J (¢, A% (¢)) whose respective

sample based estimates are denoted by V 4G/(¢, /\/f{), Vs J(AE, ¢) and V4J (¢, )\,f) respectively.
From Lemmas 3, 4, and 5 we have

R /.2H  exn K R ~
[Vea(6) = Voo @)l < (L5 ) +0 (22 ) 40 () + Oleumron)

02B o2

t

(61)

Plugging Equation (61) into Equation (60), then plugging the result into Equation (55) and squaring
both sides we get.

1 E /1 _ 2H ~ -K ~ 1 ~
7o lIve@)l* < © (T) +0 (ZQB> +0 <eX§2 > +0 <02n> + Oeappros)
=1
(62)

Here T is the number of iterations of the outer loop of Algorithm 1, K is the number of iterations
of the inner loop of Algorithm 1. n is the number of samples required for the gradients of J with
respect to A. B is the number of samples used to evaluate the gradients of G with respect to A and ¢
respectively and the gradients of J with respect to ¢.

O
C Supplementary Lemmas For Theorem 1

Lemma 3. For a fixed ¢, € © and iteration t of Algorithm 1 under Assumptions 1-4 we have

~ 2H ~ _
IV G X (60) = VaGlo. N BIP < 0 ) 40 e ™) 40 1)
+ @(eappmz).
Proof.

VoG (he, Ae(61)) — VG0, X B2 < |V G0, Ne(1) — VGl Ny )
+ VG, N1 ) = VG, N1, B)|[%, (63)
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< ([V4G (96 No(00)) — VoG, NI
Al

+ [VeGl, N1) = VeGl(de, Ny, B)|[? . (64)

B

’
K

A;{ represents the error incurred in due to difference between A\’ (¢;) and our estimate A’ tK . B}<
represents the difference between the true gradient V4G (¢, \' tK ) and its sample-based estimate. We
first bound A as follows

IV 6 G As(1)) — VG0, N2 LIS (6e) = NP (65)

< LaN[Jho (6, Ao (1)) — ho(d6, N E))|. (66)

Here L¢ is the smoothness constant of G(\, ¢). We get Equation (66) from Equation (65) by the
quadratic growth property applied to h, (¢, A)) using Assumption 1. Now, consider the function
he (¢, A). We know from Assumption 1 that it satisfies the PL condition, therefore using Lemma 1
we obtain

VAR VAN

1o (61, A" (1)) = ho (61, AF))| < O (exp™) + O(B(n, B, H)), (67)
Where 3(n, B, H) is such that E||V ko (6, \) — Vaho (¢, A)||2 < 8(n, B, H). Here, the expectation
is with respect to the state action pairs sampled to estimate VJ (¢, A).

Now we have Vxh, (6, A) as

n

H
Vaho (1, ) ZVIOg ma(ails:) Qs (i, ) +g > AT Vi ey (i @i g)
i=1 Jj=11i=1
1 B
+ 35 ; VaG(é1,A) (68)

Thus, in order to bound E||Vxhy(d¢, A) — Vahe(dr, N)]|?
Vaho (¢, N)]|? as follows

E||Vaho (61, A) — Vaho (dr, A)| |2

2 (EIIVaT (60, 3) = 1 3 Viog(ma(aalsi)) Qs (51 a2

, we decompose E||V ko (¢, A) —

<
A
o) 1 n H .
+ AE|IBD E(ayaimm) Vahmy mes (515 0) — B DD A T Vb m (50 ai ) |)
i=1 j=1i=1
B
+ o4 (E[|[VaG(Ny) ~ VaGl(g, X[, B))
c
+ @(exp_K). (69)
Now consider the terms in A, if we define H = E(Vlogma(a|s)Qy,(s,a)) and d =

D Viog (7 (ai]s:))Qs, (si, ai)) then we decompose A as follows

El[VJ(¢r,A) —d+ H — HJ|
< E|IVJ(¢i,A) — HI|) +El|d — H| (70)
< E[[VJ(¢, A) — H|
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+E

1 n
E; (Vlogm\k(cmsz) (i, a;) — (H)) H 1)
< E||VJ(¢,\) — H||+

d n
S\ Z Vlogm(azI&)%(suaz)) — (H)y 72)
p=1 p

E(|[VJ(¢,A) —dll)
< ]EHVJ(¢, A) — H|+

d n
d-ZE (Zivlogﬂ/\k(ai3i)@¢(5i7ai)> — (H)y

i=1

(73)
1
< E||IVJ(Ax) — H|| + %dMngam (74)
n A 1

S MQE(S7H4) |Q¢)\ (87 a’) - Q¢(87 a)| + %dMngax (75)

From [14] we have that

N - 1 -
E|Qﬂ’kk (3’ a) - Q¢(S, a)l <0 (\/ﬁ) + O(fappro:c) (76)
Thus, we obtain
- /1 -

<0 <n) + Ol€approx) (77)

We obtain Equation (72) from Equation (71) by noting that 11 norm is upper bounded by the 12 norm
multiplied by the square root of the dimensions. Here (Vlogmy (ai|s:)Qg, (si,a:)), and (H), in
Equation (72) are the p*" co-ordinates of the gradients. We obtain Equation (73) from Equation (72)
by applying Jensen’s inequality on the final term on the right hand side. We obtain Equation (74) from
Equation (73) by noting that the variance of the random variable Vlogry, (a|s)Q(s, a) is bounded
from Assumption 3 and Assumption 2 which implies that © is a compact set. We combine this with
the fact that the variance of the mean is the variance divided by the number of samples, which in this
case is n. We obtain Equation (75) from Equation (74) by using the policy gradient identity which
states that V.J(¢, A) = EViogm(als)@3* (s, a) where M is such that || Vlogmy, (als)|| < M, for
all A € A. We know that ||Vlogry, (a|s)|| are upper bounded by Assumption 3

‘We now bound B as follows

’ /

o0 i— H B 71—
E[|8 22:1 Y 1Ev>\h7"/\777ref (si,ai) — % Zi:l Zj:l Y 1v/\hm,7rmf (si,j> a‘i,j)” (78)
H i— H B i— ’ ’
< BE|| Zi:1 v 1Ev>\hm,mef (si,ai) — % Zi:1 Z_j:l Y 1v)\h7TA»7TTef (Si,ja ai’j)H

+BE|| Y g v T EV Ay e (845 04) (79)

< B VT E VAR . (500) = 5 iy Vil me (55055
B i VT VA iy iy (31,505, (80)
<0 ( ) + o). 1)

Note that ( 84,0 ) are the sample estimates of (s;, a;). We obtain Equation (79) from Equation (78)
by splitting the ﬁrst term on the left hand side of Equation (79) at the point ¢ = H. We get Equation
(81) from Equation (80) by considering the fact that the first term on the right hand side Equation
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(80) is a variance term bounded by a factor of % since the overall variance of the term B is bounded
by Lemma 2. The second term on the right hand side of Equation (80) is bounded since the term

Vahay e (s;,j, a;j) is bounded from Lemma 2. Thus, we obtain

72H
B<O (n) +O(x") (82)

We now bound C' as follows
E||[VAG(6, X7 ) = VAG(o0, X7, B))|

di (VaGilen M)

2

B 1 .
= F p—(ZBEwGi(«o,X{() 7
p=1 =1 p
(83)
g B ) 2
< BQ~ZE<Z (VAGn(ét,/\’f)pETVAG(Ti)(qSt,Xf()p)) , (84)
p=1 =1

d?.B.o
< Ve (85)
oG
< d.— 86
< Ju (86)
O ( ! ) (87)
VB) '
Here, the right-hand side of Equation (83) comes from writing out the definition of the /; norm
where the subscript of p denotes the p!” co-ordinate of the gradient. Equation (85) is obtained from

Equation (84) by using Jensen’s Inequality, and Equation (87) is obtained from 85 using Assumption
4 which states that the variance of VG estimator is bounded.

IN

This gives us

1
c<O <B> (88)

Combining Equation (81) and (76) we have that

B n
,YQH ~ 1 ~
S @) (B) + @) <n> O(Gapprom) (89)
Which in turn gives us
1 ~ 2H ~
Hhﬂ(qsta /\tK)) - ho(‘btv (¢t))|| S <n> +0 (expr) +0 (V‘B> + O(eapproxlwo)

We can bound B;< in the exact same manner as C' where the gradient is with respect to A instead of ¢
to get

/ 1
By <O (B) 1)



Thus we obtain
~ (1
IVoG(6 M) = VoGl B <0 (3 ) ©2)

Substituting Equation (90) into Equation (66). Then put the result from Equation (66) and Equation
(92) in Equation (64) to get the required result.

O

Lemma 4. For a fixed ¢, € O and iteration t of Algorithm 1 under Assumptions 1-4 we have

~ 2H B B 1

V6T (61, A" (80)) = Vad (66, NE(0), B)2 < O (VB) O (expK) 1 O (n>

+ Ol€appros) (93)
Proof.
IV (61, A (1)) = Vs T (61, A (9), B)II”
< IV (61 X7(84) = VT (86, M) + VT (66, A5) = VT (60, A (0), B)IIP,  (94)
< IV (616, A (81)) = VoI (00, MOIIP + 1|V ] (¢t7>\K)V¢ (1, AF (0), B)II?, (95)
< LI (60) = WOIIP + 1IVed (66, A) = Vo d (1, A8 (6), B)II?, (96)
< LI (0, X (00) = (90, NP + [V (60, X5) = Vo d (60, N (0), B)II* . (97)
ATy B,

We get Equation (96) from Equation (95) by the smoothness of J (¢, A) using Assumption 1. We get
Equation (97) from (96) by the quadratic growth inequality on J(¢, ). The first term AI}/< is upper

bounded using the same way as is done for A/K Lemma 3, with the only difference being the absence
of the term C' in Equation (69). Thus, we have

- - /1 2H -
||J(¢t7 >‘*(¢t)) - J(¢t, Af))” < @ (eXpiK) +0 (n> +0 (’YB> + O(Eapproz)'(98)
We bound B as follows
E|[VgJ (61, M) = Vo (61, X" (), B
[e%) . 1 B H , ,
D A TENVgrg, (56 @) — Z Vors, (sir i ;) |
1i=1

=1 j=1z

H B
i 1

< YV (BIEVars (sia)] - 5 Zw%(s@j,ai,ﬂu)

i=1 =
+ [ D ATEVerg, (siy ai)l|] (99)

i=H
< 0 <7H> +O(RHT). (100)
- VB
Thus we have
~ f}/QH ~

E[[VsJ (66, A ) = Vo (64, A, B)|IP < O (B) +0("). (101)

We get Equation (100) from Equation (99) since the first term on the right hand side of Equation (99)
is variance term with a sample size of B. The last term on the right hand side of Equation (99) is
upper bounded by v# since the term V474 (8, a;) is upper bounded by Assumption 3.
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Plugging the result of Equation (101) and Equation (98) into Equation (97) gives us the required
result..

O

Lemma 5. For a fixed ¢; € O and iteration t of Algorithm 1 under Assumptions 1-4 we have

’ ~ 2H ~ ~ ].

V670035 (00) = Vol X S B < 075 ) +0(ew ™) +0 ()

+ @(eapprox) (102)
Proof.
'K
< ([Vod (60 N5 (00) — Vo (66, 31) + Vg (0, X}) = Vi d (66X 1 (6), B)|2,  (103)
< VeI (66 A5(60) — Vo (0 N D2+ [V (90, X y) = Vo (90, Xy (6), B)||%104)
< La|OG(@)) = W OIP + IV (66 A)) = Vg (60, X1 (6), B)II2, (105)
< Lyptllho (66, 35(60) — ha (o N N ]IV (00, 1) = Vo (60, X ¢ B)|2. (106)
Al B

We get Equation (106) from Equation (105) using Assumption 1. Note that B,;” here is the same as
B, in Lemma 4. Thus we have

'K A~ 'K 2 ~ ’Y2H ~ H
Vo (00N () = Vo XF @) < 0 1) + 06 (107)
Further, we have
* 1 K ~ 1 ~ K ’YZH ~
||h‘0'(¢t7>\o'(¢t)) - ha(d)tv)‘ t )H < @ E + O (eXP ) + O ? + O(eapproaou)g)
This is the same result as for A% in Lemma 3.
Plugging Equations (107) and (108) into Equation (106) given us the required result. O
Lemma 6. Fora given A € A and ¢ € © we have
Vol (6,0) = Y v 'EVyry(si,ai) (109)

i=1
Proof. We start by writing the gradient of J(¢, \) with respect to ¢ as follows
Vo (6, A)
= Vg Q;\s(slval)ﬂ(a1|51)d(51) (110)

S1,a1

= Vre(s1,ar)ma(aisi)d(s1)

S1,01

+ ’Y'V¢>/ Q) (52, az)d(s2]ar)ma(az|s2)d(s1)ma(a]sy), (111)
= Vyre(s1,a1)ma(ars)d(s1)

S$1,01

+ / Vore(s2,az2)d(sz|ar)ma(az|s2)d(s1)ma(a1|s1)
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+ ’72'v¢5/ / Qg(s;;,ag)d(a3|33)d(53|a2)d(82|a1)7r)\(a2\sz)d(sl)m\(aﬂsl),
51,01 v 82,42 v 53,03

(112)
= V¢T¢(81,a1)d(81,a1)
+ ’7/ V¢T’¢(S2,(l2)d($2,(l3)+"}/2‘V¢ Q2(83,03)d(83,a3).
S2,a2 §3,a3
(113)
We get Equation (111) from Equation (110) by noting that Qg(s,a) = 1y +

Jo o Qg(s', a')d(s |a)ma(a’|s’). We repeat the same process on the second term on the right
hand side of Equation (111) to obtain Equation (112). Continuing this sequence, we get

Vody = Y v 'EVgrs(si,ai) (114)

i=1

Here, s;, a; belong to the distribution of the i*" state action pair induced by following the policy
A

D Proof of Theorem 2

Proof. As is done for the proof for Theorem 1 we obtain the following from the smoothness
assumption on P.

t=T A _ 1
[Veo(00 - Tobal00lP+0 (7). a19)
0 ph

1
T
k=

1 T
O IVe@I? <
1=1

We now bound A; as follows
IVo® (1) — VPo(60))]]?

[[Ve®(p1) — Vi @o(dr) + VPo(or) — V¢(i>o(¢t))||27

(116)
< |[Ve®@(dr) — Ve @o(60)?
+ [[Ve®s(0r) — Vobo(00))], (117)
< 0(0) + [[Vs®o(dr) — Vebo(er)], (118)

’

Ay

The first term on the right hand side denotes the gap between the gradient of the objective function
and the gradient of the pseudo-objective ®,. We get the upper bound on this term form [2]. The term

A; denotes the error incurred in estimating the true gradient of the pseudo-objective.

| Ve V(6),6) = Vo (6.X5(0))

g

||V¢¢)a(¢)t) _v¢(i)o(¢t)||2 <

’
At

Vs G(9,A5(9))

1K
VLG NE B + Vg (60, K (¢1), B) — Vg J (¢4, Ny (¢), B)

g

IV 6 Gl Ns(d1)) — VG, N1, B)|I?
1
+ ;|‘V¢J(¢t7A*(¢t)) _v¢‘](¢ta)‘tI(7B)||2

IN

bV (60X (00) — Vol (9001, B

As stated in the main text, the error in estimation of the gradient of the pseudo objective is split into
the error in estimating V4G (¢, A5 (91)), Vo (¢r, A*(¢4)) and V4 J (dr, A% (6¢)) whose respective
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sample based estimates are denoted by V4G (¢, N, Vg (¢:AE) and Vo J (1, )\lf() respectively.
From Lemmas 7, 8, and 9 we have

. . 1 _ -K
[Vea(o) = Vobalol? < 0 (55) +0 (25 ) (121

A

Plugging Equation (121) into Equation (120), then plugging the result into Equation (115) we get
K

1 & (1 ~ [exp~ /1 N
FIve@I < 0(g)+0 (%) +0(gp) vowt

Here T is the number of iterations of the outer loop of Algorithm 1, K is the number of iterations
of the inner loop of Algorithm 1. B is the number of samples required for the all the gradient
evaluations. O

E Supplementary Lemmas For Theorem 2

Lemma 7. For afixed ¢; € © and iteration t of Algorithm 1 under Assumptions 1-2 and Assumptions
5 we have

- 1 .
IVG6 A" (0) - VaGlor B < O(5) 40 ™) a2
Proof.
VG0, 5 (60) = VoGloe, NI B2 < [[Ve G0, \i(8)) — VoGion, 1Y)
+ VeG(he, N() = VsGlon Ny B2, (124)
< [[V4G (96 Ao (00)) — Vo Glde, NI
a7
+ |[VeG (b, N() = VsGlon Ny, B)|[*(125)
By
We first bound A
IV6G (64, Xo(8)) — VoG, VN2 < LI (0r) — N1 P2 (126)
< Ll (60 N5 (00) — ho(én, X 3]l (127)

Here L; is the smoothness constant of G(\, ¢). We get Equation (127) from Equation (126) by
Assumption 1. Now, consider the function J(¢, \). We know from Lemma 1 that it satisfies the
weak gradient condition, therefore applying the same logic for J(¢, A) that we did for (o). Using
Assumption 1, and Lemma 1 we obtain

/K ~
1 (61, A5(¢1)) = ho(d0, X'y Il < B(B) + O (exp™™), (128)
where 3(n, B, H) satisfies E||V xhy (¢, \) — Vho (¢4, M))||? < §(B). Note we changed notation

from B(n, B, H) to §(B) since B samples are used to evaluate the gradients. Now in this case, we
have an unbiased estimate of VA, (¢, A*(¢+)). Therefore, from assumption 5 we have that.

Now, the term E||Vh, (¢, A) — Vho (¢, A)|[2, it can be decomposed as follows

E||Vaho (1, A) = Vaha(ér, A

E||[VaJ (¢, A) + 0VAG (¢, N) — Vad (¢, A, B) — cVAG(¢r, A, B)|?, (129)
E||VaJ (¢, N) — Vad (¢, A, B)||2 +0 E||VAG (¢4, ) — VAG(de, A\, B)||>.  (130)

" "
A B

IN
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Note that both A" and B”" can be bounded same as C' in Lemma 3. thus we have

11’ ~ 1

A" <0 <B> (131)
122 ~ 1

B" <0 <B> (132)

Thus we have 3(B) = O (%) Which gives us

K - B . /1
o6 35) ol XN < 0 (exo ™) +0 () (133)
Similarly B,; here is bounded the same way as C' in Lemma 3 to get
1
V66060 ) = VaGlon A B < 0 ) (134
Plugging Equation (133) and (134) into Equation (125) gives us the required result. O

Lemma 8. For afixed ¢; € © and iteration t of Algorithm 1 under Assumptions 1-2 and Assumptions
5 we have

V6760 X°(6) = Vod or NE@LBIP < O(5)+O(ew ™) a39)
Proof.
IV (61, A (ast))wa(@,Af,B)Hz
< \|V¢J(¢t,A*(¢t)) — VI (66 NP + [V 6T (1, M) — Vs J (6, M, B)||2, (137)
< LI (6) = AP + IV (61, AF) = VT (61, M (6), B)II%, (138)
< Lpl| T (¢ N (1)) — T(de A + IV 6T (00 M) = VT (0, M, B2 (139)
A" B"

We get Equation (138) form Equation (137) by using Assumption 1. The first term A s upper the
same way starting from Equation (128) as in Lemma 7 to give

/1 -
176037 (60) = T AN < 0(35) +0 fexp™) (140)
B" is bounded in the same manner as B,; in Lemma 3 to give
~ (1
Ve (00 M) = Toa 6. M@ B < 0 ) (141

Plugging Equation (140) and (141) into Equation (139) given us the required result.
O

Lemma 9. For afixed ¢; € © and iteration t of Algorithm 1 under Assumptions 1-2 and Assumptions
5 we have

IVod(6r 5 (00) - Vod(en XN BP < O(F) 40 (™) s
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Proof.
1K

1V (60 X5 (60)) — VT (6, X1, B2
< ([Vod (00, N (00) = Vo (00N ) + Ve d (66X ) = Vo (60, Xy (6), B2, (143)
< IV (66 Mo (@1) = Vo (66 N OIP + Ve (@0 N 1) = Vg (60, X1 (), B)|[1144)
< Ly[OE(@) = N OIP + Ve (66,31 ) = Vg (60, X1 (6), B2, (145)
* /K /K /K 2
< LJ-LcthO(Cba )‘a'((bt)) _ha((btv)\ t )||+||V¢J(¢>>\ t )_V¢J(¢a)\t aB)H . (146)
A B

We get Equation (146) from Equation (145) using Assumption 1. Note that B" can be bounded same
as B;C in Lemma 3. Thus we have

IVaT(60X) = Vadlon L @B < 0(5) (147

For A" note that now the gradient descent is happening on the objective given by h, = J(\, ¢) —
oG (¢, \). Applying the same logic as we did for J(¢, \), from Assumption | and Lemma 1 we get

/k ~
1ho (60, A5(60)) = ho (e, X )II < O (exp™™) +4(B) (148)
where 6(B) is such that E||V s e (¢1, A) — Vahe (60, N)||2 < 6(B)
Now, consider the term E|| VA, (¢1, \) — Vhg (¢, A)||2, it can be decomposed as follows

E||Vho (1, A) — Vi (¢, V)]
IEHV,\J(ngt, )\) + UV,\G(qbt, )\) — V,\J(qbt, A, B) - JVAG(% A, B)HQ, (149)
E||VaJ(¢r,N) — Vad(ée, A, B)||? +0 E||[VAG (¢, \) — VaG(, A, n)||?. (150)

" "
A B

IN

Note that both A" and B” can be bounded same as B,; in Lemma 3. thus we have

22 ~ ]_
A < — 151
co(1) 0
B <ol (152)
- B
Thus we have §(B) = O (). Which gives us
ik N /1
e, 00) = halon XD < O (exo®) +0 () (153)
Plugging Equation (153) and (147) into Equation (146) gives us the required result. O

F Experiments

F.1 Setup

The upper objective function to evaluate the reward is defined as follows
G 0) = =By rorimpu ) (U-Ps(10 > 1) + (1 = y)-(1 = Py(70 > 1)) (154)

Where ppr (M) is the distribution of a trajectory of length H by following the policy A and y is the
preference which is 1 if trajectory 1 is preferred and 0 if Trajectory O is preferred which is drawn
from some unknown distribution p. Also, Py (7o > 71) is defined as

H-1
eXp Zh:o r¢(S?L7 a’%) (155)

P¢(7’0 > 7'1) e =1 71 ,
exp ) o T¢(S?Lva2) +€xp o r¢(s}1,a}1)
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The objective to be minimized is given in Equation (9) as followsd:

. 1 .
q)a(¢) = m/\ln G(¢7 >‘) + ;(‘](qb? A ((b)) - J(¢7 )‘)) ’
where \*(¢) = arg max) J(¢, \) (noting the sign convention for the lower-level maximization of
the return .J).

To make this more implementable in an RL context, we reformulate the lower-level optimality
using value functions. Let V (¢, \) denote the value function under policy 7y (i.e., J(¢,\) =
Esv, ammy [V (6, A)], where v is the initial state distribution). The optimal lower-level policy should
maximize the value function, and should therefore satisfy

V(¢ A"(¢)) = V*(¢) = max V (g, A).

Substituting this into the penalty form yields:
GO + ~(V(6.X(6)) = V(6,) = G ) + - (V(8) ~ V(6,).

Directly minimizing the objective in Equation 9 is difficult in practice. Thus, for implementation,
we make a practical approximation by dropping the V (¢, A) term (which is non-negative under the
assumption of non-negative rewards, a common setup in discounted MDPs where V' (¢, A) > 0). This
provides an upper bound on the objective while simplifying computation:

GO + V().

In the code, this manifests as the regularization term added to the upper-level loss G, effectively
encouraging the outer optimization (over ¢) to maximize the optimal value V* scaled by 1/c. This
aligns with the bi-level structure by implicitly penalizing deviations from lower-level optimality
without explicit inner-loop solving for \* at every step. We demonstrate improved performance
over the PEBBLE [20] baseline in the two benchmarks using this approximation. We leave the
implementation of the full Algorithm 1 as well as obtaining a tighter upper bound on Equation (9) to
future work.

F.2 Implementation Details

We evaluate the effectiveness of this method, which solves the simplified objective, on two distinct
environments: the Walker locomotion task from the DeepMind Control Suite [32] and the Door
Open manipulation task from Meta-world [23]. These environments are chosen as representative
benchmarks for robotic locomotion and manipulation, respectively, and both present the challenge of
learning from limited, preference-based feedback rather than direct access to ground-truth rewards.

To demonstrate the efficacy of this approach, we compare against PEBBLE [20] baseline, which also
uses preference-based feedback for solving complex tasks. Both PEBBLE as well as the proposed
method utilize unsupervised exploration as proposed in PEBBLE [20], with disagreement-based
sampling for query selection, a standard approach in preference-based reinforcement learning [24].
For the PEBBLE baseline, we employ the publicly released code from B-Pref [19], maintaining
identical hyperparameters and network architectures, such as the number of layers, learning rate,
and the frequency of supervised reward learning. Our method builds on the PEBBLE framework,
leveraging its core components while introducing our core contributions. We provide each task with
a fixed budget of human preference labels: 100 labels for the Walker task and 1,000 labels for the
Door Open task. All experiments are conducted on a single machine with an NVIDIA RTX 1080 Ti
GPU, and we report results averaged over multiple independent runs with different random seeds.

F.3 Results

The training curves in Figure 1 illustrate the performance improvement of this approach against
PEBBLE on both the Walker and Door Open tasks. In the Walker environment, the agent is rewarded
for moving forward, and in our setting, the agent receives only preference-based feedback. The
proposed method demonstrates improvements over the PEBBLE baseline, achieving higher average
velocities and more stable learning trajectories with few preference labels. On the Door Open
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manipulation task, this approach similarly outperforms the baseline, successfully opening the door
more consistently and efficiently.

These results highlight the effectiveness of this method in improving feedback efficiency and task
performance, even in settings with limited preference-feedback. It is to be noted that this approach
improves over the PEBBLE baseline without the need for second-order terms, unlike [1]. Other
bi-level works such as [27] do not demonstrate improvement over state-of-the-art bi-level algorithms.
Overall, these experiments validate the advantages of this proposed approach in both locomotion and
manipulation scenarios, underscoring its potential for real-world robotic applications. The code can
be found at https://github.com/MuditGaur/Neurips_2025_Bilevel RL.

Walker Door Open
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Figure 1: Training curves on Walker locomotion task (left) from the DeepMind Control Suite [32]
and the Door Open manipulation task (right) from Meta-world [23]. The solid line and shaded regions
respectively, denote mean and standard deviation of the success rate, across multiple seeds. Blue
curve: PEBBLE, Red curve: OURS.
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