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Abstract

Programmatic Weak Supervision (PWS) aims to reduce the cost of constructing
large high quality labeled datasets often used in training modern machine learning
models. A major component of the PWS pipeline is the label model, which amal-
gamates predictions from multiple noisy weak supervision sources, i.e. labeling
functions (LFs), to label datapoints. While most label models are either proba-
bilistic or adversarial, a recently proposed label model achieves strong empirical
performance without falling into either camp. That label model constructs a poly-
tope of plausible labelings using the LF predictions and outputs the “center” of that
polytope as its proposed labeling. In this paper, we attempt to theoretically study
that strategy by proposing Bayesian Balsubramani-Freund (BBF), a label model
that implicitly constructs a polytope of plausible labelings and selects a labeling in
its interior. We show an assortment of statistical results for BBF: log-concavity of
its posterior, its form of solution, consistency, and rates of convergence. Extensive
experiments compare our proposed method against twelve baseline label models
over eleven datasets. BBF compares favorably to other Bayesian label models
and label models that don’t use datapoint features — matching or exceeding their
performance on eight out of eleven datasets.

1 Introduction

Large scale deep learning models often require a labeled training set of substantial size. However,
hiring experts to label every training point is not only expensive, but time consuming. Programmatic
Weak Supervision (PWS) aims to ameliorate this problem by cheaply generating labels. This is
done via combination of multiple weak supervision sources, called labeling functions (LFs). LFs
can be computer programs [Ratner et al., 2016]], crowdsourcing workers, simple classifiers (like
linear classifiers), etc. Since LFs are noisy and provide contradictory predictions on a datapoint, it is
incumbent on the label model to combine the LF predictions to produce a single labeling of the data.

The construction of the label model serves as one of the main challenges in the PWS pipeline.
Most label models are either probabilistic or adversarial. Probabilistic label models [Dawid and
Skene, (1979, Ratner et al., 2016, [Zhang et al.| 2023] often specify a generative process for the
labels/LF outputs and compute the posterior label distribution for each datapoint. Much work has
been devoted to this approach and there are many examples of probabilistic label models that perform
well empirically. Adversarial label models [Balsubramani and Freund, 2015al  Mazzetto et al., [2021bl
Mazuelas et al.l 2022] assume the existence of an adversary who assigns the labels, construct a
polytope of plausible labelings, and then predict a minimax optimal labeling to guard against the
worst case. While they come with theoretical guarantees, e.g.|/An and Dasgupta [2024]], these label
models require (small amounts of) labeled data to construct the polytope. |Arachie and Huang|[2019]]
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propose a label model that is adversarial and unsupervised, though we are unaware of theoretical
guarantees for their method. There are also label models that fall into neither camp, e.g. Hyper Label
Model (HyperLM) [Wu et al. |2023]], which constructs a polytope of labelings in an unsupervised
fashion and then picks the labeling that is in the “center”. While HyperLM is a strong performer in
real-world settings, we are unaware of theoretical guarantees regarding its properties and performance.
In this paper, we attempt to bridge the gap by proposing Bayesian Balsubramani-Freund (BBF), a
Bayesian adversarial label model that is unsupervised, selects labelings like HyperLLM, but also has
theoretical guarantees such as consistency.

Say we have N datapoints X = {z1,...,zn} where z;’s label is z; in Z = {1,..., K} = [K]. We
wish to infer the underlying conditional label probability n(j | ) = Pr(z = j | z), j € Z, for each
x € X. If our task is to determine whether an email is spam, 7(j | «) might have large mass for
a single j. On the other hand, if the question is whether someone will default on a loan, we may
imagine 7)(j | ) being closer to uniform due to inherent uncertainty. Over all labels and datapoints,
we compactly write (5 | ) as 7j := (9(j | =;) : j € [K],i € [N]) € AY where Ay is the set of
distributions over K elements and A% is the concatenation of N of those distributions. Our goal is
to pick a distribution from A% to approximate 7.

BBF approximates 77 by taking the mode of its posterior label distribution, which is itself specified by
its generative process. First, BBF draws the distribution of labels on X, after which all datapoint
labels are drawn simultaneously. Then, for each LF, its accuracy on X is drawn, following which
the predictions it makes (on X)) are drawn simultaneously. That is, once the accuracy b of LF h on
X is drawn, any labeling of the NV datapoints that attains accuracy b on X is equally likely to be
selected as h’s predictions. Compare this to a simplified version of other generative processes in the
literature: once the datapoint labels and LF accuracies are drawn, whether an LF’s prediction matches
the label on a datapoint is a biased coin flip. Indeed, the frequentist versions of these models have a
similar difference: Balsubramani-Freund (BF) [Balsubramani and Freund, 2015al] versus One-Coin
Dawid-Skene [Li and Yul 2014].

In this paper, we’ll show that not only does BBF’s prediction §**/ have some nice properties, it has
strong empirical performance.

1. (Log-Concavity of Posterior) Given a small modification, BBF’s posterior label distribution
is log-concave.

2. (Form of Solution) §**f belongs to the same exponential family G as the BF solutions,
defined in terms of the LF outputs.

3. (Consistency) When the LF accuracy priors concentrate on the empirical accuracy, g/

converges to §* € G that best approximates 77 in KL divergence.
4. (Rates of Convergence) We provide a bound for the rate at which g**/ approaches §*.

5. (Empirical Results) Comparison of §**/ against twelve baseline label models on eleven real
datasets. Consistency on real datasets is also shown.

2 Related Work

The PWS pipeline ranges from the creation of the LFs, aggregation of their predictions via label
model, to the training of an end model using the label model’s labeling of the data. For a good survey
that discusses all of these aspects, see|[Zhang et al.|[2022]]. Since we focus on the label model in this
paper, we’ll give a brief overview of them.

One line of work involving probabilistic label models starts from [Dawid and Skene, |1979]], where
each LF is modeled as a confusion matrix and LF predictions are independent of each other given the
datapoint label. The Dawid-Skene model has been lifted into the Bayesian setting and repeatedly
generalized: [Kim and Ghahramani} 2012, [Li et al.l 2019]], [Zhang et al.||2023]]. On the frequentist
front, |Ratner et al.| [2016] builds upon Dawid and Skene’s model by representing dependencies
between LFs in a factor graph. Other probabilistic label models have been studied too, e.g. [Fu et al.}
2020, |Kuang et al., 2022} |Shin et al.| 2022].

Adversarial labels models can take the form of minimax games where we the learner attempt to
minimize the loss of our prediction (i.e. the label model’s aggregated labeling) while an adversary
tries to maximize our loss. A big part of these models is representing the subset of feasible labels,



i.e. a set of labels for which the true underlying conditional label probabilities 7 lie. This was studied
by [Balsubramani and Freund| [[2015alb] for 0-1 loss, [An and Dasgupta, 2024] for log loss, where
the set of feasible labels is gotten by bounding the accuracies of individual LFs. |Arachie and Huang
[2021]] estimate the LF accuracies and then try to find the minimum norm labeling that induces
those accuracies from the LF predictions. Alternate formulations of the minimax game can be found.
In [Mazuelas et al., 2020], uncertainty sets are considered, allowing for more general constraints on
the set of feasible labels. [Mazuelas et al.|[2022] consider generalized entropy as the loss function for
the minimax game, which includes 0-1 and log loss as special cases. |Mazuelas et al.|[2020} 2022,
and |An and Dasgupta|[2024], provide convergence results in terms of how well the LF accuracies
are estimated, but only the latter show consistency. Mazzetto et al.|[2021a]] provide a generalization
bound, though they require datapoints be drawn i.i.d. In contrast, the result of |/Arachie and Huang
[2021]] result requires that one know the actual LF accuracies on the unlabeled datapoints and for
there to be an increasing number of LFs to drive down the prediction error. In this paper, we consider
a fixed set of LFs and our analysis does not require the actual LF accuracies to be known.

Label models that are neural networks have also been proposed. For example,(Wu et al.|[2023] trained
a graph NN that implicitly constructs a polytope of labelings using LF outputs and returns the “center”
as the aggregated labeling. On the other hand, (Cachay et al.|[2021]] and |Ren et al.|[2020] incorporate
datapoint features along with the usual LF predictions in computing the aggregated labeling. These
last two works involve joint models, a unified model that does the work of both label and end models.

3 Preliminaries

We now provide the formal setup for the problem and briefly discuss HyperLM and BF. We follow
the notation of |Kim and Ghahramani| [2012], |Li et al.|[2019]],|Zhang et al.| [2023]].

We desire to label N unlabeled datapoints X = {z1, ..., 2y} by combining the predictions from
W LFs, KV ... h(W), These LFs can predict one of the K labels in Z = {1,... K} or abstain:
ie. h(®): X — ZU{?},“? denoting abstention. In particular, our analysis makes no assumptions
about the LFs, e.g. no restrictions on their multiplicity, no requirements about their independence
given certain events, etc. We’ll abbreviate h(*) (2;) by yiw. For every datapoint x;, we wish to infer
the (K dimensional) underlying conditional label distribution 7j; € Ag. 1;; = Pr(z; = j | z;), the
true probability of class j for z;. Following|Mazuelas et al.|[2020],

7= (i, ..., 7n) € AR

a vector of length N K. More notation will be introduced when necessary.

3.1 Hyper Label Model

To select its labeling, HyperLM [Wu et al., 2023]] first constructs a finite set U of plausible labelings.
Then, the labeling whose squared Euclidean distance is minimized with respect to all elements of
U is selected and used. Formally, suppose for this section only that Z = {£1}. U is a subset of all
possible hard labels Z% such that the there are at least /2 LFs that are better than random on each
class. That is, for class 41 (and —1 respectively), there are at least W/2 LFs that get > 50% of their
predictions right when they predict +1(—-1 respectively). Then, the HyperLM labeling is

—»}LZTYI _ Z z = arg min Z ||Z gH
07 2 |U| :

—1,1]¥
By taking the convex hull of U, one can get a polytope of plausible labelings. Then, §*™ can be
thought of as being the “center”. To get g"™ in practice, the above authors train a graph neural
network that takes LF predictions as input. HyperLM is empirically effective, e.g. see [Zhang
et al.,|2023]], butWu et al.| [2023] did not present theoretical results about it’s performance or other
properties like consistency. We hope to better understand HyperLM’s strategy in this paper.

3.2 Balsubramani-Freund with Log-Loss

The Balsubramani-Freund model (BF) also constructs a set of feasible labelings P and then picks
an element to use as its labeling. It has nice theoretical guarantees [[An and Dasgupta, 2024], but



there are two drawbacks. Not only does it need labeled data to construct P, not having enough labels
makes P big and BF’s performance poor.

We start by constructing a subset P C AJI\(’ of all possible labelings such that the true labeling 77 lies
inside P. To approximate 7, we play a zero-sum minimax game as the learner, who tries to minimize
the worst case loss a potential adversary can inflict on us. That is, if we select labeling § € AY, the
adversary selects 7 € P that maximizes —Z" log g.

We can construct P by using L labeled points to bound each LF’s accuracy on X with error at most
o1/ \/f) Formally, if h() makes N,, < N predictions, we can with L labeled points construct

N K
bu = €w S by, = =D 3 miil(yw = ) < bu+ e e

i=1 j=1

with a binomial confidence interval, where b}, is h(®)’s accuracy on X. Something similar can be
done with the class frequencies: w; = + Zf\il n;; in the interval [w; — &;,w; + &;].

These constraints can easily be written in matrix form. Abuse notation and let ¥;,, be the one-hot
encoding of h(*)(z;). Then, 7, = (1(A) (x;) = 1),..., (") (x;) = K)) where i;,, is all zeros
if h(®)(xz;) = 2. We write all of 2(*)’s predictions as 7y = (Fiw, - - -, ¥nw) € (Ax U{0x})V.
Note that the ¢, vectors are the only vectors of length VK that have special indexing with three
indices. Other vectors of length VK (in AIA(’) will follow the same style of indexing as 77. Also, we
write €; to mean the j* canonical basis vector in K dimensions concatenated N times. To write out
constraints, compactly, define A € [0, 1](WHK)*NK row wise where

1 -
A= mynl form S w
%é’m,w otherwise.

Finally, for brevity, define b= (b1,...,bw,w1,...,wk). Similarly, €:= (e1,...,ew, &1, .., EK).
Then for elementwise inequalities, P can be written as

P={ZeAN:b—e<Az<b+é&}. 2)

Now, the zero-sum minimax game referred to earlier can be formally written as

R - ST -
grgzé IZ%IIIDI Z' logg gg}rglz log 2 3)
where the equality is shown by |An and Dasguptal [2024] and proven by them to be an easily
optimizable convex program. Formally speaking, when one doesn’t have enough labeled data, the
elements of € are large, meaning P is large and BF is overly pessimistic. We will soon see how
BBF addresses both drawbacks of BF by implicitly constructing a polytope P and adopting a label
selection strategy similar to that of HyperLM’s.

4 Our Proposed Method

We now described our proposed label model, Bayesian Balsubramani-Freund (BBF). At a high level,
we put prior distributions on quantities in BF that are point estimates, specifically the class frequencies
and LF accuracies. We’ll describe the generative process, present the joint distribution, and discuss
how to find BBF’s posterior mode, which we’ll take as BBF’s prediction.

4.1 The Generative Process

To generate the labels and LF predictions, BBF is similar to iBCC [Kim and Ghahramanil [2012]]
in that follows the same order (labels first, then LF predictions) and parameterizes LFs by a few
parameters. Rather than model the underlying LF accuracy Pr(h(*)(X) = Y) like in iBCC, BBF
tries to model the accuracy of an LF on X, i.e. b},. (And similarly for Pr(Y = j),w}.) We’ll later
see BBF’s generative process and a simplified version of iBCC’s generative process side by side.



The first step in BBF’s generative process is to draw the class frequency distribution 7 from a Dirichlet
prior with hyperparameters @ € RK Then, the labels z € AY are drawn. We’ll want 7 to assign
7; N total mass for each class j € [K ]. That is, Z' will be drawn from

N

1

Lz:= {36 A% NZZ” =Tj for each j € [K}} .
i=1

Rather than draw labelings at random from £z, we’ll favor labelings with large entropy. This is

necessary for our theoretical results. Our distribution for labelings will be denoted Entropy(Lz)

which assigns density Pr(Z'| 7) oc exp(—Zz" log ?) for 7 € Lz and 0 otherwise.

The next step is to draw the accuracies for each LF. A first pass approach is to have a Beta prior with
hyperparameters g, € R, for LF h(®)’s accuracy by, on X. This won’t work in general because a
Beta random variable’s support is [0, 1], but the choice of Z can make certain accuracies impossible.

For example, if 2’ = Ink /K, then regardless of what h(*) predicts, its accuracy can only be 1/K.
On the other hand, if 211 = 1 and z;; = 1/K fori > 2 and j € [K], an LF that only predicts on
27 can have accuracies in [0, 1] while an LF that doesn’t abstain must have accuracy in the range
[([N—-1)/NK,(N —1)/NK + 1/N]. Thus, we need to restrict the range of accuracies that can be
generated. For a fixed labeling Z, define the range of permissible accuracies with

bmaz := max  z;; and by, = min zg.
T ey ek Y T ieN]jer) T
With this, we draw b,, from Betaz(p,, ), which is a Beta(g,,) with support restricted to [byin, Dmaz)
and density renormalized. Note that the number of predictions 4(*) makes can depend on b,.

Finally, we draw predictions for each of the LFs. For readability, abuse notation and let N: (Ax U

{0k })N — R be the function that counts the number of predictions made: N(7) = 7' 1y k-

h(®)’s prediction is randomly drawn from the set of all possible predictions that achieve accuracy by,
—’T -

Y
wa {yG (AKU{OK})N N(y) = by }

We now summarize the above and compare it to a simplified version of iBCC’s generative process.
There, each LF is a biased coin and the datapoint labels/LF predictions are deterministic: z;, Y;, € Z.
Le. the distribution of y;,, = h(*)(z;) with z; = j is described by v(by,, j) € A, which has b, in
the j'" position and (1 — b,,)/(K — 1) elsewhere.

BBF Generative Process: One-Coin iBCC Generative Process

1. 7~ Dirichlet(d) 1. 7~ Dirichlet(d)
2. For each datapoint i € [N]:

2. 7~ Entropy(Lz) (@) z; ~ Categorical(7)

3. Foreach LF w € [W]: 3. Foreach LF w € [W]:
. (a) by ~ Beta(py)
@) by ~ Betaz(p,) (b) For each datapoint i € [N]:
() Y ~ Uniform(Ly, z) 1. Yiw ~ Categorical(v(by, z;))

4.2 The Joint Distribution

Now, we write out the joint distribution for BBF. Write be [0, l]W the vector of LF accuracies, g
the 21V Beta hyperparameters, and Y the set of all LF predictions. We have that

Pr(z,b, 7Y | & p) < Pr(Y | Z,b) Pr(b | Z,7) Pr(Z | 7) Pr(7 | &@).

We now write each of the terms therein. First, Pr(7 | @) o [] =1 ]O‘ i~ Then,

Pr(Z| 7) x exp(—7 long < HTH* j>, ZEO(HI< glibw>.



To write the probability of the LF accuracies, we will need the Beta distribution’s CDF at r € [0, 1],
written as I,. = I,.(«, 8) for short. To improve readability we drop the hyperparameters, but note that
in each term of the following product, the difference of CDFs is specific to each LF.

w
_— bﬁ)wl—l 1— bw pw2—1
Pr(b| Z,p) x H 7 ( )

bmax bimin

w=1
4.3 Computing the Posterior Label Distribution

In practice, we know the LF predictions Y = {y;,,: w € [W],i € [N]} (along with the hyperpa-
rameters) and want to know the posterior label distribution. Thus, we are interested in the quantity

Pr(Z, 5, 7 1Y, d, p). It turns out that this quantity is only non-zero when every element of b and 7 are
deterministic functions of z'(when Y is given). This is because the indicator functions in the joint
distribution ensure the above is non-zero only when 7; = é;r Z/N and b,, = i} Z/N () for every
Jj € [K]and w € [W]. Now, if we use 7;, b,, to replace the dot products, we have

b&wl_l(l — bw)pr—l
Iy — Ip

K w
Pr(Z,b,7 | Y,d,7) x exp(—Z' log %) x Hq-;“jfl H

j=1 w=1

“

max min

In the Appendix, we show that the removal of the difference of Beta CDFs will make the RHS
log-concave in Z (with an appropriate choice of hyperparameters).

Lemma 4.1. The modified posterior label distribution for our proposed model written below is
log-concave in Z when all elements of a, p > 1.

K ST o\ @1 w T > \ Pwi—1 T = N Pw2—1
ST — ej Z Yuw # Yuw*
_7T1 i 1—
exp(—2 ogz)H ( N x }__[ N (i) N (i)

j=1 =1

BBF’s prediction 3/ will be the mode of the modified posterior distribution, i.e. the solution to
< &z
;22)& [— Z" log Z + ;(aj —1)log <]7V>
T

)
w=1 u

which is a concave maximization problem. This can be solved using an off the shelf convex solver.
We note that maximizing the modified log posterior without both holding all predictions Y in memory
and simultaneously optimizing over all N K variables is an open problem.

5 Statistical Analysis of Our Proposed Model

We now argue that BBF implicitly constructs a polytope P C A% of plausible labelings and selects
a labeling inside as its prediction, a la HyperLM. To start, compare BBF’s objective (Equation [3])
with BF’s objective (Equation 3)). Both are entropy maximization problems— BF constrains Z € P
while BBF has no such constraints, but has extra terms in the objective. Observe that we can rewrite
the BF problem as maxzcan [~ZT log Z + M1(Z € P)] where M is an extremely large constant.
In order for Z' to be optimal M must appear, meaning z' must be in P. We want to argue that
the sum of log-pdfs of a Dirichlet and multiple Betas in the BBF objective serve as a continuous
approximation to M1(Z € P). Call é'jTZ' /N and 7} /N (i.,) the class frequency/LF accuracy
induced by 2. The sum of log-pdfs is maximized when the induced class frequencies/LF accuracies
are close to the modes of the Dirichlet/Beta distributions. Le. close to (a; — 1)/(2]15:1 o, — K),
(pw1 — 2)/(pw1 + pw1 — 2) respectively for each j € [K],w € [K]. Thus, for BBF, we may regard
its polytope P’ as the z”s whose induced accuracies are not too far from the mode. For LF accuracies,
that is |7, /N (Fw) — (puw1 — 2)/(put + pw1 — 2)| < €, for some €,,. This is exactly the form of
inequality used to specify BF’s polytope (Equation . For sufficiently large &, 7, §**/ will induce



class frequencies/LF accuracies close to the modes, which means g?®f will be in the interior of P’.
Note that unlike BF, BBF’s performance is affected by duplicate LFs in most cases. It is only in a
special case that BBF is not affected by duplicate LFs. However, the following results for BBF do
not depend on having a set of unique LFs. With that, we are ready to analyze BBF’s form of solution,
consistency, and its convergence rates.

5.1 g is a Weighted Majority Vote

Here, we show that §?®/ is completely specified by W + K real numbers and the LF pred1ct10ns In

particular, for any datapoint z;, g, %7 is the softmax of a weighted majority vote. Let § € RW+E pe
our weights, the first I being for the LFs, the last K for the class frequencies. We are claiming that

w
e exp (szl OwYiws + 9W+a‘) _ exp((AT0);)
YSiew (Zyzl Ouwyiwj: + 9W+j') > exp((AT0)iy)

for some 6. By varying g over the reals, one gets an exponential family of distributions:

g= {g’(g): = RW+K} where ggé) . exp((ATg)ij),

)

Lemma 5.1. For fixed LF predictions and hyperpammeters a, p > 1 elementwise, the BBF prediction

G**f gotten by solving EquationE] is such that g**' € G.

Now, we analyze the behavior of g**/ as @, ' change and the LF predictions/ij remain fixed.

5.2 Consistency

While BBF’s prediction must lie in G, 77 in general doesn’t lie in G. Thus, the best we can hope
for is to get the best approximator of 77 from G, i.e. §* = = g0 = = arg ming, EG d(17, §) for distance

function d(-, -). KL divergence will be the distance we choose. For ji, 7 € A¥ - recall they are each
concatenations of N distributions, so

ZKL i, Vi) = ZZ/JU log <M”>

=1 j=1

Now we’ll informally argue that BBF is consistent insomuch as we can make §* tend to §*. In
the beginning of this section, we had argued that BBF implicitly constructs a polytope P’ and picks
a labeling from inside P’. It turns out for a specific polytope and a specific strategy of selecting a
labeling from inside, one can obtain g*. Consider the polytope P* = {z € AN: A7 = 5*}, the
set of all labelings that induce the empirical LF accuracies/empirical class frequencies. An and
Dasguptal [2024]] showed (in Theorem 6) that if BF is given P*, then BF will return g Our result
for BBF shows how to make the implicit polytope of BBF to tend to P* whereupon g bt — g*. In
the Appendix, we show that BBF satisfies a modified version of BF’s KKT conditions (for a fixed
implicit polytope) where the complementary slackness condition is not satisfied. However, as we
make BBF’s implicit polytope tend to P*, the complementary slackness conditions will be satisfied,
meaning BBF replicates the behavior of BF with P*. Only then is BBF unaffected by duplicate LFs.

To make BBF’s implicit polytope tend to P*, we need to make it so whenever the induced class

frequencies/LF accuracies are not close to w7, by, the resulting contribution from the sum of the

log-pdfs is small. For convenience, define ag = Zszl o

Theorem 5.2. [f for each w € [W], pw1, puw2 — 00, * (pw1 + pw2 — 2)| — 0 and for
each j € [K], aj — o0 and |aj — 1 — wi(ag — K)| — 0, then g 707 — g

Note that this is not the Bayesian notion of consistency. There, one has appropriately selected priors
with fixed hyperparameters and the requirement is the number of observations (e.g. LF predictions)
tends to infinity [Miller, [2018]]. For BBF, our proposed model only has 1 observation, the set of all LF
predictions on X, meaning we cannot take advantage of the vast literature on Bayesian consistency.



5.3 Rates of Convergence

We’ll now see §°/’s rate of convergence to §*. Specially, we’ll bound d(7*, 3**/) by a function

of the weights that produce §*, §**7, call them 5*, gref , and how well §**/ estimates the actual LF
accuracies/class frequencies.

Theorem 5.3. Suppose d, p > 1 elementwise. Then for elementwise absolute value,
d(g*, 3"7) < (10 + 10" ]) T | — Ag™].
When the conditions of Theorem|5.2|hold, ool — g*.

It’s unclear to us how one bounds 6?*/ or how well AgP* approximates b*, meaning we cannot say
on what order BBF’s convergence rate is. We note that duplicate LFs will increase the size of the
bound as each duplicate LF adds an extra term. Now, if an unsupervised instantiation of &, p’'induces
G*f such that AgP7 is close to b*, then the excess error will be small. Experimental results show

that BBF performs well in the unsupervised setting and often has small excess error compared to g*.

6 Experiments

Here, we compare the performance of BBF against other baseline methods on eleven real datasets
while also showing BBF’s consistency on real datasets. Experiments were run in Python 3.6.13
(PSF) [Van Rossum and Drakel [2009] mainly using NumPy 1.19.5 (modified BSD) [Harris
et al.l 2020] with an AMD Ryzen R9 5950x, 128GB RAM, and an Nvidia RTX 2080Ti. One
may find the code in the supplementary materials or at https://github.com/stevenan5/
bayesian-bf-neurips-2025.

6.1 Methods

We compare our proposed method with twelve other methods, representing different approaches
to creating the label model. For our method BBF, we set the prior hyperparameters as & = Tk,
pw = (4,1) for each w € [W]. This follows the initialization of [Li et al., 2019] for their Bayesian
method, i.e. we assume each LF makes 4 correct predictions and 1 wrong prediction. Note that
there are no requirements on the LF accuracies for BBF. Across all LFs used in the experiments,
the accuracies range from 0.0366 to 1. To compute the BBF prediction, we optimize Equation 3]
using CVXPY 1.4.1 (Apache 2.0) [Diamond and Boyd|, 2016|] by way of MOSEK 10.1.16 (personal
academic license) [MOSEK ApS}2022]] with default parameters.

The other twelve methods are from the WRENCH benchmark version 1.1.2rc0O (Apache 2.0) [Zhang
et al., 2021]]. They are: majority vote (MV), Dawid-Skene (DS) [Dawid and Skenel [1979], Data
Programming (DP) [Ratner et al.,[2016]], a generalization of DS that accounts for some LF depen-
dencies, Flying Squid (FS) [Fu et al.; 2020]], a fast method that uses an Ising model, MeTaL [Ratner
et al., 2019}, a matrix completion type method, iBCC [Kim and Ghahramani, [2012]], the Bayesian
generalization of DS, EBCC [Li et al., 2019], a generalization of iBCC, but where each LF is modeled
by multiple confusion matrices, FABLE [Zhang et al.,|2023]], a generalization of EBCC which can
account for datapoint features, Constrained Label Learning (CLL) [[Arachie and Huang, 2021], a
polytope based method with an adversarial flavor, Hyper Label Model (HyperLM) [Wu et al.| [2023]],
a graph neural network based method, WeaSEL [Cachay et al., [2021]], and Denoise [Ren et al.,
2020], two neural network based methods using attention with different losses. We ported CLL into
WRENCH and following |Arachie and Huang| [2021]], we initialized LF errors to be 0.01 if the LF
coverage was low (i.e. low number of datapoints predicted on) and % if the LF coverage was high.
For all other methods that require initialization, we use the defaults provided in WRENCH.

6.2 Datasets

We used eleven datasets from WRENCH, which also provided the LF predictions. The following
datasets had licenses we could find online and were different from WRENCH’s license: YouTube,
SMS (CC BY 4.0), SemEval (CC BY 3.0). For FABLE, Denoise, WeaSEL, we use the original
datapoint features, unless they were textual, in which case RoOBERTa [Liu et al.,[2019]] was used to
extract them. The methods are evaluated in a transductive setting. The provided train/validation/test
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Table 1: Some dataset statistics. Note that we only count datapoints with at least one LF prediction.

Dataset IMDB Youtube SMS CDR Yelp Commercial Tennis TREC SemEval ChemProt AG News

# Class (K) 2 2 2 2 2 2 2 6 9 10 4
#LF (W) 5 10 73 33 8 4 6 68 164 26 9
# Datapoints (V) 21,914 1,843 2,246 12,562 31,512 81,105 8,803 5,738 2,527 13,768 82,591

Table 2: Comparison of our proposed method with baseline methods (higher is better). Bolded entries
are indistinguishable via two-tailed paired t-test with p = 0.05.

Dataset IMDB YouTube SMS CDR Yelp Commercial Tennis TREC SemEval ChemProt AG News

Loss F1 Fl1 F1 F1 F1 F1 Fl1 0-1 0-1 0-1 0-1
MV 75.19 84.56 78.88 67.28 78.22 84.46 83.83  54.51 79.07 54.67 81.38
DS 65.08 83.56 65.30 57.90 75.20 88.31 83.56  47.66 73.53 52.66 81.79
DP 74.84 78.62 57.82 41.78 171.61 78.61 83.61  45.85 72.78 56.17 81.71
FS 75.51 83.07 70.55 69.12 78.67 80.86 83.31  50.10 12.15 52.37 81.28
MeTaL 74.78 76.34 48.39 17.69 70.14 78.62 83.62  43.73 54.58 55.86 81.84
iBCC 75.33 0.00 0.00 0.00 75.83 76.83 84.16  21.02 30.19 35.09 26.57
EBCC 75.32 0.00 0.00 24.81 76.57 76.83 84.19  21.02 30.19 35.09 27.81
CLL 74.80 84.79 78.83 64.33 77.80 36.38 42,31  59.34 84.21 52.37 80.97
HyperLM  75.29 91.40 7890 70.54 78.73 82.60 84.21  60.02 84.21 52.32 81.38
WeaSEL ~ 53.07 61.85 26.45 38.50 61.91 40.00 5.74  20.81 11.14 21.41 32.29
Denoise  81.05 79.84 79.06 70.94 80.97 89.71 51.12  49.81 73.53 57.85 87.61
Fable 74.97 87.80 78.75 62.40 77.03 85.91 83.59  53.64 73.61 54.42 81.38
BBF 74.67 89.71 7877  62.39 T7.67 85.02 79.87  59.88 84.21 52.47 81.40
Improve 5.86 6.84 0.18 3.66 275 5.25 0.38 5.51 5.14 3.18 6.23
g 75.53 94.22 78.83 72.25 78.83 88.31 83.43  63.75 84.21 61.26 82.24

splits are combined and points with no LF predictions are removed. Each label model is given LF
predictions on the datapoints (and the datapoint features themselves if used). No labeled data is
provided to the label models. Label models are expected to be initialized and provide a labeling
without using any labels. Labels are only used to judge the quality of each label model’s predictions by
way of F1 score/0-1 loss. Tasks covered by the datasets range from sentiment/spam/bio relation/video
frame/chemical relation/topic classification. See Table[T|for some statistics.

6.3 Comparison with Other Label Models

For every method that involves randomness, we run it ten times and display the average performance
in Table[2] Bolded entries represent ones that are indistinguishable from the best result via two-tailed
paired t-test with p = 0.05. WeaSEL, Denoise, and FABLE are the only methods that use datapoint
features — all others only use LF predictions. The second to last row, denoted “Improve” shows
the improvement of the best label model over majority vote. The last row shows g* (computed via
Theorem 6 of [[An and Dasgupta, [2024])), a proxy for the ceiling of BBF’s performance. See the
Appendix for the complete results (0-1 loss on all datasets, standard deviations of losses).

Against the highest performing Bayesian method FABLE, BBF often matches or outperforms, only
significantly underperforming on Tennis. This is notable because FABLE uses datapoint features
and is much more expressive than BBF. On Tennis, the three LFs that each predicted on 99% of the
datapoints closely matched each other, i.e. had > 85% matching predictions. This effectively reduces
the number of constraints on BBF’s implicit polytope because three constraints are almost duplicates.

Compared to HyperLM, BBF is competitive except for CDR and Tennis. On CDR, the number of LF
predictions per datapoint was very low, averaging 2.3 predictions per datapoint despite there being
33 LFs. Two predictions per datapoint means BBF’s implicit polytope has very few constraints per
datapoint, likely diminishing the performance.

Against Denoise, we see the limitations of representing an LF by its accuracy — even with §*, BBF is
worse on IMDB, SMS, Yelp, etc. For ChemProt specifically, we think BBF is worse than Denoise
because the average LF accuracy is just under 0.47, which differs greatly from our mean prior
accuracy of 0.8. For almost every other dataset, the average accuracy of the LFs was within 0.11 of
0.8. SemEval was the outlier with average LF accuracy of 0.97.
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Figure 1: Demonstrations of BBF’s consistency on real datasets.

For all other methods, BBF has similar if not better performance on a large majority of the datasets.
The exceptions are on CDR against FS, Commercial against DS, Tennis against almost every method,
and ChemProt against DP/FABLE. This is evidence of BBF’s strength as a label model.

Since BBF employs a similar strategy to HyperLM, we now quickly discuss the performance
differences between HyperLM and Denoise. On IMDB, Commercial, ChemProt, AGNews, HyperLM
performs worse than Denoise, so much so that it’s close to majority vote in performance. We
hypothesize that the “center” of the polytope constructed by HyperLM might be close to the majority
vote labeling. This is because we could not find a pattern between whether HyperLM’s assumptions
were met, the number and/or quality of the LFs provided, and whether HyperLM underperformed
against Denoise. In the cases where Denoise underperformed against HyperLM, we believe this is
because Denoise might get stuck in poor local optima as its strategy for learning is similar to that of
bootstrapped co-training [Blum and Mitchell, |1998]].

6.4 Consistency of BBF

To show that BBF is consistent on real datasets, we choose a; = swj + 1, gy, = (sbj, + 1, (1 —
b%) + 1) with s > 0. By having s take values in {10, 10%,...,10°}, we simulate the conditions of

Theorem Figure shows d(g*, G*®/)/N on a log-log scale graph on two datasets. We see the
convergence is at worst linear as a function of s. See Appendix for complete consistency results.

7 Limitations

We have seen a new label model that is adversarial, unsupervised, has strong empirical performance
and enjoys nice theoretical guarantees. This was done by combining HyperLM and BF’s strategies.

However, there are still some unsolved problems. On the empirical front, one must hold O(W N)
items in memory and optimize N K variables simultaneously to get g**/. This is infeasible when N
is large. We also noticed in our experiments that ||7**/ ||, was small, meaning BBF can be poorly
calibrated. On the theoretical front, we are not able to control Hm’f, meaning we do not know at which
rate g7 — g* a priori. Due to §**' not being a minimax optimal solution, we lose the guarantee
that —77" log §**/ < —g*®/ T log §*/. I.e. we don’t have a bound for the cross entropy between 77
and §*®/ which is only in terms of g**f.
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A Appendix Overview

Here, we provide the missing proofs along with extra experimental results. After a brief notation
recap, the rest of the Appendix is organized as follows:

* Section [C] results involving the Bayesian Balsubramani-Freund (BBF) posterior label
distribution, log-concavity (Lemmal4.T).

* Section[D] an overview of the proof strategy used to show the remaining theoretical results.
A table of contents detailing major steps of the main proof is provided there. The proofs
will be written for LFs that don’t abstain, but they’ll work for LFs that do abstain.

* Section[E] extra experimental results.

- Subsection [E.T] extra tables showing 0-1 loss for all datasets as well as the standard
deviation of losses.

- Subsection [E.2} extra experimental results showing BBF’s consistency on real datasets.

B Notation Recap

We would like to label N points in the set X = {z1,...,zx} which each have one of K labels.
The set of labels in consideration is Z = {1,..., K} = [K]. At our disposal are W labeling

functions (LFs) A1), ... h(W): X — Z U {?} where “?” denotes abstention. We seek to infer the
true conditional label probabilities for each point x;:

nij =Pr(z=j|x;) sothat 7; = (mi1,...,nix) € Ak.
For convenience, we’ll concatenate all NV of these distributions:
77: (ﬁla'“vﬁN) € AII\(/

Similarly, we’ll represent LF predictions by /N probability distributions which are each over K
elements. For datapoint x;, the one-hot encoding of LF h(*)’s prediction is denoted

Giw = (AR (@) = 1),..., 1(h") () = K)) € Ag U{0k}

where 0y, is a zeros vector of length K. We note that for the theory, ¥;,, doesn’t need to be a vector of
zeros and ones. It can be a bona fide distribution without any effect to the results shown below. The
set of all predictions for this LF is

gw = (Zjlww . ~aZ7Nw) c (AK U {GK}>N

Two sets of important quantities are the LF accuracies and the class frequency distribution. Suppose
h(®) predicts on N,, < N points on X. What we refer to as the actual accuracy of LF h(*) on X is

1 N K
b = 5 > D (W (i = ).

Woi=1j=1

In dot product form, this is g’g 77/ N,. The actual class frequency distribution on X is
XN
wi = D i
i=1
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Letting €; € A% be the concatenation of N copies of the 4" canonical basis vector in K dimensions,

the above can be written as é;r 77/N. We sometimes call the starred quantities empirical — i.e. the
empirical LF accuracies or the empirical class frequency distribution.

The computation of these values can be written as a matrix vector multiplication. This matrix will
be called A € [0, 1]WHE)XNK 7 et the first W rows be ,,/N,, for w € [W] and €; (j € [K]) for
rows W+1,...,W+ K. Then, Aif € [0, UV 5 is (b7,..., b, w], ... ,wi). To save space, we’ll
define

-

* * * * *
b :(b17..., W,wl,...,wK).

This will also be done for error bars: € € [0, 1]+

b —e< AT<b* + ¢

where we might write the elementwise inequality

The Dirichlet prior (for BBF’s class frequency) has hyperparameters o € Rgo. The Beta priors (for
LF accuracies) has hyperparameters j,, € R% . Variables that are important for the proofs below
are 7, the generated class frequency distribution, and b, the generated LF accuracies. The generative

process for BBF is as follows:
1. 7 ~ Dirichlet(d)
2. Z ~ Entropy(Lz
3. Foreach LFw € [W]:
(@) by ~ Betaz(pw)
(b) Gu ~ Uniform(Ly, z)

C BBF Posterior Label Distribution Concavity (Lemma {.1)

We’ll first manipulate the posterior distribution explicitly to bring about the terms shown in the main
paper. Then, a counterexample will be given to show that the BBF posterior is not log-concave in
zZe A% (the labeling). Finally, we show how a modification makes the posterior log concave.

Let Y be the LF predictions from our W LFs, @ € R be the class frequency Dirichlet hyperparame-
ters, p be the Beta hyperparameters for each LF. If we include everything, the posterior probability

for our parameters Z (labeling), b (LF accuracies), T (class frequencies) is

Pr(Z,b,7,Y, &, p) Pr(z,b,7,Y, @, p) Pr(z,b,7,Y, @, p)
= (0.8 .
Pr(Y, &, p) Pr(Y | &, p) Pr(a, p) Pr(&, p)

We’ll now repeatedly apply the chain rule to the numerator, then drop variables which are independent.

Pr(,b,7 | Y,d,p) =

Pr(z,b,7,Y,d,p) = Pr(Y | Z,b,7,@,7) Pr(b | 2,7, @, p) Pr(Z | 7,@, p) Pr(7| &, §) Pr(@, 7)

Since the generation of the LF predictions Y only depends on Z and b, all other terms can be dropped.

Similarly, b only depends on Z'and p, z only depends on 7, and 7 only depends on &. The above is
then equal to

Pr(z,b,7,Y,@,p) = Pr(Y | Z,b) Pr(b | Z, 5) Px(Z| 7) Px(7 | @) Pr(a&, j).
We have = B B
Pr(z,b,7|Y,d,p0) x Pr(Y | 2,0) Pr(b | Z,p) Pr(Z| T) Pr(7T | @).

We can now show what each term is proportional to. Let 1 (-) be the indicator function and recall that
Tw € AR is LF w’s predictions. Also, recall that €; is the jt" canonical basis vector in K dimensions
concatenated N times. (Elements (i — 1)K + j are 1 for ¢ € [N], all other elements are 0.) Recall
that we’ve abused notation and have N () count the number of predictions an LF makes. Le. for

7€ (AN U{0x})"N we have N(7) = 4" 1y k. Observe the following:

w K
- 1 1
Pr(Y | Zb) o [] 1 (ngg_ bw> , Pr(Z|7) xexp(—2"log2) [] 1 (Ngjz_ Tj) :
w=1 w

Jj=1
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Let po1, pw2 represent the first (o) and second (/3) Beta hyperparameters for LF h(*).

K w -1 -1
S~ a;—1 2o bt ™ (1 = by )P
r(7|a)o<H7—jJ , Pr(b |z, p) « H Ib( _]b)

w=1 max min

where
b = a i and bimin == i
e e N el T elelx) Y
and I, is shorthand for the Beta CDF with hyperparameters «, 3:
B(x; 1 ¥
(z;0,8) _ / N1 — )Pt
B((X, ﬁ) B(O{, ﬂ) 0

Putting everything together, the posterior is proportional to the following

— bpwl_l(l — b )pr—l
> _:r_. w w
Pr(z,b, 7 o<||1( —b)” L 1,

w=1 max min

K

1 o

x exp(—Z" log %) Hl(é’;E—TJ)HTj&’ '
=1

j=1

Im - Im(avﬁ) =

Now, we show that the posterior distribution as stated above is not log-concave. Specifically, the term
1/(Iy,,.. — Ib,,,, ) is what gives us trouble as that difference depends on Z.

Lemma C.1. The posterior parameter distribution (over Z,b, T) of our model is not log-concave in Z.

Proof. We consider the case where Pr(Z] l_;, 71Y,a p,L) > 0, meaning b and 7 can be written
in terms of Z. The problem comes from the distributions from which the accuracies are drawn,
Betaz(a, 8). Suppose we fixed the LF index w and dropped its index in ¢,,. Also, say oo = p,,1 and

B = puw2 to make things cleaner. Finally, lets suppose that LF 2(*) predicts on all N points. The pdf
of Betaz(a, B) for &' Z € [0,1] is then
(7" 2) (1 - x7 2"
o, — In) Bas )

For this distribution to be log concave, the logarithm of the pdf must be concave. Only looking at the
non-constant terms,

1 1
(a—1)log (NQ'T5> +(B—1)log (1 -5V gz ) log(ly,,.. — 1Ip,...)

has to be concave.

We can show an instantiation of the above fails to satisfy the inequality required for concavity.
Define f(Z;«, 8,¥) as the above. (Recall I, . I, . are functions of z.) Take o = 10, 5 = 6,
6 =05,7=(0.9,01)", 7 = (0.55,0.45) ", and % = (0.5,0.5)" (K =2, N = 1). For the pdf of
Betaz(a, ) to be log concave, we must have

f(95+ (179)2’,6%63@’) Z9f(5,0laﬂa?7)+(1*9)f(54a04;»3737)

For the given values, the right hand side is bigger than the left hand side by about 0.612. Thus, we
have an instance where the required inequality for log-concavity does not hold. O

If we just remove the 1/(1p, .. — Ip, .. ) term from the Bayesian BF parameter posterior (Equation E]),
then the resulting expression will be log concave. We’ll still call the result a “posterior”.

Lemma C.2 (Lemma {.1). If we remove the normalization constant for Betaz(«, ), i.e. the
Iy,... — Ip,.,. quantity, then the resulting “posterior” as follows is log-concave in Z given that each
element of pand & is at least 1.

1 pw1—1 1 T Pw2—1 K a;—1
et I (syts) (- vts) T 1(77)

= Jj=1
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The condition stated in the above lemma is essentially the condition for a Beta/Dirichlet pdf to be
log-concave.

Before showing this, we need a supporting lemma.

Lemma C.3. Supposer >0, 7€ (Ag U 6K)N, and N:(ng) 4§72 > 0. Then,

1= (507)

1

I\

is log-concave in 7.

Proof. Since r is non-negative, it suffices to show that

1
log (JYT 5)
N(Y)
is concave. From Boyd and Vandenberghe|[2004]], page 84, we have a non-decreasing function (log)
and a concave function (dot product). Therefore, their composition is concave in 2. O

Remark C.4. The above Lemma also holds if the argument inside the logarithm is 1 — T Z/N ()
because this is also concave in Z. For our purposes, that difference will always be non-negative.

Proof of Lemma

w 1 pw1—1 1 pw2—1 K 1 a;—1
- 5 =T > —T > ST =
exp(—2"log 2) [] ( = wa) (1 - _,ywz) [] (e- z) )
( ) N(y) N(y) AN

w=1

To show that the posterior is log-concave, it suffices to show every element of the product is log-
concave as the product of log-concave functions remains log-concave.

To begin, we take the exponential term on the left hand side (—Z" log 7 term). This is clearly log-
concave. For all the remaining terms, it suffices to apply Lemma[C.3|for each one. Note that we have
used the assumption that p,1, puw2,a; > 1 forall w € [W] and j € [K]. Therefore, the posterior is
log-concave in 7 as claimed. O

D The Remaining Theoretical Results

We now prove the remaining results: the form of the BBF prediction, consistency, and rates of
convergence. From here onwards, we will drop the vector notation for 7, g, z, y,, when we will only
need to reference the entire vector. There will be the odd situation where we’ll need to reference a
vector within a vector, e.g. 7j; € Ak, the true conditional label distribution for ;.

Recall that we take the mode of the modified BBF posterior label distribution. That is, g**/ is the
solution to the following convex program:

1 1
: T _ _ T _ _ T
ceay l o8 Z[(”“” 1)1°g<N<37)W) (buz = 1) log <1 N(z?)y“’z)]

w=1 w w
X 1
_ Z(aj —1)log (Nesz> ] NG
j=1
L.e. the modified log-posterior was log-concave, so we just negated it to get a minimization problem.

With the convex program to solve clearly defined, the overarching goal is to bound the distance
between 7 and ¢g**f. Recall that we are using KL divergence so that

N
d(if, 1) = > KL, 57).
=1
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Once 1 and the LF predictions are fixed, we will derive the relationship between &, p, the hyperpa-
rameters we control, and d(7, g**f). In the process of deriving such a bound, we’ll be able to prove
the remaining claimed results.

To set the stage, Lemma 5 of [[An and Dasgupta, [2024]] shows that
d(n,g"") = d(n, g") + d(g*, g"7).
If we can provide an upper bound for the LHS in the form of
d(n, g"") < d(n,g") + A+ B,
then we know that d(g*, g**/) < A + B. Since

d(n, g"") = —n" log g"" + " logn,

it suffices to demonstrate what the values of A and B are so that

—n7 log g < —g?f T log g"f + A+ B.
Theorem D.1 (Informal version of Theorem[5.3).

—n' log g% < —g?' T log ¢"*f + A+ B.

for

A:|9bb'f|T‘b*—Agbbf| and B:‘e*|T|b*—Agbbf‘
where the absolute values are elementwise and 0*°f | 0* € RV X qare the respective weights bringing
about the predictions g**f = g(abbf) and g* = ¢(¥").

It’s after proving this result that we have the machinery to prove that ¢g*®/ has the same form of
solution as BF and that BBF is consistent.

Proof Sketch of Theorem|[D.1} The idea is to use the analysis done in [An and Dasgupta) [2024] to
bound BBF’s error. Namely, the cross entropy term on the LHS of the theorem statement is not easy
to analyze. Thus, we use a proxy: —g®®/ T log ¢*®/ and upper bound that. However, unlike for g®7,
it’s not guaranteed that

T log g?*F < —g?** T log g7 .
Thus, we show a term A which when added to the right hand side makes the above inequality always
hold. Now, it suffices to upper bound —g¢®*/ T log ¢**f by

—n' logg* + B.

To do this, we’ll first define a class of BF problems with polytope P, which has a specific form.
(This class of BF problems will depend on the same LF predictions and n as BBF). For fixed BBF
hyperparameters &, g, we’ll fix a Ppq,-. The solution to a BF problem that uses Py, will be called
g"*". Namely, g®*" is the solution to

Vier = max min z' logg= min z' logz
geEAN 2€Ppar 2E€Pyqr

with respect to g. We’ll show that — g%/ T log ¢**f < —¢®*" T log g**". This is done by demonstrating
that gbbf almost satisfies the KKT conditions of V},,.. The KKT conditions are ‘almost’ satisfied in
a specific way so that we can use techniques showing how an interior point method can be used to
solve convex programs to show the above inequality. L.e. the terms after the entropy term in the BBF
objective (Equation[7)) are a log-barrier approximation of Py

Following the analysis of |An and Dasguptal [2024]], we’ll then show that
—g* T log g**" < —nT log g* + B

where B = |0*| T |b* — Ag®/|.

Putting everything together, the chain of inequalities is as follows:

—nloggbbf S _gbbfT 1Oggbbf +.A S _gbarT loggbar +.A S _nT IOgg* +A—|—B
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Once we specify the BF problem Vj,,., we can show that the BBF solution has the same functional
form as the BF solution. Recall that we can define a set of predictions G = {¢(?): § ¢ RW+K}

where

0 _ exp((AT70);5)

Y exp(X o, (AT0)iy)
Lemma D.2 (Lemmal5.1). ¢**f € G.

oc exp((AT0)s;)-

Proof Sketch. In the last proof sketch, we mentioned how ¢®*/ almost satisfies all KKT conditions

for Vj,. In particular, it satisfies the zero-gradient condition. The zero-gradient condition is what
determines the form of solution. So, since BF and BBF satisfy the same condition, they have the
same form of solution. An and Dasguptal [2024] show (in Theorem 2) that ¢®/ € G, s0 ¢g**/ € G. O

Analysis of the KKT conditions that g**f satisfies is what will let us show BBF’s consistency. What
we’ll need is that the prior distributions of BBF to concentrate around the empirical LF accuracies
and empirical class frequency distribution. What will happen is that polytope being approximated in
the BBF objective will tend to P* = {z € A¥: Az = b*}, where

g* =argminz ' log z.
zEP*

(The above result was shown in Theorem 6 by |An and Dasguptal [2024].) This means that g®*/ — g*,
the best approximator in KL divergence to 7).
Theorem D.3 (Informal version of Theorem . If @ and [ each tend to infinity elementwise and

*

grow in such a way that Ag*®f — b*, then g**T — g*.

Proof Sketch. We’ll show that as the BBF hyperparameters grow as in the theorem statement, the
KKT conditions g?*/ satisfies tends to the KKT conditions that g* satisfy. Le. the KKT conditions for

g* =argminz ' logz.
zeP*

Thus, ¢**f — g*. O

The steps of the above proofs are laid out as follows.

e Subsection[D.I} demonstration of what A is.
* Subsection[D.2] definition of Py, and associated BF problem.

* Subsection [D.3] some properties of BF with Py, specifically the dual program and KKT
conditions.

* Subsection[D.4] some preliminaries on log-barrier approximations of a convex program’s
feasible region. This will help simplify the argument showing how BBF is related to BF
with Pyg;.

* Subsection[D.5] demonstration of how BBF’s objective contains a log-barrier approximation
of Py,,. It'll be proven here that —g®*f T log g**/ < —g**"T log g®*" where ¢®*" is the

solution to BF with P,,,.. This is also where we’ll show that gbbf has the same functional
form as the BF solutions (Lemmal[5.1} in Subsubsection[D.3.2)).

. Subsection upper bounding —g"*" T log g**", i.e. deriving the value of B.
* Subsection[D.7] formal proof of Theorem [D.1]
* Subsection[D.8] proof of BBF’s consistency (Theorem [5.2)).

D.1 Bounding the Value of A

Say that the accuracies gotten from labeling ¢**/ is b := A¢"®f. From [An and Dasgupta, [2024]
Corollary 28, we know that Ag* = b*. From that same paper, Lemma 26 provides the following
useful identity.
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Lemma D.4. Suppose g = ¢\ € Gandy,y € AY are arbitrary.
(y—y) logg = (Ay — Ay') .

Lemma D.5. A = |0%f|T|b* — |

Proof. For —g"'T log ¢*®/ to be an upper bound for —1 " log g**f, we would need
—g" Tog ¢ + " log g**F > 0.
Choosing y = 7 and ¢’ = g**/ from Lemma|D.4} the above inequality is equivalent to
(" —b)Te" >0

where An = b* and Ag*®f = b. While that quantity could be non-negative in and of itself, the
following bound always holds.

— g™ T 1og g/ + |9bbf|T|b* “B > —" log g7

The second term on the left hand side is our \A. O

D.2 BF with Polytope Py,

In this section, we want to define a class of BF problems by way of a polytope with a specific form.
This will allow us to use techniques associated with the barrier method (an interior point method used
to solve convex programs, [Boyd and Vandenberghe, 2004], Chapter 11) to Bayesian BF.

Recall that given the LF predictions and 7, the polytope that BF uses is constructed by bounding the
LF accuracies and the class frequency distribution. These bounds can be written as linear inequalities
where any point satisfying all inequalities lies within the polytope. Moreover, we want to have 1 be
in the polytope. Equivalently, we want any estimate of LF accuracies/class frequencies to contain b*.

So, say that the LF accuracies/class frequencies as estimated by the Bayesian BF solution is b=
Agbbf . Py will be defined by taking the constraint b* < Az < b* and expanding the bounds until

said bounds barely contain b. Specifically, for an arbitrary 1 > § > 0 and each i € [W + K], define
e = 1(bf > b;)(bf —b;)+6 and € :=1(b; > b)(b; — b)) + 0.
We claim that b € (b* — € ,b* + €T). For a fixed index i, if b} > EZ then
e, =b" —Zi—|—§ and ej‘ =4.
The i" interval is

(0F =7 0f ) = (0 = b +b; = 8,07 +6) = (b — 0,5 + )
which clearly contains b;. A similar argument can be made when b; > b and the case of b; = b} is
trivial.

bar

Formally, the polytope P, which brings about g°*" as the optimal BF solution is

Pur ={z€ AR b* —¢ <Az <b* + €T}

The BF problem that g®@" is the solution to is as follows

¢""" := argmin z " log z. ®)

2€Ppar
We shall connect the Lagrangian of the Bayesian BF objective (Equation [/)) at optimality to the

KKT conditions of the above BF problem. Before we do that, we provide an easy example that is
illustrative of the argument that will be used.
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D.3 Dual Program and KKT conditions for BF with P,

In this section, we will show the dual problem of the BF problem in consideration as well as the KKT
conditions. We’ll need these in order to relate BBF to BF with P,,,..

The dual problem is easily derivable following the argument given for BF (following Theorem 2
of [An and Dasgupta, 2024]). Say that Oy i is the zeros vector of length W + K.

Lemma D.6. The dual problem for Equation|8)is

N K
max ol (b —ef)+o' T (b —€) - Zlog (ZGXP ([AT(UI - U)]U))

0,0'>0w 4 K

Before stating the KKT conditions for the problem in Equation [8] define D € {0, 1}¥*¥X where
[Dz];, = Z]K:1 z1;. The constraint D2 = Ty ensures that each of the Z;’s sum to 1. We will not
need non-negativity constraints for each of the z;;’s because their functional form guarantees their
non-negativity.

Lemma D.7. The KKT conditions for the BF problem in Equation[8|are:

1 T +
— Y,z —b"—e" <0, we[W+K
N (§uw) [ ]

1
N ()™

0
ow([A2] — b —€b) =0, we W+ K]
o, (—[Az]w + bl —€) =0
V.[z-logz+o" (Az —b" —€et) + 0" T (-Az +b" —€7)
+¢T(Dz - 1,)] = Onx.

Recall that notation has been abused and that b* € [0, 1]"+¥ contains all empirical LF accuracies
and empirical class frequencies.

D.4 Preliminaries for Barrier Method Type Analysis

The content in this section closely follows [Boyd and Vandenberghe| [[2004] Section 11.2.2. This
exposes the general schema of the argument we’ll use to relate BBF to BF, but there are differences.

Suppose we had a convex program
* = min x 9
p= min fo(z) )
Ax=b
where 2 € R? with feasible constraints. Call this our original problem. If we define the indicator

function /_: R — {0, OO} as
l,(u) = { if

oo otherwise,
then the above problem can be written as

p* = min fo(z) + I-(f1(2))- (10)

So long as the program is feasible, the indicator function forces the optimal « to satisfy the constraint
fi(x) < 0. The logarithmic barrier is essentially a relaxation of the indicator function so it becomes
continuous. Namely, I_(u) can be approximated by

o~

I_(u):= —% log(—u)
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for t > 0, which is convex and non-decreasing. If we say log(0) := oo, I_ (u) and I_(u) are defined
on the same domain. We can easily see that if v > 0 is fixed, then as t — oo, I_(u) — I_(u).

We may approximate the problem with the indicator function (Equation [I0) with
) 1
p(t) = min fo(z) — - log(—f1(x)). (11)
Ax=b t
Then, as t — oo, p(t) — p*. Call the above problem the log-barrier problem.

Let z* be the optimal solution of Equation@]and x*(t) be the optimal solution of Equation One
can show the following result by analyzing the Lagrangian of Equation |1 1{at the point z*(¢). This
argument below is the one we use for our results about g**f and ¢®".

Lemma D.8. Suppose x*(t) is the optimal solution to the convex program with log-barrier con-
straints (Equation[I1)). Then,

1. x*(t) is primal feasible for the original convex program ( Equation[?])
2. *(t) shows the existence of dual feasible variables o (t) = —1 fi(z*(t)) (for fi(z) <0)
and U (for Ax = b) for the original problem.

3. fo(z*) < fo(z*(t)) < fola*) + ¢

Proof. Consider the program in Equation |1 1] at optimality. There, its Lagrangian must have zero
gradient at 2*(t). We mean that there exists a 7 € R? where

~

ViL(z, V) =V, | folz) — %log(—fl(x)) + ﬁT(A;v -b)

—

d

when z*(t) is substituted for x. Evaluating, that’s

Y folz) — mel(x*(t)) FATP =0,

Since the original problem has a feasible solution, f1(x*(¢)) < 0 because that is the only time I
is not infinite or undefined. By assumption, ¢ > 0 so that o(t) = —1/(¢f1(z*(t))) > 0. Because
fi(x*(t)) < 0, x*(t) is also primal feasible for the original problem. If we substitute z*(t) for x,
o(t) for o and ¥ for v, we have shown the following equations are satisfied.
fi(z) <0
Az —b=0
c>0

ofi(x) = —%
V [folz) + ofi(z) + v (Az — b)] = 0.

One immediately observes that these are the KKT conditions for the original problem (EquationE])
where instead of the usual complementary slackness condition o f1 () = 0, we have it equal to — ;.
We now want to show that o (t), 7 are dual feasible for the original problem. The Lagrangian for the
original problem is

L(z,0,v) = fo(z) + ofi(x) + v (Az —b).
The zero gradient condition that is satisfied above means that
VL(z*(t),o(t),D) = 0.

Since x*(t) is the minimizer of L(-, o(t), V), o(t) and U are dual feasible for the original problem.

Now, we show the final claim, bounding fy(x*(t)). Because o (t) and v are dual feasible, the dual
function for the original program at those values is

9(0(t),0) = fo(a™ (1)) + o(t) fu(x*(t)) + D" (Az*(t) — b).
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Because Ax = b is one of the constraints to the log barrier function, the last term is 0. By definition,
the second term will evaluate to —+. Thus, g(c(t),7) = fo(z*(t)) — 1. Now, by weak duality,

o(0(1),7) < 5" = fo(e") meaning fo(a”(1)) ~ | < fola”).

This proves the upper bound to the third claim. To see the lower bound of the third claim, recall
that 2*(¢) is primal feasible for the original problem and therefore is no smaller than the optimal
minimum of the original problem fo(x*). O

Because we will use a similar argument for ¢/ and g®*", we now draw equivalences for the results
in the above Lemma. ¢"*" will be the solution of the “original” convex program while g**/ is a
solution to a problem that implicitly encodes log-barrier constraints. Claim 2 of the above Lemma
will imply that g®*/ can be written in the form of a BF solution. Claims 1 and 3 will not only aid
in our proof of Bayesian BF’s consistency, but also show that the entropy of ¢g®*" upper bounds the
entropy of ¢®*f. Namely —¢®*/ T log g?*/ < —g?@" T log gbor.

D.5 BBF’s Objective has a Log-Barrier Approximation to P,

In this section, we’ll show that the BBF prediction gbbf satisfies a modified version of the KKT
conditions of Vi, (Lemma|[D.7). Like in the above section, the only difference is that g/ will
satisfy a modified version of the complementary slackness conditions. This will be done in two steps.
First, we’ll ignore the class frequency prior (i.e. suppose that it is constant) and show that BBF with
only LF accuracy priors satisfies those modified KKT conditions. Then, we’ll extend the argument so
the class frequency prior is considered.

So, we start with a version of BBF where the class frequency pdf is not considered.

w
1 1
. T T T
min |z' lo z—E wi — 1) 1o —Yw? | + (Pw2 —1)log |1 - —— Y 2
zEAY [ . [(P ! ) g(N(yw)y ) (Pu2 ) g( N(y’w)y )T|

w=1

In restricting to dealing with LF accuracies, we note that the matrix A will have only W rows, one
for each LF prediction. To simplify the notation, define the following:

Y (2) = ﬁy;};z, al,=pw1—1, and Bl = pu2—1
Then, the convex program we first analyze can be rewritten as
w
Zrélir}; [ZT log z — U; (o, Jog (7w (2)) + B, log (1 — %(2))]] (12)

We first argue that g7 is primal feasible for the BF problem with polytope Pyq,.. Then, we analyze the
optimal objective of Bayesian BF with LF accuracies (Equation[T2) in the lens of the aforementioned
problem’s KKT conditions (Lemma|D.7)).

Lemma D.9. The optimal solution g*® to the Bayesian BF objective with LF accuracies (Equa-
tion[12)) is primal feasible for the BF problem with Py, (Equation[8).

Proof. This is true by construction of P,,. One can follow the argument given in Section[D.2] [J
Theorem D.10. Fix 1> § > 0. For each LF w € [W|, define the following
€w =1(b}, > 7)) by, — 7)) + 0, ey = 1(v;, > by,) (v, — b)) + 9,
Yoo . 1 -7
o (v = b +ew) T BL(—v bl )]
1 1

ol =— , and o, = — .
Yt (bl —ew) U tw(y — b — )

t =

w —
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If g®7 is the optimal solution for Equation |12\ where o, B, > 1 for each w € [W], then the
following deformed KKT conditions of Equation|8|are satisfied.

T * —

————Ypz+b, —€, <0, we|W
N (Gw) W]

DZ—_’HZ(_)'N

o, > 0w

1
oullAh by —ef) =~ we W]

1
P(Adu by~ ea) =~ we W]

V. [z~10gz+JT(Az—b* — )t T (A4 =)+ ET (D2 - T, )} =0nk-

Note that w only ranges in [W) and not [W + K] (as seen in Lemmal|D.7) because the final K indices
are for the class frequency constraints, which we aren’t considering right now.

Proof. We argue for this by analyzing the objective of our problem (Equation[T2) at optimality. This
is very similar to the demonstration argument we gave in Lemma[D.§]

If we evaluate the zero-gradient condition in the theorem statement, we get
TNK—i—logz—l—ATa—ATU/—l—DTg:6NK. (13)

We’ll show that the gradient of the Bayesian BF objective (Equation [T2) will be of this form.

When the BBF objective is at optimality, the following will hold true for some £ € R .

5 T [, Yu 2 ) Yyl 2 - -
Ong =V, |z logz — wz::l [aw log (N(ﬁw)> + 5., log (1 - N(%)ﬂ +¢& (Dz— lN)]
Evaluating,
Onk = Ink +logz — f: [ o < Juw > + w (_ Yw ) +DT¢
S wtver \N@w) ) 1= xmvez \ N(7w)

where the division is elementwise. Observe that by definition, y,, /N (%,,) corresponds to row w of
matrix A. Le. that term is related to the bound on LF h(*)’s accuracy. Define

fu(2) = =m(2) + by, — €, and  fu(2) = yu(2) = b, —

If one sets these functions to each be less than or equal to 0, then one can see they represent upper
and lower bounds for LF h(*)’s accuracy. Using that notation and multiplying each term in each
summand by 1 gives

Onk = Ink + logz +DT¢

-y e e (v T e (v

w=1

Moving forward, we’ll replace z by "/ and use the following shorthand of v, to denote 7, (g%*/) =
Y 9" /N (Guw)-

Now, define

_ _ 1= 11—,
Y L (g) T al (v — b+ ew) B fw(g) Bl (= b, ed)




Using this definition, the above is simplified to

) ) W ~1 w -1 w
o = T +1osg + 076+ 3 |ty () + e (v

w=1

Define now
1 1 1 1

! - — and o, = — =
th (=7 + b3 — €w)

g, = — =
Yt fL(g™)

twfw(gbbf) —fw(%’L _brﬂ _e—ui;_)'

By Lemma[D.9| ¢**/ € Py, which means that by construction, f,,(g**7), f’ (g**7) are both negative.
Since av,, 8, > 1 for each w € [W] by assumption, the ¢’s are strictly positive. This means that the
o and o’ values are all strictly positive.

We can then write

w
=t 7 [ ) o ()

To see that this matches the form of Equation |13} observe that v,, /N (,,) is the w!”* row of A or the
w'” column of AT. This means we have verified the zero gradient condition of the deformed KKT
conditions in the theorem statement.

w=1

We now verify the remaining conditions. The first three conditions state that g®*/ must be primal
feasible with respect to the BF problem with P,,.. That was shown in Lemma@} The third condition
is a relaxation of requiring ¢”*/ to be a concatenation of N distributions, each over K elements. It is
satisfied because g**/ € A% In defining the o’s, we showed that they were strictly positive. Hence,
the fourth condition is satisfied. Finally, one can see that the modified complementary slackness
conditions hold by substituting v = y! ¢**/ /N (#,) for [Az],, and observing the definition of
Ty Oy O

Remark D.11. Tt doesn’t matter what the value of £ is as these dual variables ensure that the solution
to a BF problem is a distribution, i.e. is in AX¥. Thus, we will ignore £ when talking about BF’s dual
variables.

D.5.1 Extending the argument for class frequencies

Now, we analyze BBF as presented in Equation [/ Abusing notation, define ag = «a; — 1. The
modified version of our objective (coming from Equation[I2) is

w
min (27 logz = 3 [(pur — 1) 10g (7 (2)) + (puz — 1) 1og (1 = 7, (2))]

zeAR
- 1
_ Z 04; log (Nesz> ] . (19
j=1

The goal is to show that by adding the last sum, we satisfy a modified version of the KKT conditions
with upper and lower bounds on the class frequency constraints. Unsurprisingly, the addition is 2K
more primal constraints, the 2/ more dual variables, and a modified zero-gradient condition.

w=1

Before stating the result, we remind the reader of some notation and introduce some notation.

w} = e, 71, the empirical class frequency. Let A’ be the matrix in {0, 1}*N5 where row j is
~€;. This will make the notation in the KKT conditions simpler. Define 7;(z) = ¢, z as the

frequency of class j with z as the labeling. Similar to above, 7 = m;(g"/) where we now take g**/

to be the solution of Equation Finally, define o, = Z]K:1 o).
Theorem D.12. Fix 1> ¢ > 0. For each class j € [K], define the following

G = I(wj > 7}) (W) —75) + 6, Cj‘ = 1(m; > wi) (7] —wj)+4,
, i T

T = * * -\’ Tj = * * ?
! a6(77j — W +Cj ) (o — O‘/‘)(_Wj + wj +C]+)




v 1 and v L
= — —, n ;= — -
J TJf(—ﬂ'j—Fw;‘—Cj ) Tj(w;—w;-‘—gj)

Suppose that each element of § and & is no smaller than 1. Then, if g**7 is the optimal solution to
Equation[7} then the following deformed KKT conditions of Equation[8|(found at Lemma[D.7) are

satisfied. The t,t', 0,0’ values are as defined in Theorem

1 T
— b5 —€f <0 w
1
NG )yIerb*wfe; <0, we[W]
1 *
Nesz—wJ —C;' <0 je[K]
1
—Nesz—Fw;‘— ;<0 je[K]
DZ—TnZGN
o, > 0w
’U7U/2 _‘K
1
rullAz)y by — i) =~ wew]
1
0., (—[Az] + b5 — €,) = v € W]
. 1
v;([A'2]; w; — C;r) = ] € [K]
j
. 1
Uj(_[A/Z]J +wj Cj ) = - J € [K]

V.lz-logz+o (Az —b* — €M)+ o' T (—Az +b" —¢)
foT(Az—w* =)+ T (A2 +w =)+ 6T (D2 — Tn)] = Onk-

Proof. We essentially follow the same proof as Theorem [D.10] Namely, we choose the same €’s, ¢’s,
and o’s. For this proof, we focus on lines 3, 4, 7, 10, 11, 12. Line 12 is the zero gradient condition,
which we start with. The gradient of term in the BBF objective we’re interested in is

1

K 1 K O[/4
V. |- "log [ —e/ =y —L (- ).
z ;a] og <N€] Z) ;%6;2 Nej

Once again the division is elementwise. It suffices to show that the above is equal to the terms
involving v in the zero-gradient condition because we have shown the correspondence of the other
terms in Theorem [D.10] By adding 0, we can see the above is equal to

S| (L)L
, Lels N %e—rz N

j=1 LN"J J

Now, define

f]’(z) =-—m(2) twj — ¢ and  f;(z) =m(z) —w; — (;r.
Like before, setting these to be less than 0 form the class frequency constraints of BF. Now, it suffices
to choose the 7’s and v’s. The above expression can be rewritten as

5 [ () 5 i (5

As the zero-gradient condition holds for the optimal solution to Equation |7, we substitute ¢**f for z.
Then, with 77 = ; (gbbf ), we define

T o
7'/ = — T 7 J b = J —
! aij(g T) 046(”]*‘ —wj +<j )
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and
ot T
9= "7 A W (o 7 . R
(ap — o) fi(g"7) (af — &) (=7] +wi + ()

The above can then be written as
St (_%)_1(164)
| THGHN\ Nt AN
, 1

1
v, =————— and v, = ————.
T et T Tfi(g)

3 [ () + o (50)

Since row j of A’ is defined as %ej, the zero-gradient condition is satisfied.

Now, define

The above simplifies to

To see that the 7’s and v’s are non-negative and that g*®/ is primal feasible (lines 3 and 4 of the
claimed KKT conditions), one can use the argument provided in Theorem[D.10] In that same way,
the modified complementary slackness conditions are also satisfied.

Corollary D.13. 0,0’ as defined in Theoremand v, v from Theoremare dual feasible
for BF with Py, (Equation|).

Proof. The zero-gradient condition in the statement of Theorem states that the Lagrangian,
L(z,0,0',v,0',£), has to have 0 gradient at the primal/dual optimal variables. Since we have both

the primal and dual variables that make the gradient of the Lagrangian zero, it follows that g**/ is
the minimizer of the Lagrangian L(-, o, ¢’, v,v’, £) for the dual variables from Theorem This
implies that those o, o/, v, v, £ are dual feasible. O

D.5.2  ¢%/f is a BF prediction

Corollary D.14. ¢**f can be written in the BF form.

Proof. This follows from the zero gradient condition in Theorem [D.10] being satisfied as a conse-
quence of Theorem[D.T2] Le. if one solves for z as is done in the proof of Theorem 2 in [An and
Dasguptal [2024]]. We have seen that this condition for BF is how one derives the BF prediction format.
Because the same condition is met here, ¢®*/ has the same form. O

D.5.3 Relating the Entropy of ¢**/ with g**"

Like in Lemma|D.8] we can bound the value of the objective (2 log 2) when evaluated at g**/.
Corollary D.15. Let ¢**" be the optimal solution to the BF program in EquationES’l

Y1 &
7gbarT log gbar - Z -4 I Z — 4 — < 7gbbfT log gbbf < 7gbar'|— log gbar
w=1 tw tw j:l Tj Tj

Sor ty,, t., defined in Theoremand T T]/» as defined in Theorem

Proof. To see the second inequality, recall that g**f is primal feasible for the BF program in
Equation (8| while g*®" is the optimal solution to that program. ILe. primal feasibility implies
gbbfT loggbf > gbarT IOg gba'r_

For the first inequality, we would like to analyze the difference between our primal feasible solution’s
objective g**f T log ¢?*/ versus the optimal minimum ¢**" T log ¢"*". By weak duality, g"*" T log g®*"
is larger than any dual function value. Continuing from the discussion in Corollary [D.13] the (BF)
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dual function is equal to L(g**/, o, 0", v,v’,£) where the dual variables are defined in Theorem
and[D.12] Namely,
9(0,0",6) = ¢ Tlog g™/ + 0T (Ag™ —b" — €¥) + 0T (—Ag™T + b —¢7)
+UT(A/gbbf —w* = (1) _|_U/T(_A/gbbf Fuwt— () +§T(ngbf _ Tn)-
bbf

By primal feasibility of g
the above is equal to

, the last term is 0. By the modified complementary slackness conditions,

gbbf—r loggbbf - E [t + 7 } - —+ -
— w w i Tj T;
w=1 j=1 J

Putting this together with weak duality, we have

w
1 1
gbm“'l' loggbar > gbbfT loggbbf _ E I:t + t/:| —
w=1 w w

Rearranging gives us our claim. O

D.6 Error Bound for ¢**"

The last piece we need before being able to prove Theorem is a bound on —g?*" T log ¢®*". We
now will show B such that

_gbarT 1Oggbar S _nT IOgg* + B.
Since g?" is the solution of a bona fide BF problem, we can use the analysis of [An and Dasguptal,
2024] to get a bound in the form we’d like.
Theorem D.16. For ¢**" the optimal solution of Equationand some g"¢f € G,

_77T loggbar S _nT loggref + |b _ b*|T|9ref|

where b := Aghtf,

Proof. This proof heavily relies on the proof of Theorem 7 in [|[An and Dasguptal [2024]]. It suffices
to find the dual of the BF program in Equation 8] then do sensitivity analysis where the reference
problem has constraints Az = b*. One is able to get the following bound where "¢/ = ¢/ — ¢ and
o,0 > 0.

/

_nT loggbar S _,,,]T loggref +€+TO' + E_TO'

Here, the €T encapsulates both e* as defined above as well as (¥ (i.e. since we concatenate the LF
accuracies and class frequencies). Then, observe that | Ag?®/ — b*| + § = max{e*, ¢~} where the
absolute value and maximums are done elementwise. Therefore, the above bound can become

777T loggbar < 777T loggref + ﬁ;* b*‘T|0ref|.

The § term disappears because it can be arbitrarily small. O

In particular, we will choose ¢* = ¢"*/.
Corollary D.17.
—n " log g™ < —n" logg" + [b— | |6"]
Therefore,
B=b—b*T|6%|.
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D.7 Formal Proof of BBF Error Bound

Now, we have all the pieces to prove Theorem[5.3] We’ll explicitly state all the assumptions for
completeness. This follows the proof sketch for Theorem provided earlier, but we fill in the
missing details.

Theorem D.18 (Theorem . Fix all LF predictions and 7. Also, fix @ € ngl and p € ]RQZV{/ Say
that g**f is the solution to the BBF objective in Equation@ The error of g**1 is such that
d(g*, g"") < (67 + 18”7 ]) T|b* — Ag™|

where the absolute value is elementwise.

Proof. Lemma 5 of [An and Dasguptal, [2024]] shows that
d(n,g"") = d(n, ") + d(g", g"7).
So, if we have a bound that looks like
d(n,g"") < d(n,g") + A+ B,
then it’s clear that d(g*, g**f) < A 4 B. This is equivalent to showing a bound of the form
—n ' logg”! < —n'logg* + A+ B,
which we’ll now do.
From Lemma [D.3] we know that
T log " < — g™ T log "7 + |69 T |b* — Ag™|.
Now, Corollary [D.14]shows that the first term of the RHS above is upper bounded by
_gbaTT IOg gbar.
Penultimately, Corollary shows that
_gbarT 1Oggbar < _nT IOgg* 4 |9*|T|Agbbf _ b*|
Putting everything together, we have

—n"log g™ < —nTlogg* + (|6%| + 0"7]) T|b* — Ag™7|.

D.8 Consistency of BBF

An and Dasguptal [2024]] showed that it is possible (via Theorem 6) to compute g*, the prediction in
G that minimizes d(7, -). In particular, by Theorem 6 from the above paper, g* is the BF prediction
when one solves BF with polytope P* = {z € AX¥: Az = b*}. Recall that for BBF to be consistent,
there must be a way for its prediction to tend to g*. Indeed, we’ll show that under the correct
conditions, BBF can approximate BF with P* arbitrarily well. This means that g**f — ¢*, which is
what it means to be consistent.

We’ll prove consistency as follows. First, we’ll show that as the BBF priors concentrate in a certain
way (or rather the BBF hyperparameters tend to infinity in a certain way), we’ll have Ag®*f — b*.
(In particular, we need the LF accuracy (resp. class frequency) priors to concentrate around the
empirical LF accuracies (resp. class frequency).) This fact will play an important role as it ensures all
the following things happen. Then, one recalls or observes that g*®/ can be interpreted as being an
approximation to ¢g”®", the optimal solution of BF with Py,.. It’ll then be shown that as Ag®®f — b*,
g’;Z; — g%, At the same time, by the way P, is constructed, g**" — ¢*, which means that
g7 =g

Since we have abused notation in the previous sections, let oz;-’ be a; — 1 where «; is the gth
hyperparameter to the Dirichlet prior in BBF’s generative process. Like above, we’ll have of =

K o (Recall that we had used o, , 3/, to denote p,,1 — 1, puo — 1 respectively.)
=17 w? Mw p p P y
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Lemma D.19. Suppose for each w € [W] and j € [K] that o, By,, ] — 0o. Moreover suppose
that

K
lal, — bk (al, +8.) — 0 and a;-'—w;.‘ ZO‘;'I’ =0
j'=1

1
! W ond o — E o
w 1—b* 7 —wk
w j o
7 =1
J'#d

for each w and j. Then, Ag®®f — b*.

Proof. To simplify the argument, we’ll add the Beta and Dirichlet normalizing factors into the BBF
objective. This does not change the argument in a substantial way because of two factors. First, we
are concerned with the mode of Beta and Dirichlet distributions, adding or removing the normalizing
factor does not change the mode. Second, the proof depends on the fact that the non-entropy terms
tend to infinity (whereas the entropy term remains bounded). Removing the normalization terms does
not prevent the other terms from going to infinity.

So, abuse notation and say B(«, 3) is the Beta function while B() is the multivariate Beta function.
The modified BBF objective that we are considering is

w

min, |27 logz — 3 [af, log (yu(2)) + A, log (1 = 7 (2)) — log B(pur, pu2)
z K w=1

K
- Za; log (mj(2)) +log B(d@)|. (15)
j=1

Before getting started, recall that the mode of the Beta distribution is o/, /(a/, + 3,). Similarly,
the j*" element of the mode of a Dirichlet distribution is o/ /afj. Moreover, as o, 3,,, o] increase,
the variance decreases so that the density (and therefore the log density) increases unboundedly.
So, suppose that a;,, 3,/ are very large (for w € [W],j € [K]). Since the BBF objective is
minimization, this means that the negative log-pdfs of the Beta (resp. Dirichlet) distributions are
small when the value of 7,,(2) (resp. 7;(2)) is close to the mode. Moreover, how small these values
can get is unbounded below.

Therefore, the optimal z cannot just minimize the entropy term. To minimize the BBF objective, the
other terms must also be made small. Moreover, minimizing these log-pdfs are the priority since
they’re larger in absolute magnitude compared to the entropy term. By assumption, (and with a
little rearranging), one can see that the mode for the w'" Beta function (w'" summand) tends to
b . Similarly, the j'"* mode of the Dirichlet mode tends to w?. So, to make all the non-entropy
terms small, z must be chosen so that Az is close to b* (which one recalls is an abuse of notation
and is a concatenation of the LF accuracies by, and class frequencies wy). Since there is a set of z’s
such that Az is ‘close’ to b*, one can choose a z from that set to minimize the entropy term. Now,
as o), ., o/ increase, the pdfs concentrate, meaning Az — b* in order for the objective to be

LW J
minimized. O

Now, we show that "/ — gbar.
Lemma D.20. Take the same assumptions as Lemma Then, as AgP®T — b*, gP®f — gbor,

Proof. Recall from our discussion of barrier method type analysis in Subsection that the comple-
mentary slackness condition is what controls how close we are approximating the ‘original problem’.
That is, a convex program with a log-barrier approximation to a feasible region (f1(z) < 0 in that
example) produces an approximate solution to the original problem. Reprinting, the following is the
‘original problem’:

p* = min_fo(x)

f1(2)<0
Ax=b
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with solution z*. The problem with the log-barrier approximation to f1(z) < 01is

. 1
p(t) = min fo(z) — > log(—fi(z))
with solution z*(t). The result was that as t — oo, *(t) — «* as the latter problem approximated
the original problem arbitrarily well.

The same idea applies here for our case. To be explicit, what happens is that the problems being
solved eventually match, which is why «*(¢) — «*. In our case, the KKT for the BBF problem will
match the KKT conditions for BF with Py,,.. Upon inspection of Theorem [D.12} we must show that
tws thy,s T TJ/» each tend to infinity as Agbbf — b* for the BBF problem and BF with Py, to match
(and to prove our claim).

We start with ¢,, and ¢/,. Reprinted, they are

Vo . L=
—\ w T .

(Vi = by + €w) Bio(=va + b5 + )

For each of these terms, we are interested in the case where €, = ej; = §. In the other case,
the denominator has «/,§ or ;,6, which can be arbitrarily small as § is arbitrary. Recall from
Lemma that v = y,! ¢** /N () — b%,. In particular, we can write +;;, in terms of o/, and
3. . Letting & be a term to account for the deviation (as [Ag**/],, doesn’t equal b)),

o, +
p= et

Now, by assumption, o, — b% (o, + f.,). This means that both o, and o/, + ¢ tend to b% (o, + 31,)
or ¢ — 0as al,, 3., — oo. To reduce clutter, we drop the reference to w, noting that all quantities
we’re dealing with are scalars. Replacing +;;, with the fraction involving &, we have

t =

w —

o' +¢ £
;o o B 1+ &
(o/ + ) (&35 +b7 +0) o/ +E-br (@ +5)+0

Recall that § was arbitrary, meaning we can absorb anything in front of it. For the numerator, we
can clearly see that it tends to 1 as o’ — oo. For the denominator, since o’ + ¢ tends to b* (o’ + ')
and ¢ can be arbitrarily small, the denominator tends to 0 and ¢’ tends to co. Similarly for ¢, we use
1=, =1— (o, +8)/(a, + B,,) to get
B —¢
B
—a/ =+ b (o +5)+ 6

and the same argument from above works, this time using £ — 0 and o, — b* (o, + 8')w-

ty =

Now, we move on to 7; and 7/, which proceeds in a very similar way as the above. Lemma
shows that 75 = ejT g®f /N — w?. Like before, we write
/
a;+§

v, = .
J /
Qg

Since 77; — w;, and oz;- — w;-‘ o), we have £ — 0. As above, we're interested in the case when the
denominator is not just §. Written out,

wk wt ek
T ag(m —wi +9) aa(a;;& — w4 0) (o + & — agw; +0)
0

The numerator tends to a constant while the first three terms in the denominator tend to 0 while é can
be made arbitrarily small. Hence TJ/- — Q.

/

To see that 7; also tends to infinity, observe that oy > ag — aj,

argument with very minor changes.

Theorem D.21 (Theorem . Under the conditions of Lemma|D.19| BBF is consistent. Le. g**f —
g*. This happens because 0°F — §*.

so that we can apply the above
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Table 3: Comparison of our proposed method with baseline methods with respect to accuracy. Bolded
entries are indistinguishable via two-tailed paired t-test with p = 0.05.

Dataset IMDB  YouTube SMS CDR  Yelp Commercial Tennis TREC SemEval ChemProt AG News

MV 73.68 85.02 93.94 7236 72.38 90.61 86.85  54.51 79.07 54.67 81.38
DS 50.31 83.88 87.18 45.77 72.97 93.57 86.54  47.66 73.53 52.66 81.79
DP 72.75 74.45 81.52 64.41 57.86 89.79 86.57  45.85 72.78 56.17 81.71
FS 74.45 83.61 91.90 73.62 74.01 87.31 85.95  50.10 12.15 52.37 81.28
MeTalL 72.43 70.54 79.67 60.20 54.47 89.79 86.57  43.73 54.58 55.86 81.84
iBCC 74.44 45.69 84.55 60.92 68.30 83.31 87.19  21.02 30.19 35.09 26.57
EBCC 74.43 45.69 84.55 62.98 69.67 83.31 87.30  21.02 30.19 35.09 27.81
CLL 72.77 85.19 93.86 71.24 72.04 49.99 49.92  59.34 84.21 52.37 80.97
HyperLM  75.03 90.99 93.86 72.58 74.42 88.20 87.20  60.02 84.21 52.32 81.38
WeaSEL  50.49 60.84 54.13 51.64 57.16 45.15 57.79  20.81 11.14 21.41 32.29
Denoise  80.26 81.45 94.02 73.17 75.04 94.24 76.87  49.81 73.53 57.85 87.61
FABLE 72.16 87.71 93.94 71.64 69.44 92.55 86.56  53.64 73.61 54.42 81.38
BBF 72.47 89.47 93.86 71.29 71.81 90.85 84.56  59.88 84.21 52.47 81.40
g* 74.50 93.92 93.90 76.52 74.77 93.59 86.64  63.75 84.21 61.26 82.24

Proof. We have just proven in Lemma that g**f — ¢ It suffices to show that under the
assumptions of our claim, g**" — g*.

To do that, it suffices to show that Py, — P* = {z € AX: Az = b*} under the assumptions of the
theorem statement. This is because|An and Dasguptal [[2024]] showed in Theorem 6 that solving BF
with P* gives g*. Recall that P, was defined as follows:

Pur ={z€ AR : 0" —¢ <Az <b* + €T}

It would suffice to show that €™, e~ both converge to 0. We now remind the reader of the definitions
of e and e~. Fori € [W + K] and b; = [Ag**/];,

e =1(bF > b)(b: —b;)+6 and e =1(b; > b)(b; — bY) + 0.

By definition, at least one of these is equal to J, which is some arbitrary but small positive number.
In Lemma , we showed that b; — b;. Thus, given the assumptions of the theorem, €, € are

each either already 4, or tend to 6. This means that every element in ¢ and €~ is arbitrar%ly gmall,
showing that P,,,, — P* as the BBF hyperparameters grow. As BBF is essentially solving the BF

problem that gives g*, g”*/ will have the same weights as ¢*, i.e. **f — 6*. O

E Extra Experimental results

In this section, we present extra experimental results. Specifically, the accuracies of label models for
which F1 scores were reported in the main paper and the standard deviations of the F1 scores and 0-1
losses reported. Also, we present the BBF consistency experiments for all datasets used in the main

paper.

E.1 0-1 Loss and Standard Deviations

In the main paper, we followed [Zhang et al.|[2023]] and included a mix of F1 scores and 0-1 loss
depending on whether the dataset had two classes. Here, we provide the accuracies achieved by each
label model on every dataset, regardless of whether there are two classes or not.

In Table 3] we see the accuracies of our proposed method and the other baseline methods. Against
FABLE, our proposed method has similar or better performance on most datasets. On Commercial,
Tennis, and ChemProt, the performance of BBF was slightly worse than FABLE. With respect
to HyperLM, BBF was similar or better on the majority of datasets, only being worse on IMDB,
YouTube, CDR, Yelp.

Here are the standard deviations for F1 score (Table[)) and 0-1 loss (Table[3). For brevity, we only
show standard deviations for methods that had randomness. We see that WeaSEL had the largest
standard deviation while the standard deviation for other methods were not very large.
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Table 4: Comparison of F1 score standard deviations for random baseline methods.
Dataset IMDB YouTube SMS CDR Yelp Commercial Tennis

DP 0.07 1.50 0.73 7.63 1.66 0.00 0.00
MeTaL 0.16 0.00 0.73 6.18 0.45 0.00 0.00
EBCC 0.00 0.00 0.00 0.00 0.03 0.00 0.02
WeaSEL  10.89 6.67 6.29 13.42 7.77 4.63 17.22
Denoise 1.13 0.43 0.38 0.10 1.33 1.06 41.74
FABLE 0.26 0.37 0.00 0.16 0.16 0.23 0.06

CLL 0.00 0.00 0.00 0.07 0.00 0.15 4.02

Table 5: Comparison of accuracy standard deviations for random baseline methods.

Dataset IMDB YouTube SMS CDR Yelp Commercial Tennis TREC SemEval ChemProt AG News

DP 0.16 2.63 0.55 192 3.90 0.00 0.00 0.80 0.25 0.46 0.25
MeTaL 0.16 0.00 047 123 1.01 0.00 0.00 1.96 3.45 0.51 0.26
EBCC 0.00 0.00 0.00  0.00 0.04 0.00 0.06 0.00 0.00 0.00 0.00
WeaSEL  4.68 7.63 1211 5.73  3.68 8.93 5.84 3.40 2.16 4.91 2.69
Denoise ~ 1.24 0.34 0.11  0.11 227 0.51 13.99 0.08 0.00 0.20 0.47
Fable 0.28 0.33 0.00 0.06 0.21 0.11 0.03 0.47 0.24 0.68 0.04

CLL 0.00 0.00 0.00 0.05 0.01 0.11 5.07 0.01 0.00 0.00 0.03

E.2 Experimental Results for BBF’s Consistency

In this section, we present experimental results showing the consistency of BBF on real datasets. The

eleven datasets used in the main paper are considered again in the same setting — we allow BBF to

label all datapoints (by combining the provided train/validation/test splits). Recall from our previous

section that for ¢g”®/ — ¢*, we need the prior distributions for LF accuracies and class frequencies

to concentrate around their empirical values. This is done by using the labels of the datapoints to

compute by, and w}. The hyperparameters for the Beta distributions are set with scale factor s as
puwr = sby, + 1, pu2=s(1-0by)+1 and a; =swj+ 1.

w
One is added so the conditions of Lemma[D.19]are satisfied. We vary the scale by taking values in
{10%,...,105} for 5 trials total for each dataset. To check for consistency, we measure the average

KL divergence between g*®/ and 7. Namely, %d(n, g"7). The provided graphs have a log-log scale
and show that the rate of convergence is linear.
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Figure 2: Convergence of g*®/ to g* on the IMDB dataset with respect to scale factor s.
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Figure 3: Convergence of g**/ to g* on the Youtube dataset with respect to scale factor s.
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Figure 4: Convergence of g*®/ to g* on the SMS dataset with respect to scale factor s.
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Figure 5: Convergence of ¢g”®/ to g* on the CDR dataset with respect to scale factor s.
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Figure 6: Convergence of g*®/ to g* on the Yelp dataset with respect to scale factor s.
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Figure 7: Convergence of ¢g”®/ to g* on the Commercial dataset with respect to scale factor s.
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Figure 8: Convergence of ¢g”®/ to g* on the Tennis dataset with respect to scale factor s.
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Figure 9: Convergence of g*®/ to g* on the TREC dataset with respect to scale factor s.

36



10° 4 — Ld(g", "

10-1 4

KL Divergence

1072 4

10! 10?2 103 104 10°
Hyperparameter Scale (s)

Figure 10: Convergence of g**f to g* on the SemEval dataset with respect to scale factor s.
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Figure 11: Convergence of g**f to g* on the ChemProt dataset with respect to scale factor s.
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Figure 12: Convergence of g**/ to g* on the AG News dataset with respect to scale factor s.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have ensured that the abstract’s scope/claims matches the scope and claims
of the main paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have included a section on limitations at the end of the main paper.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide informal statements and provide motivation for why our claims
are true in the main paper. In the Appendix, the complete formal statement and proof are
included for every theoretical result.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have stated the hyperparameter settings when they deviate from the default
and also noted when the defaults were used. We have also stated the package versions for
packages that perform functions that affect the experimental results.

Guidelines:

» The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The exact code and hyperparameter settings used to produce the results is
provided in the supplementary material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have provided all details needed to reproduce the results stated in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We performed a two tailed paired t-test with p = 0.05 when comparing the
performance of models that were random in nature (Table[2).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The relevant hardware specifications for the computer used were stated in the
paper.
Guidelines:
* The answer NA means that the paper does not include experiments.
 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed the Code of Ethics and our work conforms with it.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This work is mainly theoretical in nature and does not have direct paths to
negative applications/negative societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: We do not believe that the model described in this paper is one that has a high
risk for misuse because it is a method to combine existing classification models. We also do
not release any data.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the original papers for code packages in the main paper and
included their licenses. For the datasets we use in this paper, they are all repackaged, though
we include the original license if we found it online.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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13.

14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The code used to run the paper along with documentation on how to set it up
is included in the supplementary material.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper did not do any crowdsourcing, nor did it do research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper did not do any crowdsourcing, nor did it do research with human
subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs were not used in any capacity for any aspect of this paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

45


https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related Work
	Preliminaries
	Hyper Label Model
	Balsubramani-Freund with Log-Loss

	Our Proposed Method
	The Generative Process
	The Joint Distribution
	Computing the Posterior Label Distribution

	Statistical Analysis of Our Proposed Model
	g^bbf is a Weighted Majority Vote
	Consistency
	Rates of Convergence

	Experiments
	Methods
	Datasets
	Comparison with Other Label Models
	Consistency of BBF

	Limitations
	Appendix Overview
	Notation Recap
	BBF Posterior Label Distribution Concavity (Lemma 4.1)
	The Remaining Theoretical Results
	Bounding the Value of A
	BF with Polytope P_bar
	Dual Program and KKT conditions for BF with P_bar
	Preliminaries for Barrier Method Type Analysis
	BBF's Objective has a Log-Barrier Approximation to P_bar
	Extending the argument for class frequencies
	g^bbf is a BF prediction
	Relating the Entropy of g^bbf with g^bar 

	Error Bound for g^bar
	Formal Proof of BBF Error Bound
	Consistency of BBF

	Extra Experimental results
	0-1 Loss and Standard Deviations
	Experimental Results for BBF's Consistency


