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Abstract
Large language models (LLMs) have demon-001
strated impressive capabilities across diverse002
NLP tasks, yet they still struggle with hallu-003
cination due to limited parametric knowledge.004
Retrieval Augmented Generation (RAG) ad-005
dresses this issue by integrating non-parametric006
data stores. However, straightforward integra-007
tion of information retrieval or end-to-end train-008
ing of these components often leads to subop-009
timal results or computational inefficiency. In010
this work, we introduce RAG-LER, a frame-011
work that enhances an LM’s context under-012
standing and improves the quality and accu-013
racy of provided passages through an LM-014
supervised re-ranker. RAG-LER fine-tunes015
a pre-trained LM to follow instructions and016
discriminately use provided information. It017
then leverages this fine-tuned LM to generate018
ranking scores, which serve as supervised la-019
bels for training the re-ranker. By harnessing020
LLMs’ strong capabilities, our approach elimi-021
nates the need for manual human labeling in re-022
ranker training while achieving improved per-023
formance. Experiments demonstrate that RAG-024
LER outperforms existing retrieval-augmented025
LMs on open-domain QA and fact-checking026
tasks, while exhibiting consistently improved027
performance when applied to different LMs,028
highlighting its versatility and effectiveness1.029

1 Introduction030

Large language models have shown their capabili-031

ties on various tasks (Brown et al., 2020; Touvron032

et al., 2023b), but even with a huge number of pa-033

rameters, they still have limited memorization of034

factual knowledge and are constrained by the out-035

dated knowledge they were trained on. Retrieval036

Augmented Generation (RAG) (Lewis et al., 2020;037

Guu et al., 2020) augments the input with relevant038

passages retrieved from non-parametric corpus, re-039

ducing the hallucination in knowledge-intensive040

1Our code and training data will be made publicly available
after review.

tasks and updating LLMs knowledge without train- 041

ing. Thus, the quality of retrieved passages be- 042

comes crucial during generation since irrelevant 043

passages can lead to worse performance(Mallen 044

et al., 2022; Shi et al., 2023a). Most previous 045

approaches utilize several sub-modules like pas- 046

sage retrieval and re-ranking (Petroni et al., 2020a; 047

Izacard and Grave, 2020; Izacard et al., 2023) for 048

non-parametric knowledge selection. These ap- 049

proaches train the sub-modules with LLM end-to- 050

end or combine them directly, training end-to-end 051

improves the performance but reduces the mod- 052

ularity and costs large computational resources, 053

combining these separately trained modules also 054

underperforms as their different data representa- 055

tions. 056

This work presents RAG-LER, a retrieval- 057

augmented framework that uses LLM’s strong con- 058

text understanding capability to enhance the re- 059

ranker and takes the retriever as a replaceable sub- 060

module. RAG-LER is initialized with an arbitrary 061

retriever, re-ranker, and a pre-trained LM. Given an 062

input, RAG-LER retrieves relevant passages, each 063

retrieved passage is prepended to the input individ- 064

ually and fed into the re-ranker, re-ranker re-scores 065

these passages according to the relevance scores 066

between these passages and the input, then the LM 067

generates prediction given the input and re-ranked 068

passages. 069

RAG-LER instruction-tunes an arbitrary LM on 070

a diverse collection of instruction-following and 071

text comprehension data. We augment the input 072

with passages to train LM using the given passages’ 073

information. When irrelevant passages are pre- 074

sented, RAG-LER chooses to abstain (Zhou et al., 075

2023; Feng et al., 2024), we replace the label with 076

a special token which indicates that the given pas- 077

sages have no useful information. This can be a 078

signal to direct the passage retrieval and reduce the 079

chance of hallucination. The key idea of our frame- 080

work is to integrate the strong capability of LLM 081
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Figure 1: Overview of RAG-LER. RAG-LER combines the strong performance of LLM on classification and
efficiency of cross-encoder, re-ranking retrieved documents. RAG-LER firstly aligns the LLM and improves its
capability of context understanding by instruction-tuning, then utilizes fine-tuned LLM to enhance the re-ranker.

with re-ranker, our trained LM can further be used082

to supervise the re-ranker. We use trained LM to083

generate the relevance score for the passages, train-084

ing the re-ranker model with an objective aligns085

the distribution with LM. This eliminates the man-086

ual relevance labelling which requires huge human087

effort.088

Our experiments demonstrate that RAG-LER089

improves performance on tasks under both open-090

book and closed-book settings, including Open-091

domain QA and Commonsense Reasoning. RAG-092

LER outperforms retrieval-augmented LMs which093

have larger sizes and fuse more passages. In par-094

ticular, RAG-LER outperforms RA-DIT (Lin et al.,095

2023b) on three tasks, Atlas (Izacard et al., 2023)096

on all tasks. Our analysis shows the effectiveness097

of our approach across different retrieval methods098

and LLMs that vary in size and architecture, as well099

as the importance of each component and training100

strategy. Our contributions can be summarized as101

follows:102

• We introduce RAG-LER, a framework that103

enhances the accuracy and factuality of Large104

Language Models (LLMs) through an innova-105

tive LM-enhanced re-ranker.106

• We develop a unique approach to train a re-107

ranker using an LLM as a supervisor. This108

method eliminates the need for manual human109

labeling, making the training process more 110

efficient and scalable. 111

• We demonstrate the consistent performance 112

of our tuned re-ranker across LLMs of vary- 113

ing sizes and architectures, highlighting the 114

versatility and robustness of our approach. 115

2 Related Work 116

Retrieval Augmented Generation. Retrieval 117

Augmented Generation (RAG) augments the input 118

with relevant information retrieved from an exter- 119

nal knowledge base, improving the performance on 120

various knowledge-intensive tasks (Lewis et al., 121

2020; Guu et al., 2020). Izacard et al. (2023) 122

pre-trains the retriever and LM in an end-to-end 123

style, followed by fine-tuning in few-shot setting 124

on downstream tasks. Lin et al. (2023b) fine-tunes 125

retriever with instruction-tuned LM. Most prior 126

works focus on retrieving relevant documents once 127

and feeding several of them into the LM. Some 128

recent works present adaptive retrieval, Jiang et al. 129

(2023) uses the upcoming prediction to retrieve rel- 130

evant documents to regenerate the sentences with 131

low-confidence tokens. Asai et al. (2023) trains 132

LLM using synthetic data to decide whether re- 133

trieval is needed and the relevancy of retrieved pas- 134

sages. Although RAG makes great progress, it still 135

has some disadvantages. Not all retrieved passages 136
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are useful, retrieval can even hurt the performance137

(Shi et al., 2023a; Maekawa et al., 2024). Mallen138

et al. (2022) investigates in what scenario retrieval139

is necessary for current LLMs. To deal with irrele-140

vant passages, Yoran et al. (2023) trains LMs to be141

robust with irrelevant passages using mixed data142

containing relevant and irrelevant passages. Feng143

et al. (2024) uses multi-LLM collaboration to ab-144

stain when lacking the relevant information. Our145

method trains an LM to understand the input con-146

text and learn to abstain when irrelevant passages147

are given, we also train a re-ranker which re-scores148

the passages to reduce the length of input context.149

Information Retrieval. Information retrieval in-150

volves identifying and retrieving information from151

knowledge resources, which has been used broadly152

in current NLP tasks. Chen et al. (2017) combines153

sparse retrieval method with reader component on154

Open-domain QA. Sparse retrieval represents text155

using term frequency, making it hard to capture156

the semantic meaning of the text. Dense retrieval157

uses dense vectors to embed the meaning of the158

text, retrieving by calculating the similarity like159

the inner product of two vectors. Lee et al. (2019)160

pre-trains the retriever with an unsupervised In-161

verse Cloze Task (ICT) and trains the retriever and162

reader jointly. Karpukhin et al. (2020) represents163

input and passages by a dual-encoder framework.164

Izacard et al. (2021) trains unsupervised dense re-165

trievers with contrastive learning, showing com-166

petitive generality with BM25. Lin et al. (2023a)167

trains retriever using diverse query and relevance168

label augmentation, improving on both supervised169

and zero-shot retrieval. RAG-LER uses the sparse170

or dense retriever for relevant information retrieval,171

taking it as an interchangeable component.172

Passage Re-ranking. Re-ranking retrieved pas-173

sages aims to further improve the quality and accu-174

racy of passages. Nogueira and Cho (2019) fine-175

tunes BERT (Devlin et al., 2019) to re-rank relevant176

passages, which is the first method using a trans-177

former model for re-ranking tasks. Most works use178

a cross-encoder model to re-rank in pointwise style,179

in which documents are scored independently and180

ranked according to the scores, Ma et al. (2023)181

introduces a listwise ranking method that directly182

generates a reordered list. Nogueira et al. (2019)183

proposes monoBERT and duoBERT that formulate184

the ranking problem in pointwise and pairwise style185

respectively. Yet using an encoder-based model has186

been shown efficient, current works focus on lever-187

aging the strong capability of LLMs for re-ranking 188

tasks. Nogueira et al. (2020) uses a pre-trained 189

sequence-to-sequence model to re-rank passages 190

with generation-based method. Sun et al. (2023) 191

studies the re-ranking capability of decoder-only 192

LMs and proposes a distillation method that dis- 193

tills the passage re-ranking capability of ChatGPT 194

into a smaller model. Our method leverages LLMs’ 195

strong capability to supervise the re-ranker training. 196

We do not prompt LLM to generate ranking order, 197

we take the distribution as supervised label, which 198

is a more fine-grained and interpretable signal. 199

3 RAG-LER 200

A new framework RAG-LER is introduced, which 201

combines the strong capability of LLM and effi- 202

ciency of cross-encoder to enhance the LLM, as 203

shown in Figure 1. We fine-tune an LLM to align it 204

and improve its capability of context understanding. 205

The fine-tuned LLM is capable of distinguishing 206

the helpful passage and reflecting its confidence 207

in the given passage, by utilizing this, we let fine- 208

tuned LLM generate relevant labels to further train 209

re-ranker. RAG-LER improves the performance 210

of both LM and re-ranker without sacrificing their 211

original capability. 212

3.1 Instruction-tuning Language Model 213

The passages given to the LM are retrieved by se- 214

mantic similarity when utilizing the dense retriever 215

(Karpukhin et al., 2020), which are not always rele- 216

vant passages 2 that can help LM respond correctly. 217

Therefore, LM should be robust for irrelevant pas- 218

sages and try to avoid using them. On the contrary, 219

the LM should be capable of utilizing the relevant 220

passages. Alternatively, our method contains a 221

trained re-ranker (see Section 3.2) to help distin- 222

guish the relevant and irrelevant passages. 223

To make LM focus on the given passages, we 224

fine-tune the LM on the datasets of Reading Com- 225

prehension task, which trains the LM to answer by 226

utilizing the given passages. Formally, we take the 227

input (p ◦ x) and output y, where x and p repre- 228

sent the user input and passages respectively, some 229

items in the datasets offer the irrelevant passages 230

which can not be used to answer the question, in- 231

stead of answering based on the irrelevant passages 232

or LM’s parametric knowledge (Lin et al., 2023b), 233

we add a special token No Answer which LM will 234

2It’s important to note that while some passages may be
semantically similar to the user input, they may not necessarily
contain useful information for answering the query.
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Figure 2: RAG-LER re-ranker training process. Given prompt and retrieved passages, re-ranker’s distribution
approaches LLM’s distribution by reducing the KL Divergence.

respond with, we think it will notify users to specify235

the query more for better retrieval or directly use236

the LM’s parametric knowledge to answer rather237

than hallucinating. During training, C′ contains238

the passages {pi | i = 1, · · · , n} where n is the239

number of passages in the datasets. Additionally,240

we use instruction-tuning to make LM follow the241

human instructions. We fine-tune the LM with the242

standard next token prediction objective:243

maxE(x,p,y)∈DL
logPLM (y | p ◦ x) (1)244

where ◦ denotes the concatenation of sequences.245

We format our passage as Liu et al. (2023).246

Although another method suggested by Longpre247

et al. (2021) is training LM with substituted enti-248

ties to make it answer with passages, it will also249

train the LM to memorize the false facts, in real-250

world scenarios when retriever doesn’t give LM251

the relevant passages, LM may try to answer based252

on their parametric knowledge which is factually253

false. Recent work (Kang et al., 2024) also shows254

that the unfamiliar data items used for fine-tuning255

affect how LLMs hallucinate. For these reasons,256

we choose to make LM respond No Answer instead257

of errors appearing in fine-tuning data during infer-258

ence.259

3.2 Re-ranker Enhanced by LM260

In RAG architecture, LMs are provided with rel-261

evant passage C′ retrieved by retriever (sparse or262

dense), however, these retrieved passages typically263

are from a large corpus C, which makes retriever264

struggle to accurately find the relevant passage.265

Add another re-ranker has been an effective way266

(Nogueira and Cho, 2019; Xiong et al., 2020; Fang267

et al., 2024) to offer models more suitable infor-268

mation, which reorders the retrieved candidate pas-269

sages C′ ⊂ C and gives the relevant passages a 270

higher score. Inspired by leveraging the output 271

from the Language Model (LM) as supervised la- 272

bels to train the retriever(Shi et al., 2023b), we ap- 273

ply these labels to train the intermediate re-ranker 274

instead, which we think it will benefit from: (i) Dif- 275

ferent from retriever fine-tuning, we separate the 276

LM and the retriever to decrease the conjunction 277

of LM to specific retriever, the middle re-ranker is 278

typically smaller, cost-effective for training, and 279

brings the similar improvements as fine-tuning re- 280

triever, fine-tuning the retriever needs to take the 281

information about the entire corpus which is com- 282

puting intensive. (ii) We don’t need to train an- 283

other retriever from the beginning when we want 284

to use other retrievers. As the upper bound of our 285

re-ranker’s capability is dependent on the accuracy 286

of retriever, we can easily leverage other capable 287

retrievers seamlessly. (iii) As the retriever needs 288

to retrieve from a large corpus, the relevant pas- 289

sage may not be given a high-ranking score, which 290

puts the relevant passage in a later position, one 291

typically needs to provide several passages for LM 292

to make sure the provided information is given. 293

It takes the issues of limited context window and 294

lost in the middle (Liu et al., 2023). By utilizing 295

the fine-tuned re-ranker, we give the relevant infor- 296

mation a higher score, this reduces the number of 297

passages given to the LM and eliminates the issue 298

of distracting the LM with irrelevant information. 299

Some passages are relevant as they contain some 300

general information (Fang et al., 2024), as these 301

passages are relevant but not helpful for generating 302

correct answer, our objective is to make middle 303

re-ranker re-rank the relevant passages C′ for the 304

generative LM. As shown in Figure 2, we mini- 305

mize the KL divergence between the re-rank score 306
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PR(p | x) from the re-ranker:307

PR(p | x) = es(x,p)∑
p′∈C′ es(x,p

′)
(2)308

and the LSR (LM-Supervised Reranking) score309

PLSR(p | x, y) from the LM:310

PLSR(p | x, y) = ePLM (y|x,p)/γ∑
p′∈C′ ePLM (y|x,p′)/γ (3)311

where γ is a hyperparameter. C′ denotes retrieved312

passages from corpus C. s(x, p) represents the rel-313

evance score assigned by the re-ranker to passage314

p given input x. Theoretically, the relevance score315

s(x, p) can be computed as the cosine similarity be-316

tween the input embedding E(x) and passage em-317

bedding E(p). In this work, we employ an encoder-318

based model with a specialized head layer, which319

is trained to directly generate a relevance score.320

We compute PLM (y | x, p), which represents the321

language model’s confidence in generating output322

y given input x and passage p. The re-rank score323

indicates which passage the re-ranker deems most324

likely to assist the language model in generating325

the correct answer. The LSR score quantifies the326

language model’s confidence that passage p ∈ C′327

will contribute to generating the correct answer.328

Given a training sample (x, y) from the re-ranker329

fine-tuning dataset DR, we train the re-ranker by330

minimizing:331

L = E(x,y)∈DR
DKL(PR(p | x) ∥ PLSR(p | x, y))332

Train re-ranker with KL Divergence loss helps333

it align more with the generative LM. We can then334

take the passages with the top-k highest score as the335

relevant evidence, significantly reducing the input336

context length for generative LM and relieving the337

issue of lost in the middle.338

4 Experiments339

4.1 Datasets340

Training. We train the generative LM and re-341

ranker respectively. As shown in Table 4, we use342

datasets DL and DR to fine-tune the generative LM343

and re-ranker. For the generative LM training, we344

mainly focus on improving the model’s capability345

to utilize the knowledge in the passages, we sample346

instances from Open-Instruct (Ivison et al., 2023),347

Hugging Face (Lhoest et al., 2021) and NewsQA348

(Trischler et al., 2016), we download NewsQA 349

from Microsoft 3. We add instruction-tuning data to 350

make LM better follow the instructions. For the re- 351

ranker training, we focus on making re-ranker dis- 352

tinguish between the passages that can help answer 353

the question and the passages that can’t. We sample 354

items from Natural Questions (Kwiatkowski et al., 355

2019) and HotpotQA (Yang et al., 2018) 4. To train 356

re-ranker improving the score of relevant passages 357

in a real way, we first use a retriever to retrieve 30 358

passage candidates, then strip the items containing 359

0 and 30 relevant passages, which results in 41k 360

items (see Appendix A.1 for data details). 361

Evidence Corpus C. During training, we use Dec 362

2018 Wikipedia dump released by Karpukhin et al. 363

(2020) 5 as evidence corpus. For the rest of experi- 364

ments, we use Dec 2021 Wikipedia dump released 365

by Izacard et al. (2023) as our evidence corpus 366

which contains 33M passages, each with fewer than 367

200 words. 368

4.2 Baselines 369

We compare our model to the base Llama2 models 370

(Touvron et al., 2023b) in the 5-shot In-Context 371

Learning setting, combined with re-ranker not 372

trained on our DR, and state-of-the-art Retrieval- 373

Augmented LMs including Atlas (Izacard et al., 374

2023) which jointly pre-trains encoder-decoder 375

based LM and retriever, then fine-tunes with 64- 376

shot downstream examples. RA-DIT (Lin et al., 377

2023b) uses decoder-only based Llama 65B (Tou- 378

vron et al., 2023a) as its base model, combined 379

with a retriever supervised by LM, it’s similar to 380

our method. However, it aims to improve the ca- 381

pacity of retriever by fine-tuned LM. 382

4.3 Settings 383

Training. We use Contriever-MS MARCO (Izac- 384

ard et al., 2021) to retrieve top-30 passage candi- 385

dates in our training data of re-ranker. For re-ranker, 386

we use ms-marco-MiniLM-L-6-v2 6 from Sentence 387

Transformer (Reimers and Gurevych, 2019) as our 388

re-ranker base, which is a distilled BERT model 389

3https://www.microsoft.com/en-us/research/
project/newsqa-dataset

4We use HotpotQA dataset for both LM and re-ranker
training, we sample items and there is no overlap of both
sampled data.

5From observation of our early experiments and prior
works, the 2018 Wikipedia dump works better for our re-
ranker training.

6https://huggingface.co/cross-encoder/
ms-marco-MiniLM-L-6-v2

5
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ARC-C OBQA BoolQ PIQA WinoGrande CSQA
Model (acc) (acc) (acc) (acc) (acc) (acc)
Llama27B 47.3 52.6 57.7 54.3 52.2 52.7
Llama213B 65.2 63.2 66.3 60.2 54.0 65.8
RAG-LER7B 64.9 64.0 66.9 74.8 52.6 67.9
RAG-LER13B 72.6 69.8 78.0 74.3 54.9 72.8

Table 1: Results on Commonsense Reasoning tasks without retrieval. We evaluate on dev splits of the datasets.

NQ TQA HoPo FEV
Model (em) (em) (em) (acc)
Llama27B 37.9 72.6 28.3 82.2
Llama213B 41.0 75.8 32.6 84.0
Atlas 42.2 74.5 34.7 87.1
RAG-LER7B 41.8 77.6 34.0 64.7
RAG-LER13B 42.8 79.4 36.9 88.7

RA-DIT65B 35.2 75.4 39.7 80.7
RAG-LER7B 42.0 78.2 34.9 65.3
RAG-LER13B 43.2 80.1 37.3 88.8

Table 2: Results on KILT test sets of Open-domain
QA and Fact Checking. em, acc denote exact match,
accuracy respectively. Llama2 models are evaluated by
using 5-shot In-Context Learning.

with 6 layers for efficiency, and further fine-tuned390

on MS-MARCO dataset (Campos et al., 2016) to391

improve the capability of passage retrieval. We392

take Llama2 7B and 13B models (Touvron et al.,393

2023b) as our base generative model. We set hy-394

perparameter γ to 0.01 when getting LSR score.395

Inference. For most of our experiments, we take396

off-the-shelf Contriever-MS MARCO as our re-397

triever model, To compare with RA-DIT, we use398

Dragon+ (Lin et al., 2023a) as our retriever. We399

retrieve 30 passages for all retrieval-needed experi-400

ments. We take greedy search as our default gen-401

eration strategy. We evaluate our method on both402

open-book and closed-book settings, we evaluate403

Llama2 models using 5-shot In-Context Learning,404

we sample examples from corresponding training405

split, using retrieved top-1 relevant passage for sam-406

pled items in the open-book setting.407

5 Results408

We report our results on Open-domain QA and Fact409

Checking benchmark from KILT (Petroni et al.,410

2020b) in Table 2. RAG-LER improves perfor-411

mance significantly on both 7B (from 6.9% to412

20.1% on most of the datasets) and 13B (from413

4.4% to 13.2% on all datasets) models, however, 414

RAG-LER7B lags behind Llama27B on FEVER 415

(Thorne et al., 2018), we find that RAG-LER7B 416

tends to explain the fact and rectify the statement, 417

which is much easier for Llama2 to generate the 418

formally correct label with In-Context Learning. 419

In the meantime, our instruction-tuned model de- 420

creases the inference time and cost compared to 421

the original Llama2 model. Our RAG-LER out- 422

performs Atlas on all datasets, Atlas fine-tunes 423

on each dataset and evaluates with task-specific 424

models, while we evaluate on all datasets with the 425

same model. RAG-LER also achieves better perfor- 426

mance on most benchmarks compared to RA-DIT, 427

but still performs worse on HotpotQA which re- 428

quires multi-hop reasoning, it’s likely due to that 429

larger models with more parameters could better 430

capture and process contextual information simul- 431

taneously (Wei et al., 2022). 432

In addition to knowledge-intensive tasks, we also 433

evaluate our method on Commonsense Reasoning 434

tasks with closed-book settings, including ARC- 435

Challenge (Clark et al., 2018), OpenBookQA (Mi- 436

haylov et al., 2018), BoolQ (Clark et al., 2019), 437

PIQA (Bisk et al., 2019), WinoGrande (Sakaguchi 438

et al., 2019) and CommonsenseQA (Talmor et al., 439

2019). Table 1 presents our results compared to 440

Llama2 models. RAG-LER outperforms both 7B 441

and 13B models on all evaluation datasets, which 442

demonstrates our models’ strong capability on 443

tasks with and without retrieval. Despite training 444

our models with external passages, RAG-LER still 445

shows good performance without it, we think it 446

could be largely attributed to the benefit of fine- 447

tuning with instruction (Chung et al., 2022), which 448

improves the LM’s ability to understand inputs. 449

6 Analysis 450

We conduct analysis studies based on our 7B model 451

to get insights into our framework. 452
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Figure 3: Ablation studies. We evaluate on dev splits of NQ, TQA, and HotpotQA in different settings. We take
Llama27B as our vanilla LLM, and ms-marco-MiniLM-L-6-v2 as our vanilla re-ranker. Llama27B is evaluated with
5-shot In-Context Learning. All results use Contriever-MS MARCO as retriever.

6.1 Ablation Studies453

We conduct a set of ablation experiments to study454

the effects of each component and training strategy455

of our framework. We conduct ablation studies456

on Natural Questions, TriviaQA and HotpotQA.457

Figure 3 illustrates the results.458

Instruction-tuning LM. We study the effects459

of fine-tuning our generative LM with instruction,460

which is used to generate the training data for re-461

ranker. We evaluate pretrained Llama27B model462

and RAG-LER7B. We conduct the same train-463

ing strategy for re-ranker combined with Llama2464

model. We use 1-shot In-Context Learning to get re-465

ranker training probability 7 under the same condi-466

tions of RAG-LER. We evaluate both models with467

different numbers of retrieved chunks, as shown in468

Figure 3. Pretrained Llama2 model performs better469

with top-1 chunk, with more added chunks, RAG-470

LER gains more improvements. In the meantime,471

additional retrieved chunks even harm the capabil-472

ity of Llama2 model and degrade it monotonically,473

especially on multi-hop reasoning task which needs474

to combine multiple knowledge sources to answer475

the question. This aligns with the observation in476

prior works (Petroni et al., 2020a; Li et al., 2022;477

Maekawa et al., 2024). On the contrary, RAG-LER478

shows increasing performance with more chunks,479

it still degrades when given more than 5 chunks,480

but with less performance loss compared to pre-481

trained Llama2 model, which demonstrates the482

7Considering the inference cost, we use 1-shot ICL.

RAG-LER’s capability to reject the irrelevant pas- 483

sages. 484

Re-ranker supervised by LM. We conduct the 485

analysis of how training re-ranker supervised by 486

LM affects the performance of our model. We 487

evaluate the model’s performance with original ms- 488

marco-MiniLM-L-6-v2 and further trained corre- 489

spondent. As shown in Figure 3, combining with 490

LM supervised re-ranker improves the performance 491

on all cases with different numbers of chunks. Fur- 492

thermore, with our trained re-ranker, model per- 493

forms better with fewer chunks, which indicates 494

that re-ranker successfully ranks up the helpful pas- 495

sages compared to the original. 496

6.2 Performance among Different Retrievers 497

As our framework focuses on improving the ca- 498

pabilities of generative LM and re-ranker, we hy- 499

pothesize that greater retriever leads to better per- 500

formance, and the ability should maintain con- 501

sistency among different retrievers. We evaluate 502

whether the performance changes when the re- 503

triever changes on Natural Questions, TriviaQA, 504

and HotpotQA with our RAG-LER7B. We take 505

both sparse retriever (BM25)8 and dense retriever 506

(Contriever-MS MARCO and Dragon+). As shown 507

in Figure 4, the variety of retrievers doesn’t affect 508

the relative effectiveness among different settings, 509

using LM supervised re-ranker improves the per- 510

formance with different retrievers. We use the per- 511

formance without re-ranker as the norm of retriever 512

8We use Pyserini (Lin et al., 2021) for our BM25 retrieval.
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NQ HoPo

Trained by Llama27B Llama213B Mistral7B Llama27B Llama213B Mistral7B

No training 40.4 42.2 42.9 33.1 35.8 34.4
Llama27B 43.1 43.7 44.3 33.9 36.6 35.4
Llama213B 42.4 43.6 44.0 34.0 36.4 35.6
Mistral7B 41.6 43.1 43.7 33.7 36.4 35.9

Table 3: Performance of LLMs with different re-rankers on NQ and HotpotQA. The models are base models
used for instruction-tuning. Each column corresponds to the performance of an LLM, each row corresponds to the
performance of a re-ranker.

Figure 4: Performance across different retrievers based
on our 7B model. Training re-ranker consistently bene-
fits both Sparse and Dense retrievers.

performance, we can observe a better retriever com-513

bined with either untrained or LM-supervised re-514

ranker generally leads to better performance. De-515

spite this, it shows worse on Natural Questions516

using Dragon+ combined with re-ranker, which517

means that re-ranker doesn’t necessarily improve518

the performance in some cases, even with down-519

grades of untrained re-ranker, however, training520

with our method still gains improvement.521

6.3 Transferability of Re-ranker522

We further study whether our re-ranker fine-tuned523

by an LLM can be utilized by other LLMs. We eval-524

uate on NQ and HotpotQA with LLMs that vary in525

size and architecture. More specifically, we evalu-526

ate on instruction fine-tuned Llama27B, Llama213B527

and Mistral7B
9, we keep the same configurations528

of training Mistral7B as two Llama2 models which529

are used as our RAG-LER base models. Table 3530

shows the performance of different models com-531

bined with different re-rankers. The re-rankers532

9https://huggingface.co/mistralai/
Mistral-7B-v0.3

supervised by different LLMs consistently improve 533

the LLMs’ performance on both tasks, it indicates 534

that a re-ranker trained by an LLM can be used by 535

other LLMs without repeating the process again. 536

Interestingly, the model’s performance doesn’t nec- 537

essarily link to re-ranker performance, re-ranker 538

supervised by Llama27B performs slightly higher 539

on NQ, but for Mistral7B, re-ranker supervised by 540

Llama213B performs better than its smaller respon- 541

dent on HotpotQA, and also performs best with 542

re-ranker supervised by itself. In addition, we ob- 543

serve that the performance improves when LLMs’ 544

performance improves across different trained re- 545

rankers. These observations may also show us an 546

effective way to improve the performance by train- 547

ing a re-ranker with a relatively smaller model, and 548

transplanting it to a larger or more robust model. 549

7 Conclusion 550

In this work, we introduce RAG-LER, a novel 551

framework that enhances the accuracy and factu- 552

ality of LLMs through an LM-enhanced re-ranker. 553

RAG-LER fine-tunes pre-trained LMs to discrim- 554

inately utilize provided information and gener- 555

ate supervised labels for re-ranker training with- 556

out human intervention. Our experiments demon- 557

strate that RAG-LER consistently outperforms ex- 558

isting retrieval-augmented LMs across knowledge- 559

intensive tasks while reducing the context length. 560

Notably, we show the consistent performance of 561

the tuned re-ranker across different LLMs, varying 562

in size and architecture. 563

Limitations 564

Our work primarily enhances the second-stage re- 565

ranking process. However, the overall performance 566

is still constrained by the upstream retriever’s effec- 567

tiveness. Future work could explore joint optimiza- 568

tion of the retriever and re-ranker to further improve 569

the quality of retrieved passages. An intriguing 570
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finding from our study indicates that the LLM used571

to generate training labels for the re-ranker doesn’t572

consistently collaborate optimally with its trained573

re-ranker across all scenarios. This unexpected be-574

havior warrants further investigation. Our current575

approach for re-ranker training involves presenting576

single passages to the LLM for relevance scoring.577

While effective for many tasks, this method may578

not be optimal for complex queries, particularly579

multi-hop QA tasks that require information syn-580

thesis from multiple sources. It’s worth exploring581

methods for assessing the relevance of multiple582

passages simultaneously.583

Ethics Statement584

In the development and presentation of this work,585

we have carefully considered the ethical implica-586

tions of our work. This work aims to enhance the587

accuracy of LLMs and reduce hallucination, po-588

tentially decreasing the spread of misinformation.589

However, it can still generate content that is not590

based on given non-parametric knowledge or that591

is misinformed. As we hypothesize the factual-592

ity of external knowledge store, it’s not always593

the case in real-world scenarios, one can generate594

fake or harmful content with a modified knowledge595

store. We are committed to transparency in our596

research. Our methodology, including the specifics597

of the RAG-LER framework, code and model will598

be made available to the research community.599
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A Experimental Details926

A.1 More details of training data927

Details of LM training data. To improve the928

capability of Instruction following, we sample in-929

stances from Open-Instruct (Ivison et al., 2023)930

dataset. Particularly, we take items from their GPT-931

4 Alpaca (Peng et al., 2023), FLAN-V2, the CoT932

subset of the FLAN-V2 mixture (Longpre et al.,933

2023), ShareGPT. For Reading Comprehension, we934

sample instances from a couple of QA datasets in-935

cluding HotpotQA (Yang et al., 2018), SQuAD-V2936

(Rajpurkar et al., 2018), RACE (Lai et al., 2017),937

NewsQA (Trischler et al., 2016). As shown in Ta-938

ble 4, we take 11643 instances in total. We use the939

golden evidence chunks in each Reading Compre-940

hension data item. For most QA datasets, there is941

only 1 golden evidence chunk for each item, for942

HotpotQA, we use 2 golden evidence chunks for943

each item, some items in SQuAD contain passages944

that can’t be used to answer the question, we re-945

place the output with special token No Answer .946

Details of re-ranker training data. We sam-947

ple items from Natural Questions and HotpotQA948

datasets (no overlap with LM training data), As the949

re-ranker is bundled with the LM, we infer trained950

7B model to get PLSR in advance for re-ranker951

training on 1 Nvidia H100 with 80GB memory,952

for 13B model, we use 2 Nvidia H100 with 80GB 953

memory. We use top-30 retrieved passages for each 954

data item, we set Contriever-MS MARCO (Izac- 955

ard et al., 2021) as our default retriever and get 956

all retrieved passages for re-ranker training. We 957

set hyperparameter γ to 0.01. We use FAISS-GPU 958

(Johnson et al., 2019) for fast similarity search. 959

A.2 Fine-tuning details 960

LM fine-tuning. All generative models are ba- 961

sically trained under the same configuration on 962

2 Nvidia RTX 3090 with 24GB memory each. 963

we fine-tune our models using QLoRA (Dettmers 964

et al., 2023), the model is quantized to 4-bit during 965

training, we take lora rank of 64, alpha of 16 and 966

dropout of 0.1. We use linear learning rate sched- 967

uler with peak learning rate of 1e-4 and warmup 968

ratio of 3% and AdamW (Loshchilov and Hutter, 969

2017) with weight decay of 0. We train our genera- 970

tive LMs for 3 epochs with a batch size of 128. We 971

use FlashAttention-2 (Dao, 2023) for more efficient 972

training. 973

Re-ranker fine-tuning. Our re-rankers are 974

trained on the same hardware configuration as LM 975

training. We do not use PEFT (Parameter-Efficient 976

Fine-Tuning) method to fine-tune our re-rankers, 977

which means we fine-tune with full parameters. 978

We use linear learning rate scheduler with peak 979

learning rate of 2e-5 and warmup ratio of 3%, and 980

AdamW optimizer with weight decay of 0. We 981

train re-ranking models for 2 epochs with a batch 982

size of 128. We use DeepSpeed ZeRO stage 3 983

(Rajbhandari et al., 2019) for efficient training. 984

A.3 Inference details 985

For BoolQ, Our instruction-tuned models demon- 986

strated a tendency to generate "yes" or "no" re- 987

sponses rather than the original "true" or "false" 988

labels. To accommodate this, we adjusted the la- 989

bels, mapping "true" to "yes" and "false" to "no". 990

For FEVER, We replaced the original "REFUTES" 991

and "SUPPORTS" labels with "false" and "true", 992

respectively. During RAG-LER inference, we set 993

the maximum length of newly generated tokens 994

to 100 for all evaluations. We use the same in- 995

struction for most open-domain QA tasks. For 996

pre-trained LLMs which use In-Context Learning, 997

we set the maximum length of new tokens to 30 for 998

Open-domain QA, and 10 for FEVER. For most of 999

reasoning tasks, we unified the format to choice se- 1000

lection, limiting the maximum length to 10 tokens. 1001

12

https://api.semanticscholar.org/CorpusID:249674500
https://api.semanticscholar.org/CorpusID:221970302
https://api.semanticscholar.org/CorpusID:221970302
https://api.semanticscholar.org/CorpusID:221970302
https://api.semanticscholar.org/CorpusID:221970302
https://api.semanticscholar.org/CorpusID:221970302
https://api.semanticscholar.org/CorpusID:52822214
https://api.semanticscholar.org/CorpusID:52822214
https://api.semanticscholar.org/CorpusID:52822214
https://api.semanticscholar.org/CorpusID:52822214
https://api.semanticscholar.org/CorpusID:52822214
https://api.semanticscholar.org/CorpusID:263608822
https://api.semanticscholar.org/CorpusID:263608822
https://api.semanticscholar.org/CorpusID:263608822
https://api.semanticscholar.org/CorpusID:257632259
https://api.semanticscholar.org/CorpusID:257632259
https://api.semanticscholar.org/CorpusID:257632259


Dataset name Task Data source Number of instances Category
GPT-4 Alpaca Instruction-following Open-Instruct 22368 DL

FLAN-V2 Instruction-following Open-Instruct 15316 DL

ShareGPT Instruction-following Open-Instruct 12567 DL

FLAN-V2-CoT Instruction-following Open-Instruct 9948 DL

HotpotQA DL
Reading Comprehension Hugging Face 17772 DL

SQuAD-V2 Reading Comprehension Hugging Face 10326 DL

RACE Reading Comprehension Hugging Face 8256 DL

NewsQA Reading Comprehension NewsQA 15090 DL

HotpotQA DR
Passage Re-ranking Hugging Face 20895 DR

Natural Questions Passage Re-ranking KILT 19828 DR

Table 4: The statistics of LM and re-ranker training data. HotpotQA is used to train both LM and re-ranker, we
split it into 2 non-overlap parts, and then sample items.

B Examples1002

We show the examples of our RAG-LER7B on open-1003

domain QA tasks. As shown in Table 5 and Table 6.1004

Due to the context length, we show examples with1005

top-3 passages. For each example, we provide the1006

corresponding instruction, the original question,1007

the top-3 re-ranked passages, and RAG-LER7B’s1008

response. When the retrieved passages contain1009

relevant information, RAG-LER synthesizes this1010

information to provide accurate and comprehensive1011

answers. For passages that don’t contain useful1012

information, RAG-LER is designed to generate a1013

special token rather than producing hallucinated1014

content. Table 7 shows the example of instruction-1015

tuned Llama2 model combined with different re-1016

rankers. We use top-2 passages for this example.1017
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Instruction: Answer the following question based on the provided contexts. You may use one or
more provided contexts.

Context:
Document 1: (Title: Got My Mind Set on You) "Got My Mind Set on You" (also written as "(Got
My Mind) Set on You") is a song written and composed by Rudy Clark and originally recorded by
James Ray in 1962, under the title "I’ve Got My Mind Set on You". An edited version of the song
was released later in the year as a single on the Dynamic Sound label credited to James Ray with
Hutch Davie Orchestra & Chorus. In 1987, George Harrison released a cover version of the song
as a single, and released it on his album Cloud Nine, which he had recorded on his own Dark
Horse Records label.
Document 2: (Title: Got My Mind Set on You) George Harrison – vocals, guitar ; Jeff Lynne –
bass, keyboard ; Jim Keltner – drums ; Jim Horn – saxophone ; Ray Cooper – percussion This is
the personnel as listed.
Document 3: (Title: Cloud Nine (George Harrison album)) Harrison’s cover of Rudy Clark’s
little-known song "Got My Mind Set on You" quickly reached number 1 in the United States and
number 2 in the United Kingdom. It was Harrison’s first single to top the US charts since "Give
Me Love (Give Me Peace on Earth)" in 1973. A few weeks later, Cloud Nine was released to high
anticipation and a favourable critical reception. The album went to number 10 in the UK. In the
US, it peaked at number 8 on the Billboard 200 chart and number 4 on the Cash Box Top 200,
and achieved platinum status. It was also number 1 on Cash Boxs Top 40 Compact Discs chart.
The success of the single "Got My Mind Set on You" and its accompanying video re-introduced
Harrison to the mainstream.
Question: Who sings got my mind set on you?
Response: George Harrison

Context:
Document 1: (Title: It Happened at the World’s Fair) It Happened at the World’s Fair is a 1963
American musical film starring Elvis Presley as a crop-dusting pilot. It was filmed in Seattle,
Washington, site of the Century 21 Exposition, along with the Seattle World’s Fair. The governor
of Washington at the time, Albert Rosellini, suggested the setting to Metro-Goldwyn-Mayer
executives. The film made $2.25 million at the box office.
Document 2: (Title: It Happened at the World’s Fair) The Seattle Center, including the Seattle
Center Monorail and the Space Needle, serve as backdrops for several scenes. Security officers
pursue Presley and the girl through the fountains at what is now the Pacific Science Center. The
hitchhiking scene with Elvis and Gary Lockwood was filmed near Camarillo, California, as were
some of the flying scenes. The entire hitchhiking scene, up to the point when Mike and Danny
are picked up, was filmed on 5th Street near Pleasant Valley Road on the south side of Camarillo.
While The Elvis Encyclopedia believes that the Wilburton Trestle was shown in the film, further
evidence points to a different location.
Document 3: (Title: It Happened at the World’s Fair (soundtrack)) It Happened at the World’s Fair
is the sixth soundtrack album by American singer and musician Elvis Presley, released by RCA
Victor in mono and stereo, LPMLSP 2697, in April 1963. It is the soundtrack to the 1963 film of
the same name starring Presley. Recording sessions took place at Radio Recorders in Hollywood
on August 30 and September 22, 1962. It peaked at number four on the Billboard Top Pop Albums
chart.
Question: Where was it happened at the world fair filmed?
Response: Seattle, Washington

Table 5: Examples of open-domain QA.
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Instruction: Answer the following question based on the provided contexts. You may use one or
more provided contexts.

Context:
Document 1: (Title: Insurance) Claims and loss handling is the materialized utility of insurance;
it is the actual "product" paid for. Claims may be filed by insureds directly with the insurer or
through brokers or agents. The insurer may require that the claim be filed on its own proprietary
forms, or may accept claims on a standard industry form, such as those produced by ACORD.
Insurance company claims departments employ a large number of claims adjusters supported by
a staff of records management and data entry clerks. Incoming claims are classified based on
severity and are assigned to adjusters whose settlement authority varies with their knowledge and
experience.
Document 2: (Title: QC clause) commonly provide that the insurer will pay the legal costs of the
defence. It is sometimes suggested that the clause is also designed to protect the public from the
unjustified contesting of claims which have no real defence, but this may represent a charitable view
of the way insurance companies conduct claims. Conflicts between the insurer and insured can put
a solicitor who represents both in an invidious position, particularly where the solicitor has received
confidential information from one party, and may result in multiplicity of legal representation. In
practice however, there is an enormous reluctance to invoke such clauses, partly because of the
expense of instructing Queen’s Counsel.
Document 3: (Title: Insurance) beneficial to it and the insured in the claim handling process. An
entity seeking to transfer risk (an individual, corporation, or association of any type, etc.) becomes
the "insured" party once risk is assumed by an "insurer", the insuring party, by means of a contract,
called an insurance policy. Generally, an insurance contract includes, at a minimum, the following
elements: identification of participating parties (the insurer, the insured, the beneficiaries), the
premium, the period of coverage, the particular loss event covered, the amount of coverage (i.e.,
the amount to be paid to the insured or beneficiary in the event of a loss), and exclusions (events
not covered).
Question: Who represents the insured in the investigation of a claim?
Response: [No Answer]

Table 6: Examples of open-domain QA where passages do not contain useful information.
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Passages Has answer Response
Prompt: Where does arsenic and old lace take place?
Golden label: Brooklyn, New York
Document 1: (Title: Arsenic and Old Lace (play)) The play is a farcical black comedy
revolving around the Brewster family, descended from the Mayflower settlers but now
composed of maniacs, most of them homicidal. The hero, Mortimer Brewster, is a drama
critic who must deal with his crazy, murderous family and local police in Brooklyn,
New York, as he debates whether to go through with his recent promise to marry the
woman he loves, Elaine Harper, who lives next door and is the daughter of the local
minister. His family includes two spinster aunts who have taken to murdering lonely old
men by poisoning them with a glass of home-made elderberry wine laced with arsenic,
strychnine, and "just a pinch" of cyanide;

✓

Document 2: (Title: Arsenic and Old Lace (cocktail)) Arsenic and Old Lace (also called
the Attention Cocktail or the Atty) is a classic cocktail with its origins in the 1910’s
made with gin, crème de violette, dry vermouth and absinthe. The first appearance
of a cocktail with these four parts, albeit in equal quantities, was in Hugo Ensslin’s
Recipes for Mixed Drinks published in 1917, called the "Attention Cocktail". The 1930
edition of The Savoy Cocktail Book, a drink with those four ingredients, rebranded as the
"Atty Cocktail" had ratios that more closely matched the modern Arsenic and Old Lace.
"The Atty" first appears under the name "Arsenic and Old Lace" in 1941, published
in the Cocktail Guide and Ladies’ Companion by former Broadway producer Crosby
Gaige. Around the same time, Joseph Kesselring’s play Arsenic and Old Lace opened
on Broadway in January 1941. The timing strongly implies a connection, though it is
speculative to say whether Gaige was the one who renamed the cocktail.

✗
Brooklyn, New York

Document 1: (Title: Windsor, Connecticut) The Joseph Kesselring stage play and Frank
Capra movie Arsenic and Old Lace was inspired by actual events that took place in a
three-story brick house on Prospect Street, just off the north end of the Windsor green.
Sixty men died between 1907 and 1917 while in the care of Amy Archer-Gilligan. Most
were proven to be victims of arsenic poisoning. On historic Palisado Avenue, one can
find the First Church in Windsor, Congregational, and adjacent graveyard. Across the
street on the Palisado Green stands a statue of John Mason, a founder of Windsor and
a colonial leader in the Pequot War. The historic plaque also honors Robert Seeley,
Mason’s second-in-command. Nearby stands Windsor’s oldest structure, the Capt.

✗

Document 2: (Title: Arsenic and Old Lace (play)) Arsenic and Old Lace is a play by
American playwright Joseph Kesselring, written in 1939. It has become best known
through the subsequent film adaptation starring Cary Grant and directed by Frank Capra.
The play was produced by Lindsay and Crouse and directed by Bretaigne Windust, and
opened on Broadway at the Fulton Theatre on January 10, 1941. On September 25, 1943,
the play moved to the Hudson Theatre, closing there on June 17, 1944, having played
1,444 performances. The West End production - directed by Marcel Varnel and produced
at London’s Strand Theatre - enjoyed a similarly long run. Opening on December 23,
1942 and closing on March 2, 1946, it totalled 1,337 performances. Of the 12 plays
written by Kesselring, Arsenic and Old Lace was much the most successful. According
to the opening night review in The New York Times, the play was "so funny that none of
us will ever forget it."

✗
Windsor, Connecticut

Document 1: (Title: Arsenic and Old Lace (play)) ’Arsenic and Old Lace’ with Betty
Garrett, Carole Cook & Michael Lee Stever.jpgArsenic and Old Lace resurfaced in
1998 with an Oklahoma City based revival from UCO Theatricals University Of Central
Oklahoma starring Betty Garrett, Carole Cook and Michael Stever. ; A recent revival
was mounted in February 2011 at the Dallas Theater Center starring Betty Buckley and
Tovah Feldshuh. ; A Hebrew version was staged at the Habima Theatre in Tel Aviv
with the opening night on October 29, 2012, with Lea Koenig and Dvora Kaydar in the
main roles. ; On November 19, 2016, Independent Theatre Pakistan opened their new
season with a rendition of the performance at Ali Auditorium in Lahore, Pakistan. ; The
Maitland Repertory Theatre in Maitland, Australia, put on a production of the play from
October 9th to 27th 2019 by director Colin Delane.

✗

Document 2: (Title: Arsenic and Old Lace (film)) Arsenic and Old Lace is a 1944
American black comedy film directed by Frank Capra and starring Cary Grant. It was
based on Joseph Kesselring’s 1941 play, Arsenic and Old Lace. The script adaptation
was written by Julius J. Epstein and Philip G. Epstein. The contract with the play’s
producers stipulated that the film would not be released until the Broadway run ended.
The original planned release date was September 30, 1942. The play was a tremendous
hit, running for three and a half years, so the film was not released until 1944.

✗
Oklahoma City

Table 7: Examples of using instruction-tuned Llama27B with different re-rankers. The top combines an LM-
enhanced re-ranker, the middle combines a vanilla re-ranker, and the bottom uses no re-ranker.
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