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Abstract
Generating comprehensive and accurate001
Wikipedia articles for newly emerging real-002
world events presents significant challenges.003
Previous efforts have often fallen short by004
focusing only on short snippets, neglecting005
verifiability, or ignoring the impact of the006
pre-training corpus. In this paper, we simulate007
a real-world scenario where structured,008
full-length Wikipedia articles with citations009
are generated for new events using input doc-010
uments from web sources. To minimize data011
leakage in Large Language Models (LLMs),012
we select recent events and construct a new013
benchmark, WIKIGENBENCH, consisting of014
1320 events paired with their corresponding015
related web documents. We also design a016
comprehensive set of systematic metrics and017
LLM-based baseline methods to evaluate the018
capability of LLMs in generating factual,019
full-length Wikipedia articles. The data and020
code will be released upon acceptance.021

1 Introduction022

Wikipedia serves as an essential resource for in-023

depth and trustworthy summaries of a wide range024

of subjects (Lemmerich et al., 2019), supporting025

many knowledge-intensive NLP tasks like informa-026

tion retrieval (Lehmann et al., 2015; Sharma et al.,027

2024), question answering (Chen et al., 2017; Yang028

et al., 2018), and automatic summarization (Liu029

et al., 2018). Wikipedia’s accuracy, relevance, cred-030

ibility, and completeness are ensured by volunteer031

editors. However, the exponential growth of inter-032

net information (Raffel et al., 2019; Biderman et al.,033

2022) makes manual curation challenging, as it034

struggles to keep up with new events and dispersed035

sources1. Thus, efficient and reliable automatic036

generation of high-quality Wikipedia articles is cru-037

cial yet underexplored (Huschens et al., 2023).038

Many efforts have focused on generating039

Wikipedia articles. Early work often treated this040

1https://en.wikipedia.org/wiki/Wikipedia:Statistics

task as a multi-document summarization challenge, 041

using web documents as a static source and em- 042

ploying traditional IE and ML techniques to create 043

Wikipedia articles (Sauper and Barzilay, 2009; Liu 044

et al., 2018; Perez-Beltrachini et al., 2019; Banerjee 045

and Mitra, 2016). With the advent of pre-trained 046

language models (PLMs), despite their limitations 047

in generating long texts, Wikipedia generation is ap- 048

proaching real-world scenarios, emphasizing docu- 049

ment structure and verifiability. Fan and Gardent 050

(2022) designed a retrieval mechanism to identify 051

relevant supporting information from the web and 052

used BART to generate long-form biographies sec- 053

tion by section, given predefined section headings. 054

Qian et al. (2023) explored the reliability of gen- 055

erated articles by considering supporting evidence. 056

LLMs offer new possibilities for long text gen- 057

eration, but their use in Wikipedia generation is 058

still preliminary. For instance, Shao et al. (2024) 059

utilized proprietary LLMs to generate Wikipedia 060

articles on a relatively small dataset and mainly 061

focuses on the pre-writing stage. 062

Despite advances in Wikipedia article genera- 063

tion, several critical research problems need fur- 064

ther exploration. First, it is essential to define the 065

full-length Wikipedia generation task in the LLM 066

era for real-world scenarios, considering model 067

pre-exposure and retrieval verifiability to mitigate 068

their impact. Second, comparative studies are 069

needed to evaluate the effectiveness of retrieval- 070

augmented models with consideration of the in- 071

fluence of various factors including base models, 072

reranking techniques, number of retrieved docu- 073

ments and so on. Finally, the complexity of the 074

task—being long, knowledge-intensive, and open- 075

ended—makes evaluation challenging, requiring a 076

comprehensive set of metrics to effectively assess 077

the quality of generated Wikipedia articles. 078

To address these problems, we formalize the 079

Wikipedia generation task and create the bench- 080

mark WIKIGENBENCH, carefully considering 081
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practical factors such as the selection of Wikipedia082

entries, model pre-exposure, and the collection083

of related documents. We focus mainly on new084

events that occurred after the knowledge cutoff date085

of our main experimental model (Ouyang et al.,086

2022; Touvron et al., 2023), mitigating model pre-087

exposure effects and ensuring that generation relies088

primarily on related documents. Other types of089

entries like celebrities, which have extensive histor-090

ical records seen by LLMs, are excluded to avoid091

skewed performance. Unlike previous datasets that092

consist of either large-scale short snippets (Qian093

et al., 2023; Liu et al., 2018) or small-scale full-094

length articles (Shao et al., 2024; Banerjee and095

Mitra, 2015), our benchmark aims to construct a096

medium-scale dataset for systematically evaluating097

real-world Wikipedia generation. We meticulously098

curate a collection of related documents for each099

entry using a search engine to minimize the influ-100

ence of document variability and ensure an equal101

footing for generation. This approach allows us to102

focus on the generation capabilities of LLMs based103

on the same set of related documents, without re-104

lying on the retrieval capabilities of various search105

engines.106

To investigate LLM capabilities in Wikipedia107

generation, we develop baseline models under the108

Retrieval-Augmented Generation (RAG) frame-109

work (Lewis et al., 2020; Izacard and Grave, 2020;110

Hu et al., 2023). Our goal is to use state-of-the-art111

RAG techniques to retrieve important information112

for Wikipedia generation (Gao et al., 2023c; Ma113

et al., 2023; Shao et al., 2023). With this aim,114

We develop three methods: a naive RAG approach115

called Retrieve-then-Read (RR), an advanced RAG116

method called Plan-Retrieve-Read (PRR), and a117

finetuned RR model (TunedRR). RR reranks re-118

lated documents and reads the top ones for genera-119

tion, while PRR uses LLMs’ planning capabilities120

and a multi-stage reranking strategy to outline and121

generate articles section by section. TunedRR em-122

ploys a fine-tuning strategy for Wikipedia genera-123

tion. For evaluation, we compile a comprehensive124

set of metrics focusing on writing, informative-125

ness, and verifiability to assess Wikipedia articles’126

quality. Our work provides the first systematic127

comparison of LLM-based methodologies for full-128

length Wikipedia generation, offering valuable in-129

sights and highlighting the potential of combining130

retrieval techniques with LLM-based generation131

models to improve Wikipedia generation quality.132
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Introduction
The 2024 FIFA Futsal World Cup qualification (UEFA) is the
qualification process for European teams to compete in the 2024 FIFA
Futsal World Cup. [5] Futsal is a variant of football played on a smaller
indoor court. [2] The qualification process is organized by UEFA, the
governing body for football in Europe. [1] ...

Qualification Process
The qualification process for the 2024 FIFA Futsal World Cup involves
European teams competing in a series of matches to secure a place in the
tournament. [4] The exact format and schedule of the qualification matches
are determined by UEFA. [2] The teams are divided into groups, and they
play against each other in a round-robin format. [3] ...

Teams
The teams participating in the 2024 FIFA Futsal World Cup qualification
(UEFA) are national teams from European countries. [1] These teams are
selected based on their performance in previous futsal competitions and
their ranking in the UEFA Futsal Euro. [2] The number of teams
participating in the qualification process may vary from edition to edition
of the tournament. [1][6] ...

2024 FIFA Futsal World Cup
qualification (UEFA)

[ ] France, Kazakhstan,
Portugal, Spain and
Ukraine are already there.
The winners of two two-
legged play-offs will
complete ...

[1] Seven European
teams will compete at the
24-team 2024 FIFA Futsal
World Cup in Uzbekistan
after qualifying ran ...

...

Figure 1: Illustration of the proposed Wikipedia genera-
tion task.

2 Full-length Wikipedia Generation 133

Benchmark 134

2.1 Task Formalization 135

Formally, given an event and its related docu- 136

ments K, pre-collected through search engine 137

or manually extracted by human editors from a 138

large external corpus (the internet) , this task 139

aims to generate a full-length Wikipedia article W 140

with N sections {T1, T2, ..., TN} and M sentences 141

{S1, S2, ..., SM}, as shown in Figure 1. 142

D = {D1, ..., DL} = Reranker(K) (1) 143
144

W = T1 ∪ T2 ∪ . . . ∪ TN = Generator(D) (2) 145
146

Ti = {< S1, C1 >, . . . , < SMi , CMi >} 147

|W| = M =
N∑
i=1

Mi (3) 148

149

Ti denotes the i section and is composed of Mi 150

sentences. Each generated sentence Sj belongs to 151

a specific section of the article (e.g., Ti), maintain- 152

ing a clear structure. To ensure verifiability, every 153
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sentence Sj is accompanied by its corresponding ci-154

tation Cj ⊂ KE. This definition ensures the gener-155

ated Wikipedia article is coherent, well-organized,156

and substantiated with verifiable sources.157

To generate a well-written and structured full-158

length Wikipedia article, the process usually in-159

volves two main components: a reranker and a160

generator. The LLM-based generator, either di-161

rectly invoked or fine-tuned, reads the reranked162

set of documents D and generates the article. The163

reranker reorders the documents according to the164

generator’s requirements, prioritizing the most rel-165

evant information.166

2.2 Dataset Construction167

To achieve our task, we collect Wikipedia entries,168

including articles, section outlines, and related doc-169

ument from human editors. During dataset con-170

struction, we select the newest possible Wikipedia171

entries to mitigate potential training data leak-172

age. Additionally, we maintain entries with word173

counts between 1000 to 3000 to align with typ-174

ical Wikipedia article lengths and filter out low-175

resource entries that may not serve as good evalua-176

tion cases. This approach helps ensure the dataset’s177

relevance and quality.178

Due to the high failure rate of Wikipedia’s own179

links, we also utilize Google’s search API to extract180

relevant web pages based on article titles, obtain-181

ing related documents from both human editors182

and search engines for comparison. We focus on183

Wikipedia entries about events, creating a dataset184

of 1,320 entries. Using the latest events minimizes185

the likelihood that the model has been trained on186

related Wikipedia data, crucial for evaluating the187

model’s ability to present factual information. We188

select 309 entries as the test set and use the remain-189

ing entries for training (Appendix B.3).190

2.3 Dataset Statistics191

Table 1 outlines the statistics of the WIKIGEN-192

BENCH dataset, which totally consists of 107 mil-193

lion words across 1,320 Wikipedia entries and 53k194

related documents. Wikipedia articles in the dataset195

have an average of 1,665 words and 5.97 sections.196

Related documents curated by humans average 13k197

words, whereas documents retrieved via search en-198

gine average 24k words. These related documents199

substantially cover the information and knowledge200

about the events, making them suitable input for201

automatic generation of Wikipedia articles. More202

Source Dataset Statistics

Reference Wikipedia
Sections (avg.) 5.97
Word count (avg.) 1665.51

Related documents by
human editor

# Related docs (avg.) 17.49
Word count (avg.) 13k

Related documents by
search engine

# Related docs (avg.) 24.12
Word count (avg.) 24k

Reference Wikipedia
+

Related documents

Events 1320
# Related docs 55k
Word count 107M

Table 1: Statistics of WIKIGENBENCH dataset. We re-
port the scale of Wikipedia reference articles and related
documents.

details about the dataset and the collection process 203

can be found in Appendix B. 204

3 Evaluation Metrics 205

For the evaluation of Wikipedia articles, 206

Wikipedia’s assessment criteria2 are signifi- 207

cant but predominantly descriptive and lack 208

quantitative measures. Manual evaluation of 209

large-scale test data is costly and inherently 210

subjective. Previous work has used automated 211

metrics focusing on fluency, informativeness, 212

and faithfulness. We adjust the dimensions 213

to writing, informativeness, and verifiability, 214

referencing Wikipedia’s criteria. Recent studies 215

(Sottana et al., 2023; Chiang and Lee, 2023; 216

Lin and Chen, 2023a) have demonstrated the 217

effectiveness of using LLMs as evaluators. In 218

our evaluation, we design LLM-based metrics 219

with appropriate prompts, specifically utilizing 220

GPT4 and Prometheus2 (Kim et al., 2024), a 221

7B LLM-based evaluator. Metrics are rated on 222

a 0-5 scale, with detailed prompts provided in 223

Appendix D. In writing, we incorporate fluency 224

and extend to measure outlining and organization. 225

For informativeness, we measure content coverage 226

and focus, and include n-gram-based metrics 227

like ROUGE, METEOR. Verifiability, different 228

from factualness, mainly measures the models’ 229

citation abilities and is a key feature in Wikipedia 230

evaluation. Compared to previous work (Appendix 231

A), we have developed a more comprehensive set 232

of automatic evaluation metrics. Next, we present 233

the metrics for each dimension. 234

Writing We design three metrics to evaluate 235

Wikipedia articles: Fluency, Organization, and 236

2https://en.wikipedia.org/wiki/Wikipedia:Assessing_articles
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Outline Scores. The Fluency Score assesses flu-237

ency and readability, the Organization Score evalu-238

ates structure and logical connections, and the Out-239

line Score checks section heading quality. We uti-240

lize Prometheus2 to assess the Organization Score241

(Shao et al., 2024), and GPT4 to assesse the Flu-242

ency Score and Outline Score.243

Informativeness We compile n-gram-based met-244

rics including METEOR (Banerjee and Lavie,245

2005), ROUGE-L (Lin, 2004), and BLEU (Pap-246

ineni et al., 2002), which are widely used in text247

generation. Higher values in these metrics indicate248

greater similarity between the generated and refer-249

ence texts. These metrics are computed using the250

NLG-eval package (Sharma et al., 2017). Since the251

Wikipedia reference article may not always be the252

"gold answer," we design the Info Score to eval-253

uate the overall richness of the generated content.254

The Focus Score examines whether the article re-255

mains on topic and maintains a clear focus, while256

the Coverage Score determines if the article pro-257

vides an in-depth exploration of the topic. We use258

Prometheus2 to evaluate both Focus Score and Cov-259

erage Score (Shao et al., 2024).260

Verifiability Verifiability measures whether the261

information in a Wikipedia article comes from a262

reliable source3. To assess our model’s verifiability,263

we develop three metrics: Citation Recall, Cita-264

tion Precision (Liu et al., 2023), and Citation Rate.265

To implement the measures, we utilize the NLI266

model TRUE (Honovich et al., 2022). We define267

ϕ(Ci,j , Si) = 1 if the citation Ci,j entails the sen-268

tence Si. For sentence Si and its corresponding269

citations Ci = {Ci,1, ..., Ci,Oi}:270

Citation Recall =
1

M

M∑
i=1

I
(
max

j
ϕ(Ci,j , Si) = 1

)
(4)271

Citation Precision =
1

M

M∑
i=1

(∑Oi
j=1 ϕ(Ci,j , Si)

Oi

)
(5)272

Citation Rate =

∑N
i=1(#words(Si) · Citation Recalli)

#words(W)
(6)273

As shown in the equations, Citation Recall is the274

proportion of sentences with at least one valid cita-275

tion, where I denotes the indicator function, return-276

ing 1 if a condition is true and 0 if false. Citation277

Precision is the average proportion of valid cita-278

tions per sentence. To rectify the influence of sen-279

tence length, Citation Rate is the weighted average280

of each sentence’s Citation Recall, with the weights281

being the number of words in the sentences.282

3https://en.wikipedia.org/wiki/Wikipedia:Verifiability

4 Baseline Methods 283

According to task description in Section 2.1, we de- 284

sign the following three types of generation frame- 285

works: 286

RR (Retrieve-then-Read) RR is a naive 287

Retrieval-Augmented Generation (RAG) frame- 288

work. We follow the "Retrieve-then-Read" 289

method from Ma et al. (2023) and adapt it for 290

Wikipedia article generation. In this framework, a 291

reranker orders reference documents based on their 292

relevance to the event keyword and provides the 293

top L documents to the generator. The generator, a 294

frozen LLM, reads these documents and directly 295

generates the Wikipedia article. 296

PRR (Plan-Retrieve-Read) PRR is an advanced 297

RAG framework inspired by hierarchical genera- 298

tion techniques in long story and dialogue gener- 299

ation (Fan et al., 2018; Bansal et al., 2022). PRR 300

first uses a frozen LLM to plan the overall structure 301

and generate section headings based on the refer- 302

ence documents. For each section, PRR employs 303

the "Retrieve-then-Read" strategy to rerank related 304

documents according to section headings and event 305

keywords, and then generates the content for each 306

section. We then aggregate the content of each 307

section together to form the final Wikipedia article. 308

TunedRR The method is inspired by the idea that 309

a small amount of data can teach a model to follow 310

instructions, as shown in LIMA (Zhou et al., 2023). 311

TunedRR aims to finetune the generator based on 312

the RR model. This requires a training dataset of 313

input related documents and corresponding output 314

Wikipedia articles. While the related documents 315

from our evaluation data can be used, the associated 316

Wikipedia articles cannot due to the high failure 317

rate of citation links (Liu et al., 2018). To address 318

this, we leverage the robust performance of GPT4. 319

We feed the related documents into GPT4 and use 320

the same prompt as RR to generate synthesized 321

Wikipedia articles. This process produced 1,011 322

data samples, which we used to train LLama2 and 323

Vicuna models. 324

5 Experiments 325

5.1 Experimental Settings 326

Our baseline methods include proprietary Chat- 327

GPT variants (GPT3.5-turbo and GPT3.5-turbo- 328

16k) and open-source LLMs (Llama2-7b-chat, 329

Llama2-13b-chat (Touvron et al., 2023), Vicuna- 330

7b-v1.5, and Vicuna-13b-v1.5 (Chiang et al., 331
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2023)). FastChat is employed to enhance inference332

efficiency in open-source LLMs. All models use333

the same prompt (details in Appendix C) to ensure334

evaluation fairness. For rerankers, we use tradi-335

tional sparse word-based techniques like TF-IDF336

(Ramos et al., 2003) and BM25 (Robertson et al.,337

2004), as well as advanced dense vector-based re-338

trievers, including DPR (Karpukhin et al., 2020)339

and GTR (Ni et al., 2022).340

We segment related documents into 256-word341

chunks (Borgeaud et al., 2022) before feeding them342

into the reranker module to reduce the computa-343

tional burden of verifiability evaluation (Gao et al.,344

2023a). The reranker uses DPR by default and se-345

lects the top 5 chunks. For TunedRR, we utilize346

FastChat to employ full parameter fine-tuning with347

default hyperparameters. Additionally, we evaluate348

human-authored Wikipedia articles, as shown in349

the first row of Table 2. We do not assess the qual-350

ity of their citations due to the numerous physical351

documents and links that are difficult to crawl.352

5.2 Main Results353

In our main experiments, we evaluate three types354

of frameworks combined with different base LLMs355

and the default DPR reranker on writing, informa-356

tiveness, and verifiability. The results are shown in357

Table 2.358

Writing We can see that all methods perform359

consistently high in terms of fluency. Among the360

base models we adopt, GPT3.5 stands out as the top361

performer, achieving impressive Fluency and Or-362

ganization Scores that are close to those of human-363

authored Wikipedia articles. This demonstrates364

that current LLMs are exceptionally adept at gener-365

ating organized and readable text, resembling the366

natural flow and grammatical correctness of hu-367

man writing. It is also noted that the hierarchical368

generation methods (PRR) tend to have lower writ-369

ing performance due to the separate generation of370

each section, compared to the corresponding RR371

methods. Benefiting from fine-tuning the output372

results of GPT4, TunedRR demonstrates improved373

fluency and coherence. Regarding the outlining374

ability, we can see that PRR consistently exhibits375

stable section content planning, regardless of the376

base model size, compared to RR methods. How-377

ever, the TunedRR methods perform the worst in378

outlining, as these models are unable to generate379

titles in the correct format. Despite this, it does not380

influence the overall organization score.381

Informativeness It is evident that the overall in- 382

formation in reference Wikipedia is very rich, as 383

reflected in the high Info Score. Among the three 384

methods, weaker base models benefit from the fine- 385

tuning process of TunedRR and exhibit stable per- 386

formance across different metrics. The overall in- 387

formativeness of Wikipedia generated using PRR 388

methods tends to be higher than that of RR methods. 389

It is worth noting that even when PRR produces 390

longer Wikipedia articles than reference Wikipedia, 391

there can still be a significant disparity in the rich- 392

ness of information. This may be caused by the 393

excessive amount of content unrelated to the main 394

topic in each section, as revealed by the relatively 395

low Focus Score of PRR. Consequently, this may 396

explain why PRR often scores lower than RR in 397

Coverage Score. It is also noted that n-gram based 398

metrics like ROUGE-L and METEOR are heavily 399

influenced by length, as pointed out by Krishna 400

et al. (2021). Thus, using multiple metrics is help- 401

ful to analyze the performance of the models. 402

Verifiability The base generation model plays a 403

critical role in determining citation capability. In 404

the RR and PRR methods, GPT3.5-based methods 405

outperform others significantly. In contrast, open- 406

source models exhibit much lower citation abilities, 407

with Citation Rate not exceeding 20%, aligning 408

with Gao et al. (2023b). The TunedRR methods 409

demonstrate competitive citation capability. Sim- 410

ple fine-tuning can enhance Citation Recall and 411

Citation Precision by nearly 20% compared to RR 412

methods. Nevertheless, the upper limit of this fine- 413

tuning is still suboptimal compared to the capabili- 414

ties of GPT4. In the future, exploring high-quality 415

data for fine-tuning will be crucial to improving 416

verifiability. 417

Article Length Reference Wikipedia articles fo- 418

cusing on recent events have around 1,600 words, 419

while RR methods produce shorter articles, typi- 420

cally around 500 words. Hierarchical PRR meth- 421

ods can generate much longer articles, even over 422

5,000 words. However, the informativeness of gen- 423

erated articles is not necessarily positively corre- 424

lated with length but depends on the model’s ca- 425

pabilities. For example, GPT3.5 achieves a higher 426

Info Score, while the 7B weaker models generate 427

excessively long articles with low Info Score. 428

5.3 Analysis of Retrieval Setting 429

To conduct an in-depth analysis, we explore the 430

retrieval setting, including different reranker tech- 431
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Models
Writing Informativeness Verifiability

Length
Fluency
Score

Org.
Score

Outline
Score

MET R-L
Focus
Score

Cover.
Score

Info
Score

Cit.
Rate

Cit.
Recall

Cit.
Prec.

Reference Wikipedia 4.45 3.61 2.64 - - 4.02 4.10 4.83 - - - 1639.0

RR (Retrieve-then-Read)

GPT3.5-turbo-0613 4.31 4.05 2.86 10.73 17.81 4.26 3.94 3.49 42.09 38.78 36.70 579.1
GPT3.5-turbo-1106-16k 4.29 4.02 2.84 10.29 17.42 4.22 3.89 3.39 38.38 33.98 32.68 541.3
Llama2-7b 3.87 3.64 1.43 10.21 16.05 3.77 3.27 2.94 10.16 15.85 15.83 625.7
Llama2-13b 3.97 4.16 2.39 9.74 15.89 4.38 3.91 3.03 7.91 8.91 8.91 552.9
Vicuna-7b 4.06 3.46 1.61 10.18 17.34 3.69 3.39 3.27 6.40 4.41 4.38 535.2
Vicuna-13b 4.18 3.72 2.27 9.80 17.33 3.98 3.63 3.39 16.88 11.03 10.70 491.8

PRR (Plan-Retrieval-Read)

GPT3.5-turbo-0613 4.02 3.36 2.76 22.29 22.26 3.69 3.51 3.78 50.96 53.47 52.43 1991.2
GPT3.5-turbo-1106-16k 4.02 3.38 2.76 22.24 22.27 3.70 3.51 3.76 50.6 53.57 52.53 1988.9
Llama2-7b 2.83 2.74 2.52 24.14 21.16 2.87 2.69 2.27 13.08 27.02 26.89 4210.4
Llama2-13b 3.70 3.41 2.70 24.18 20.94 3.68 3.40 3.29 12.77 14.30 14.30 3789.5
Vicuna-7b 2.89 2.40 2.71 23.43 21.87 2.61 2.68 2.61 14.89 22.40 22.08 5146.4
Vicuna-13b 3.65 3.06 3.01 24.50 23.29 3.20 3.17 3.37 18.96 24.93 23.37 4182.9

TunedRR (Retrieve-then-Read on Fine-tuned Models)

Llama2-7b-SFT 4.06 3.78 0.47 12.03 17.19 3.91 3.67 3.34 32.29 24.67 21.23 740.9
Llama2-13b-SFT 4.22 3.88 0.17 11.39 17.19 4.01 3.69 3.32 38.08 27.62 24.85 633.5
Vicuna-7b-SFT 3.93 3.54 0.66 13.45 17.08 3.57 3.03 3.21 24.74 25.75 22.62 1109.6
Vicuna-13b-SFT 4.07 3.68 0.65 12.80 17.26 3.91 3.67 3.40 34.68 29.58 26.73 944.6

Table 2: Wikipedia generation results for different combinations of LLMs and generation methods. Cit. stands for
citation, MET for METEOR, R-L for ROUGE-L, Org. for Organization, and Cover. for Coverage. The LLM-based
scores are italicized and range from 0 to 5, while the other metrics range from 0 to 100. The best results for each
method are in bold, the second best results are underlined.

#Docs Fluency
Score

Org.
Score

R-L
Cit.

Recall
Cit.

Precision
Length

0 4.62 4.32 16.22 - - 574.7
5 4.29 4.02 17.42 33.98 32.68 541.3
10 4.30 3.99 17.80 34.75 32.80 559.9
15 4.29 4.08 18.09 32.41 30.22 583.2
20 4.30 4.10 18.44 32.85 30.85 584.9

Table 3: Impact of the number of related documents.

niques, the number of related documents, and ci-432

tation sources. In these experiments, we use the433

simple RR method with GPT3.5 as the generator.434

For the experiment in Table 3, we use GPT3.5-16k435

to allow more related documents as input, ensuring436

a sufficiently long context window.437

Number of Related Documents We experiment438

with a number of related documents ranging from 0439

to 20, as shown in Table 3. From this table, we see440

that the length of generated article ranges between441

500-600 words and is insensitive to the number of442

input documents. Without any input, the model443

can produce a fluent and well-organized article, but444

none of the generated sentences can be verified.445

Overall, the Fluency and Organization Scores446

of the model are not significantly affected by the 447

number of related documents. As the number of 448

documents increases, the amount of included in- 449

formation also grows, enhancing the informative- 450

ness (ROUGE-L and Info Score) of the generated 451

content. At the same time, the verifiability of the 452

model deteriorates with more related documents. 453

The citation quality peaks with around 10 retrieved 454

documents and gradually declines thereafter, indi- 455

cating that the model may struggle to effectively 456

handle an excessive number of input documents. 457

Therefore, expanding the context window of LLMs 458

may not fully address the challenges of generating 459

full-length Wikipedia articles and could necessi- 460

tate the integration of more advanced retrieval or 461

reranking methods. The complete experimental 462

results can be found in Table 7. 463

Sparse vs Dense Reranker To rerank related doc- 464

uments for generation, we compare widely used 465

sparse rankers (TF-IDF, BM25) and dense rankers 466

(DPR, GTR), as shown in Table 4. We used a ran- 467

dom selection method as the baseline to set clear 468

benchmarks for the worst possible outcomes. From 469

Table 4, it is evident that articles produced with 470
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Retrieval
Method

Fluency
Score

Org.
Score

R-L
Info

Score
Cit.

Recall
Cit.

Precision

Random 4.17 4.02 16.66 3.23 30.31 26.16
TF-IDF 4.37 4.16 18.10 3.59 49.31 48.34
BM25 4.39 4.19 17.38 3.61 46.50 44.10
DPR 4.31 4.31 17.81 3.49 42.09 36.70
GTR 4.33 4.10 17.89 3.54 44.80 40.21

Table 4: Performance of different rerankers with the top
5 documents are used for generation.

Document
Source

Fluency
Score

Org.
Score

R-L
Info

Score
Cit.

Recall
Cit.

Precision

Search Engine 4.31 4.16 4.33 3.51 35.96 34.31
Human Editor 4.31 4.05 4.28 3.43 35.71 33.76

Mixed 4.31 4.05 4.26 3.49 38.78 36.7

Table 5: Impact of different related document source.

random reranking performed significantly worse471

across all metrics. Among all reranking techniques,472

term-matching sparse rerankers (TF-IDF, BM25)473

outperform dense retrievers. This aligns with Sci-474

avolino et al. (2022), who found that dense retriev-475

ers often struggle to identify rare entities not en-476

countered during training, which is a significant is-477

sue for Wikipedia. Since sparse rerankers struggle478

with complex semantic queries and dense rerankers479

show competitive performance, we choose the com-480

monly adopted DPR method as the default reranker.481

However, as stated above, LLMs still struggle to482

effectively utilize all the content within the con-483

text length, despite the increasing context length484

of models. Therefore, reranking techniques are485

crucial to final performance, and improvements in486

reranking would benefit the Wikipedia generation487

task.488

Citation Source The related documents come489

from two sources: search engines and human edi-490

tors. We analyze how the source of related docu-491

ments influences Wikipedia article generation. Ta-492

ble 5 presents the generation results using different493

sources. While it is commonly believed that doc-494

uments provided by human editors are of higher495

quality (Liu et al., 2018; Qian et al., 2023), our496

findings suggest that for new events, search en-497

gines can offer more informative and verifiable498

references. Regarding writing and informativeness,499

using search engine sources alone performs better500

than using human editor sources alone or a mix of501

both. In terms of verifiability, search engine and502

human editor sources perform similarly, with a mix-503

ture performing slightly better than a single source.504

This indicates that search engines can cover most505

information provided by human editors. This find- 506

ing paves the way for the automatic generation of 507

Wikipedia articles for new events, as search engines 508

can provide access to a wide array of up-to-date 509

and extensive news sources, ensuring a breadth and 510

depth of information that rivals or exceeds what 511

human editors can compile. 512

5.4 Analysis of Supervised Finetuning 513

This subsection explores how to enhance perfor- 514

mance during tuning. We selected one represen- 515

tative metric from each of the three dimensions 516

and plotted their performance trends with training 517

epochs in Figure 2. In the Writing dimension, ini- 518

tial tuning rounds show a decline in fluency, but 519

subsequent epochs reveal improved writing tech- 520

niques, resulting in progressively higher Fluency 521

Scores. After ten epochs, most models exceed their 522

original performance, except for Vicuna-13b, likely 523

due to its initially strong writing abilities. For the 524

Informativeness dimension, a similar trend is ob- 525

served: information richness initially declines but 526

then recovers and surpasses initial performance lev- 527

els. Llama2-13b even surpasses GPT3.5 in terms 528

of Info Score. However, Vicuna-7b shows good 529

performance by the fifth epoch but overfits after 530

ten epochs, leading to a decline. In the Verifiability 531

dimension, even one training epoch significantly 532

enhances citation abilities. Further training im- 533

proves citation accuracy, though the improvement 534

rate slows after five epochs. Despite supervised 535

training, open-source models still lag behind pro- 536

prietary models in performance. 537

6 Related Work 538

6.1 Automated Wikipedia Generation 539

Automatically generating Wikipedia documents 540

has been widely studied for over a decade. Most 541

of the early works primarily focusing on informa- 542

tion extraction rather than text generation. Sauper 543

and Barzilay (2009) proposed a structure-aware 544

method to produce Wikipedia documents from rele- 545

vant articles. WikiWrite (Banerjee and Mitra, 2016) 546

classifies retrieved information by capturing the re- 547

lationship between referenced and target entities. 548

With the advent of pretrained language models, Liu 549

et al. (2018) addressed Wikipedia generation using 550

a multi-document summarization approach with a 551

decoder-only transformer model. Fan and Gardent 552

(2022) employed BART to generate long-form bi- 553

ographies section by section using supporting doc- 554
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Figure 2: We fine-tuned models of various scales and families, evaluating checkpoints at 1, 5, and 10 epochs. We
selected one primary metric from each of the three dimensions and displayed their performance trends with training
epochs.

uments. WebBrain (Qian et al., 2023) leverages a555

complex system to produce short factual articles556

based on web corpus. The most recent work by557

Shao et al. (2024) applied GPT-4 for text gener-558

ation on a small dataset, without exploring open-559

source models. However, their main focus is on the560

pre-writing stage and lacks systematic evaluation561

across different settings of Wikipedia generation.562

6.2 Retrieval-Augmented Text Generation563

Enhancing LLMs with retrieval during inference564

has become a common practice for generative tasks.565

By retrieving relevant document excerpts from ex-566

ternal knowledge bases, retrieval-augmented gen-567

eration models can ground references and gener-568

ate informative and faithful text (Li et al., 2022;569

Gao et al., 2023c; Guu et al., 2020). In the era of570

LLMs, RAG has proven to be an effective and uni-571

versal paradigm across various NLP tasks (Weston572

et al., 2018; Jiang et al., 2023). Studies have shown573

that retrieval can fetch in-context examples (Brown574

et al., 2020), thereby enhancing certain capabilities575

of LLMs (Huang et al., 2023; Ram et al., 2023;576

Chen et al., 2023). Lewis et al. (2020) first intro-577

duced RAG models, which combine a pre-trained578

seq2seq model with a non-parametric dense vec-579

tor index of Wikipedia, setting new state-of-the-art580

benchmarks for open domain QA tasks.581

To mitigate LLMs’ tendency to produce hallu-582

cinations, researchers (Nakano et al., 2021) have583

proposed integrating language models with result584

pages from search engines to compose the final out-585

put. Depending on the complexity of the retrieval586

strategy, the system may perform multiple retrieval587

processes during generation and combine them588

with techniques like Chain of Thought (Trivedi589

et al., 2022; Feng et al., 2024). Our task empha-590

sizes Wikipedia’s verifiability, meaning its content 591

should be determined by previously published in- 592

formation (Liu et al., 2023). Therefore, the RAG 593

approach (Lewis et al., 2020), which involves re- 594

trieving relevant document excerpts before infer- 595

ence, is crucial for our task as it grounds citations 596

and facilitates the generation of informative and 597

faithful text (Li et al., 2022; Gao et al., 2023c; Guu 598

et al., 2020). 599

7 Conclusion 600

In this paper, we address the challenge of generat- 601

ing full-length Wikipedia articles for newly emerg- 602

ing events. We introduce WIKIGENBENCH, a 603

benchmark for evaluating LLM performance. Our 604

experiments with the RAG framework demonstrate 605

the potential of LLMs to generate coherent and 606

informative Wikipedia articles. We explore vari- 607

ous retrieval settings and examine the impact of 608

different citation sources, finding that search en- 609

gines provide more informative and verifiable refer- 610

ences than human editors for new events. We also 611

highlight the importance of high-quality data for 612

fine-tuning to improve article verifiability. Over- 613

all, this work compares LLM-based methodologies 614

for full-length Wikipedia generation, providing in- 615

sights and guiding future research. The evaluation 616

metrics we develop assist in assessing generated 617

Wikipedia articles, leading to more reliable and 618

informative automatic content generation. 619

Limitations 620

Our research encounters limitations, notably in our 621

section-by-section generation approach, which may 622

lead to redundancy and necessitate a rewriting strat- 623

egy to ensure article cohesion. Further limitations 624
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include the challenge of direct citation by LLMs, a625

bottleneck that might necessitate the exploration of626

post-citation methods such as employing NLI for627

improvement. Additionally, the information from628

related documents does not fully cover the content629

of original Wikipedia articles, making the n-gram630

metric comparison between the generated text and631

the original articles a weak reference rather than a632

definitive standard.633

Ethics Statement634

This work adheres to the ACL Ethics Policy. We635

assert that, to the best of our knowledge, our work636

does not present any ethical issues. We have con-637

ducted a thorough review of potential ethical impli-638

cations in our research and found none.639
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A Evaluation Metrics Comparison 974

Relevant Work Writing Informativeness Faithfulness/Verifiability Full Length

(Banerjee and Mitra, 2016) % ROUGE % "

(Liu et al., 2018) �
ROUGE

log-perplexity
% "

(Perez-Beltrachini et al., 2019) �
ROUGE

Unigram F-measure
% %

(Liu and Lapata, 2019) � ROUGE % %

(Logan IV et al., 2021) % UpdateROUGE Entity Prec. & Recall %

(Fan and Gardent, 2022) %
ROUGE

NER Coverage
NLI "

(Qian et al., 2023) �

BLEU
METEOR
ROUGE
CIDEr

QAGS
TripleScore

%

(Shao et al., 2024)
Organization Score by Prometheus

Focus Score by Prometheus
Outline Recall by Prometheus

ROUGE
Entity Recall

Coverage by Prometheus

NLI(Citation quality) "

Ours

Fluency Score by GPT-4
Outline Score by GPT-4

Organization Score by Prometheus
Relevance Score by Prometheus

BLEU
METEOR
ROUGE

Info Score by GPT-4
Coverage Score by Prometheus

Focus Score by Prometheus

NLI(Citation quality) "

Table 6: Comparison of Evaluation Metrics Across Different Works.� indicates human evaluation,% indicates no
evaluation or the work is about short Wikipedia snippet, and" signifies the work is about full-length Wikipedia
generation. Metrics include writing quality, informativeness, and verifiability.
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B WikiGenBen Datasest975

B.1 Wikipedia Reference976

This section provides a detailed example of a data entry for the "2023 USFL season," illustrating the977

dataset’s structure and information richness. Our dataset includes detailed information of Wikipedia978

reference articles, acquired using the Python library MediaWiki.979

• ID: 71284256

• Keyword: 2023 USFL season

• URL: https://en.wikipedia.org/wiki/2023%20USFL%20season

• Summary: The 2023 USFL season was the second season of the United States Football
League. The regular season started on April 15 and ended on June 18. The postseason began
on June 24 and ended with the 2023 USFL Championship Game on July 1. The league
expanded the locations their teams play to four total stadiums, adding Ford Field in Detroit,
Michigan, and Simmons Bank Liberty Stadium in Memphis, Tennessee.

• Sections: Offseason, Locations, Teams, Players, ...

• Content for each section:

1. During the 2022 season, . . .
2. The league stated its . . .
3. On November 15, 2022, in conjunction. . .
4. For the 2023 season, each USFL team. . .
5. ...

• Infobox:

Key Value
League United States Football League
Sport American football
Duration Regular season: April 15 – June 18 Playoffs: June 24 – July 1
... ...

980

B.2 Related Documents981

Beyond the core Wikipedia entries, our dataset includes related documents categorized as ’Human’ and982

’Search’. ’Human’ documents come from the Wikipedia External Links Section, offering human-curated,983

credible information. ’Search’ documents are obtained through Google searches, providing diverse984

perspectives and additional context.985

• Doc ID: 1

• Title: Johnson, Roy S. (2022-11-14). ÜSFL reveals season 2 details for Birmingham.̈ al.
Retrieved 2022-12-13.

• URL: https://www.al.com/news/2022/11/usfl-reveals-season-2-details-for-birmingham.html

• Content: usfl reveals season 2 details for...

• Source: Human / Search
986
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B.3 Training Data 987

Wikipedia text is typically used directly for training. However, due to the high failure rate of Wikipedia’s 988

related document links, we use an alternative method. We employ DPR reranking to fetch the top-5 989

documents for each entry and then use the RR prompt to generate text with GPT-4. This approach aims to 990

teach the target model GPT-4’s citation generation capabilities. 991

C Prompt for Generating 992

Our method involves creating a base template for the prompt, which is then supplemented with relevant 993

documents until reaching a maximum input length. Specifically, for 4k models, the maximum input length 994

is strictly capped at 2048 tokens. 995

C.1 Retrieve-then-Read 996

The RR approach involves a straightforward, one-stage process for directly generating an article. 997

Article Generation Prompt

Input:
I have a topic "{keyword}" that contains the following documents:
Document 1: {doc1}
Document 2: {doc2}
...
Based on the above information, you are assigned to write a Wikipedia article on the topic.
Organize the content of your article by sections. Before writing each section, always starts with
"==SECTION NAME==".
You must cite the most relevant document for every sentence you write, in the format of "This is
an example sentence.[k]", where k denotes Document k.

998

C.2 Plan-Retrieve-Read 999

In contrast, the PRR method necessitates a more structured approach to article generation. Initially, it 1000

requires the planning of an article outline. Once the outline is established, each section name generated 1001

during the planning phase serves as a guide for the subsequent retrieval and writing phases. 1002

Outline Generation Prompt

Input:
I have a topic "{keyword}" that contains the following documents:
Document 1: {doc1}
Document 2: {doc2}
...
Based on the above information, you are assigned to write an outline for a Wikipedia article about
this topic.
Your outline should only include the names of the sections, without any further details.
Do not use document name as your outline.
The format of your outline should be as follows:
1. Introduction
2. <Section Name 1>
...
n. <Section Name n>

1003
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Section Generation Prompt

Input:
I have a topic "{keyword}" and a section "{section}" that contains the following documents:
Document 1: {doc1}
Document 2: {doc2}
...
Based on the above information, you are assigned to write a Wikipedia article on the topic.
You must cite the most relevant document for every sentence you write, in the format of "This is
an example sentence.[k]", where k denotes Document k.

1004

D Prompt for Evaluating1005

We employed the GPT-4-1106-preview model by OpenAI for scoring, setting the temperature to 0 and1006

keeping other parameters at their defaults. Regular expressions were used to match the corresponding1007

scores. As LLM-EVAL(Lin and Chen, 2023b) shows that a single prompt can obtain multi-dimensional1008

scores correlating well with human preferences, we called the GPT-4 API only once to get the Fluency and1009

Informativeness Scores. This approach significantly reduces costs by eliminating the need for multiple1010

prompts.1011

Evaluation Prompt for Fluent Score and Informativeness Score

Input:
Evaluate an encyclopedia text of a keyword on three metrics: fluency, informativeness, and
faithfulness.
Give a score from 0-5 for each metric.
- Fluency: Assess the text for grammatical correctness, coherence of ideas, and overall readability.
Look for smooth transitions between sentences and paragraphs, as well as clear organization of
information.
- Informativeness: Evaluate the depth and breadth of information provided about the keyword.
Check if the text covers various aspects of the topic, including its definition, background, signifi-
cance, related concepts, and any relevant examples or applications.
- Faithfulness: Verify the accuracy of the information presented in the text by cross-referencing
with credible sources or established knowledge. Assess whether the information aligns with
accepted facts and evidence.

Only give three scores in the form of: Fluency: Score 1, Informativeness: Score 2, Faithfulness:
Score 3. No need for explanation.

1012

The GPT-4-1106-preview model is trained on data up to April 2023. Since nearly one-third of events in1013

our benchmark occurred after April 2023, GPT-4-1106-preview cannot evaluate faithfulness accurately.1014

Therefore, we do not report the faithfulness score.1015

Evaluation Prompt for Outline Score

Input:
Given a keyword and an outline about the Wikipedia of the keyword, assign a score ranging from
0 to 5 to evaluate the quality of the outline. Only give the score without explanation.

1016

We adopt the same scoring rubrics as previous studies (Shao et al., 2024) to assess Organization, Focus1017

and Coverage, with the exception of replacing Prometheus with Prometheus-2 for an extended context1018
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length of 32k. 1019

Criteria Description for Organization Score, Focus Score and Coverage Score

Coherence and Organization:
Is the article well-organized and logically structured?
- Score 1: Disorganized; lacks logical structure and coherence.
- Score 2: Fairly organized; a basic structure is present but not consistently followed.
- Score 3: Organized; a clear structure is mostly followed with some lapses in coherence.
- Score 4: Good organization; a clear structure with minor lapses in coherence.
- Score 5: Excellently organized; the article is logically structured with seamless transitions and a
clear argument.

Relevance and Focus:
Does the article stay on topic and maintain a clear focus?
- Score 1: Off-topic; the content does not align with the headline or core subject.
- Score 2: Somewhat on topic but with several digressions; the core subject is evident but not
consistently adhered to.
- Score 3: Generally on topic, despite a few unrelated details.
- Score 4: Mostly on topic and focused; the narrative has a consistent relevance to the core subject
with infrequent digressions.
- Score 5: Exceptionally focused and entirely on topic; the article is tightly centered on the subject,
with every piece of information contributing to a comprehensive understanding of the topic.

Broad Coverage:
Does the article provide an in-depth exploration of the topic and have good coverage?
- Score 1: Severely lacking; offers little to no coverage of the topic’s primary aspects, resulting in a
very narrow perspective.
- Score 2: Partial coverage; includes some of the topic’s main aspects but misses others, resulting
in an incomplete portrayal.
- Score 3: Acceptable breadth; covers most main aspects, though it may stray into minor unnecessary
details or overlook some relevant points.
- Score 4: Good coverage; achieves broad coverage of the topic, hitting on all major points with
minimal extraneous information.
- Score 5: Exemplary in breadth; delivers outstanding coverage, thoroughly detailing all crucial
aspects of the topic without including irrelevant information.

1020
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E Generation Format1021

For generation, we require the model to append references in the format [1][2] after each claim, indicating1022

support by chunk 1 and chunk 2. Additionally, we generate section titles using ’==’ as delimiters. We1023

decompose the article accordingly and evaluate the quality of citations and section titles.1024

An example of model output

2022 EFL League One play-off final:

==Introduction==

The 2022 EFL League One play-off final is a highly anticipated football match that will determine
the final promotion spot to the EFL Championship for the 2022-2023 season. The play-off final is
the culmination of the EFL League One play-offs, which involve the teams that finish in the third
to sixth positions in the league table. The winner of the final will join the top two teams in the
league in gaining promotion to the higher division. This article will provide an overview of the
2022 EFL League One play-off final, including the date, venue, and teams involved.

==Date and Venue==

The 2022 EFL League One play-off final is scheduled to take place on Saturday, May 21, 2022.[2]
The final will be held at Wembley Stadium in London, England, which has been the traditional
venue for the EFL play-off finals.[2] Wembley Stadium is known for its iconic status in English
football and has a seating capacity of over 90,000 spectators.[2]

==Teams==

The teams that will compete in the 2022 EFL League One play-off final will be determined through
the League One play-off semi-finals. The semi-finals will involve the teams that finish in the
third to sixth positions in the League One table.[2] The semi-final matches are scheduled to take
place on Thursday, May 5, 2022, and Friday, May 6, 2022.[2] The winners of the semi-finals will
advance to the final and compete for the promotion spot to the EFL Championship.

==Ticket Information==

Tickets for the 2022 EFL League One play-off final are expected to go on sale in May.[3] The
English Football League (EFL) will provide more information on ticket sales closer to the date of
the final.[3] In previous years, the play-off finals have attracted a significant number of spectators,
with Wembley Stadium hosting capacity-limited crowds of just under 12,000.[3] However, this
year, with the return to full capacity crowds, the atmosphere is expected to be even more electric.

==Broadcasting==

The 2022 EFL League One play-off final, along with the semi-finals, will be televised by Sky
Sports, allowing fans to watch the matches from the comfort of their homes.[3] Additionally,
highlights of the finals will be available on Quest, providing fans with a recap of the key moments
from the matches.[3]

==Conclusion==

The 2022 EFL League One play-off final is set to be an exciting and highly anticipated event in
English football. Taking place at Wembley Stadium, the final will determine the final promotion
spot to the EFL Championship for the 2022-2023 season. With tickets expected to go on sale in
May and the matches being broadcasted on Sky Sports, fans will have the opportunity to witness
the drama and excitement of the play-off final.

1025
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F Impact of Retrieval Settings 1026

Doc # Writing Informativeness Verifiability Length
Fluency
Score

Org.
Score

Outline
Score

MET R-L
Focus
Score

Cover.
Score

Info
Score

Cit.
Rate

Cit.
Recall

Cit.
Prec.

0 4.62 4.32 2.91 10.51 16.22 4.61 4.29 3.70 - - - 574.7
5 4.29 4.02 2.84 10.29 17.42 4.22 3.89 3.39 38.38 33.98 32.68 541.3

10 4.30 3.99 2.80 10.54 17.80 4.18 3.83 3.44 37.70 34.75 32.80 559.9
15 4.29 4.08 2.83 10.84 18.09 4.28 3.94 3.52 35.47 32.41 30.22 583.2
20 4.30 4.10 2.82 10.99 18.44 4.33 3.83 3.55 34.80 32.85 30.85 584.9

Table 7: Impact of the Number of Retrieved Documents

Rerank
Method

Writing Informativeness Verifiability Length
Fluency
Score

Org.
Score

Outline
Score

MET R-L
Focus
Score

Cover.
Score

Info
Score

Cit.
Rate

Cit.
Recall

Cit.
Prec.

Random 4.17 4.02 2.80 9.99 16.66 4.28 3.71 3.23 30.31 27.26 26.16 534.0
TF-IDF 4.37 4.16 2.89 10.67 18.10 4.36 4.04 3.59 49.31 50.32 48.34 576.9
BM25 4.39 4.19 2.83 10.17 17.38 4.36 3.95 3.61 46.50 46.74 44.10 546.8
DPR 4.31 4.31 2.86 10.73 17.81 3.49 3.57 3.49 42.09 38.78 36.70 577.2
GTR 4.33 4.10 2.86 10.46 17.89 4.31 3.97 3.54 44.80 41.97 40.21 560.0

Table 8: Performance of different rerankers.

Information
Source

Writing Informativeness Verifiability Length
Fluency
Score

Org.
Score

Outline
Score

MET R-L
Focus
Score

Cover.
Score

Info
Score

Cit.
Rate

Cit.
Recall

Cit.
Prec.

Search Engine 4.31 4.16 2.84 10.23 17.54 4.33 3.86 3.51 40.37 35.96 34.31 542.8
Human Editor 4.31 4.05 2.77 10.36 17.70 4.28 3.92 3.43 38.70 35.71 33.76 540.8

Mixed 4.31 4.05 2.86 10.79 17.89 4.26 3.94 3.49 42.09 38.78 36.70 579.1

Table 9: Influence of different related document source.

19



G Full Evaluation Results on Finetuned Models1027

Rerank
Methods

Training
Epochs

Writing Informativeness Verifiability
Length

Fluency
Score

Org.
Score

Outline
Score

MET R-L
Focus
Score

Cover.
Score

Info
Score

Cit.
Rate

Cit.
Recall

Cit.
Prec.

GPT4 - 4.55 4.40 2.88 10.74 18.08 4.57 4.29 3.84 54.27 46.65 40.84 569.0
Llama2-7B 0 3.87 3.64 1.43 10.21 16.05 3.77 3.27 2.94 10.16 15.85 15.83 625.7

1 3.79 3.27 0.48 12.58 16.08 3.78 3.41 3.10 30.04 18.17 15.01 1113.1
5 4.06 3.78 0.47 12.03 17.19 3.91 3.67 3.34 32.29 24.67 21.23 740.9

10 4.09 3.76 0.39 11.73 17.23 3.93 3.74 3.32 33.38 26.58 23.20 699.4
Llama2-13B 0 3.97 4.16 2.39 9.74 15.89 4.38 3.91 3.03 7.91 8.91 8.91 552.9

1 4.05 3.52 0.09 10.58 16.70 3.66 3.39 3.33 37.07 27.38 25.73 672.3
5 4.18 3.80 0.17 11.30 17.26 3.98 3.67 3.47 38.68 27.88 24.29 643.3

10 4.22 3.88 0.17 11.39 17.19 4.01 3.69 3.55 38.08 27.62 24.85 633.5
Vicuna-7B 0 4.06 3.46 1.61 10.18 17.34 3.69 3.39 3.27 6.40 4.41 4.38 535.2

1 3.69 3.27 0.26 12.11 16.26 3.57 3.03 3.06 25.89 18.30 17.11 1006.0
5 3.93 3.54 0.66 13.45 17.08 3.78 3.44 3.21 24.74 25.75 22.62 1109.6

10 3.72 3.19 0.39 15.27 16.78 3.49 3.25 2.99 18.03 26.84 23.85 1444.9
Vicuna-13B 0 4.18 3.72 2.27 9.80 17.33 3.98 3.63 3.39 16.88 11.03 10.70 491.8

1 3.90 3.49 0.16 11.33 16.51 3.74 3.46 3.28 36.96 27.95 26.29 814.0
5 4.02 3.68 0.77 12.92 17.36 4.01 3.60 3.34 30.68 27.71 25.25 984.3

10 4.07 3.68 0.65 12.80 17.26 3.91 3.67 3.40 34.68 29.58 26.73 944.6

Table 10: We selected different model checkpoints during training and evaluated their performance on testset.
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