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Abstract

We present a novel evaluation approach based
on research in cognitive science, which studies
the ability of an agent to self-orient (i.e., iden-
tify what problem it is solving and which agent
it is in the environment). Our task involves a
grid-world where the agent needs to navigate to
a goal, but does not have prior knowledge of the
world, including which entity it controls. Hu-
mans solve this task in a two-step process, first
figuring out what agent they control, in other
words self-orienting, and then navigating to the
goal. We ask whether LLMs can accomplish
this task. We found that state-of-the-art LLMs
(GPT-40) have the ability to efficiently self-orient
with near-optimal performance, but this ability
disappears with in-context reasoning (OpenAl
o4-mini). However, we find that this ability re-
emerges for reasoning models trained with more
advanced methods, such as backtracking (03).

1. Introduction

Large Language Models (LLMs) have demonstrated im-
pressive emergent capabilities, such as planning in complex
problems, which can be elicited with few- or even zero-
shot learning in the form of prompts. Reasoning LLMs
build upon these abilities by generating a sequence of inter-
mediate reasoning steps (i.e., a “chain of thought”) before
outputting a final response. Considerable work has been
devoted to studying the abilities of these models and testing
their limits, for example with tasks in planning (Valmeekam
et al., 2023) and spatial reasoning (Yamada et al., 2023).
However, one question which has not been addressed by
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prior work is: to what degree can LLMs self-orient? That
is, can an LLM adjust its latent world model representation
with a semantic marker for the “self”, or the specific agent
that the LLM controls. This is an important phenomena
since it has been suggested that it is one of the core reasons
why humans are able to flexibly learn and act (Paul et al.,
2023). Consider self-driving cars which may have some sort
of self-representation in their environment. However, if this
self-representation was made more effective it may allow
self-driving cars to be more robust and adapt to situations
outside of their training.

Debates about what makes up a “self” are varied and nu-
anced. They span hundreds of years of study in philosophy,
as well as decades of study in fields such as cognitive science
and neuroscience. Here, we focus on a recent framework
for a minimal version of self representation, which can be
rigorously studied:the representation of a particular entity
in the world, and tagging it as the agent that is doing the rep-
resenting, the source of input and output(Paul et al., 2023;
De Freitas et al., 2023). Accordingly, the process of identi-
fying where, when, and who one is in the world is referred
to as self-orienting. In daily life, most people are typically
self-orientated. But this process can become momentarily
unglued. For example, consider the first few seconds of
a player picking up a novel video game. Before they can
achieve their goals in the game, they need to figure out who
they are in the game, which avatar represents them.

Whether machines have the ability to represent themselves
long been a topic of interest for computer scientists, psy-
chologists, and philosophers (Hofstadter, 1979; Hofstadter
& Dennett, 1981; Minsky, 1986; Damasio, 2012). More
recently, the question of self-representation in LLMs has
become a compelling philosophical question, with impli-
cations for Al evaluation and safety. Recent works have
considered, for example, the degree to which LLMs have
“situational awareness” and associate details of their imple-
mentation such as their architecture and training regimes
with their “self” (Laine et al., 2024; Betley et al., 2025).
Other work has considered whether LL.Ms have stable pref-
erences (Lehr et al., 2025), and whether LLMs can ““intro-
spect” to accurately predict aspects of their internal hidden
states (Binder et al., 2024). However, these questions re-
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late to the self in a more oblique way and face the same
challenges of interpretation as studies of the self in hu-
mans. Here, we focus on the more minimal and addressable
question of whether LLMs can self-orient in a human-like
way. This in turn can inform broader capabilities of self-
representation, such as those above.

In this work, we present the first empirical test of self-
orienting in LLMs. We combine a novel zero-shot learning
(i.e., instruction prompt) experiment design, with a task in-
spired by previous work in cognitive science and reinforce-
ment learning (De Freitas et al., 2023). Following theories
proposed in this prior work, we then describe how this task
is optimally solved in two phases by a Bayesian learner. In
our experiments, we test a combination of reasoning and
non-reasoning LL.Ms. Surprisingly, we find a U-shaped
curve in performance, where vanilla LLMs can solve the
task, but reasoning greatly harms performance — unless the
reasoning model is trained with more advanced techniques
such as backtracking and self-verification. We consider this
result in light of the framework of self-orienting.

2. Self-Orienting in a Grid World

Our experimental domain is adopted from De Freitas et al.
(2023), developed as a minimal test of self-orienting. In
these experiments, a (human or Al) participant is instructed
that they will play a game, but are given only minimal
instructions as to what the point of the game is. For humans,
the instructions were simply ‘play the game’. We mildly
adapt these instructions for LLMs to be controlling an Agent
to reach a Goal. The game board is a 9 x 9 grid world with
4 different types of squares: Wall (black or 0), Path (white
or 1), Agent (red or 2), and Goal (green or 3). In the initial

Agent

World Model
Observations

World Dynamics 1

Actions

~—

“Right”

Environment

Planning

Figure 1. Language model agent framework. We treat LLMs as
reinforcement learning agents in a simple grid world domain. The
LLM observes grids encoded as lists of digits (visualized here as
colors) and produces actions (such as “Right”). To solve the task
efficiently, an agent must infer a World Model which is then used
for Planning.
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Figure 2. Theory of how to optimally solve our grid world domain.
For two times, ¢ = 0 (Left column) and ¢ = 3 (Right column),
we show the observed environment o; (Top row) along with the
agent’s inferences. First, the player explores actions until they are
able to correctly infer a world model s; = T(ot, at) (Middle row)
and then, once the player has identified the “Self” representation,

they navigate to the goal by planning a; = 7(s¢) (Bottom row).

presentation, it is unclear to the user precisely what each
square represents. Additionally, there are 4 markers of the
same color as the true Agent, and 1 marker with the color of
the Goal. The game player can take four actions a;, which
control the movements of the true Agent: Left, Right, Up,
or Down.

In order to solve the game, a player may first infer a world
model for the domain, and then use this world model to
plan an efficient path to the goal. The arrangement of the
Path and Wall squares is typical for analogous sprites in
common video games and grid world environments, and a
user with experience seeing other video game environments
will likely to quickly infer the meaning of these. However,
it is unclear which square is an Agent and which is a Goal.
Further, there is ambiguity as to which of the four possible
Agent squares corresponds to the “Self” agent that the user
actually controls.

Building on De Freitas et al. (2023), we stipulate that effi-
ciently reaching the goal in this domain requires two phases
of behavior. First, the user must infer the world model by
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o4-mini o3

Figure 3. Example path each model takes when attempting to solve the task. Visualizing a single rollout for each model, we see that
GPT-40 (Left) and 03 (Right) efficiently navigate to the goal, whereas 04-mini (Center) acts erratically, moving back and forth without
reaching the goal (note: this rollout is shortened for readability). Impossible moves, which lead the agent into a Wall, are not shown.

exploring different actions until they take the one action
which causes their self-agent to move. Given this action,
they must infer the appropriate world model of the game en-
vironment. In the second phase, the user must then navigate
their agent to the goal. Our environments are designed such
that, once the self-agent is identified, they can reach the goal
by taking steps in two directions — e.g., if the self-agent is
in the bottom-left corner, then the user must take Up and
Right steps until they reach the goal.

In Theory-Based Reinforcement Learning (RL) (Tsividis
et al., 2021), planning with a policy 7(s;) requires a world
model s; = T(ot7 a;) that can be reasoned over. This world
model serves as a theory for both the world and the role that
the agent plays in it. In the case of our task, the agent must
have a theory of what role is played by different squares
on the grid world and in particular have a theory for what
square it controls. A working approach to formalizing self-
orienting is to frame the problem as a Partially-Observable
Markov Decision Process (POMDP) with additional modifi-
cations (Paul et al., 2023).

2.1. Problem Formulation

We formulate our problem similar to Ahmed et al. (2025).
We start with the classical planning problem, where envi-
ronment state transitions are defined by a transition function
T :S8 x A — S with state space S and action space 4. The
goal of the game player (who controls the “Self”” agent) is to
find a plan m =< aq,...,axN > that allows it to navigate to
the goal square. To do so, the player must find an estimation
of the transition function. We denote this estimated transi-
tion function and the state it returns as s; = T(ot, at) and
refer to it as the inferred world model. Here, o, refers to the
raw observed state of the environment and s; refers to the
player’s representation of the state which it will use for plan-
ning. Therefore, the player must first find s; = T'(o¢, az),
which we refer to as the self-orienting phase. Then, it must
navigate to the goal by finding 7 (s;), which we refer to as

the navigation phase.

3. Experiments

We performed experiments on the “Logic Game”, the first
of three experiments proposed in De Freitas et al. (2023),
which tests self-orienting ability and navigation in static
grids. They found that humans were able to solve this task
almost immediately, whereas deep RL algorithms took a
vastly larger number of trials to learn. Our experiments
aimed to answer the following question: How do LLMs and
reasoning models perform on a simple self-orienting task?

We evaluated the most recent state-of-the-art LLM by Ope-
nAl, GPT-40 (OpenAl, 2024) as well as their most most re-
cent reasoning models 03 and 04-mini (OpenAl). We choose
these models as they are known for their general reasoning
and problem solving capabilities.

While De Freitas et al. (2023) proposed additional experi-
mental domains, we focused on the logic games subset of the
static grid experiments due to API cost budget constraints.

The 4 grids we chose have different initial actions that lead
to movement. For example in Fig. 3, if the agent’s location
is in the top-left, then only taking the action “right” will lead
to any movement. Similarly, if we consider all the other
possible agents and the initial actions that allow them to
move, we will see that only the actions “right”, “left”, and
“up” will yield any movement. We can contrast that with the
grid in Fig 2., where only the actions “up” and “down” will
yield any movement. We choose 4 diverse grids based on
this idea of the initial actions that lead to any movement.

In our experiments, we use the prompts shown in Ap-
pendix A to ask the LLM its initial action. Then, we enter
this action in the environment which returns the updated
observation. We feed this observation back into the LLM
and repeat this process, essentially having a closed loop
system where the LLM takes actions and sees the updated
observation of the environment.

We evaluated the four models—GPT-40, 04-mini under two
reasoning settings (Low and High effort), and 03. Each
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model was tested on four distinct grid layouts, and for each
layout we ran the agent from each of four possible agent
positions, yielding 16 grid-agent combinations. For each
combination we performed three independent planning roll-
outs. We scored a combination as a “success” if at least
one of its rollouts reached the goal within the move limit.
Finally, accuracy was computed as the fraction of those 16
combinations for which the model succeeded. Fig. 3 reports
these success rates across all four models and Fig. 4 shows
a heatmap of the aggregated path for each of the rollouts
which essentially shows how many time that square was
visited. Fig. 5 measures how close the models were to the
goal any given point in the interactive prompting loop. This
was aggregated over just three of the grids due to the budget
constraints of 03. Since we ran the experiment on 03 in the
UI, we ran into a weekly usage limit and were unable to get
the result to include the last grid. Therefore for Fig. 5, we
only tracked the distance on 3 grids with one agent location
in each grid since we had to manually extract and record the
action sequences. We had 3 rollouts for every model except
for 03 we had 3 rollouts for 2 out of the 3 grids, and for the
last grid we were only able to perform 1 rollout.

Results In our experiments, we find that GPT-4o is able
to solve the task within 20 steps nearly 100% of the time
(Figure 4). However, the simple reasoning model we tested
(OpenAl o4-mini) consistently fails to solve the task, and
this failure rate worsens with higher reasoning effort. In-
specting the available information about reasoning chains,
we observe that many reasoning chains infer the wrong
world model and are unable to recover, e.g., assuming that
the grid square for the goal (green / 3) is actually the agent.
While we did not analyze OpenAl ol for cost reasons, we
observed the same pattern of failure with it as well. Finally,
with OpenAlI’s 03 model, this trend reverses and we find a
near-100% success rate, marking the final step in this “U-
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Figure 4. Across all grids and agent locations we tested, GPT-40
scores very high, solving > 90% of cases within 20 steps. On
the other hand 04-mini reasoning models score much lower, and
higher reasoning budget (High) negatively impacts performance.
03 scores the highest, solving all grid permutations we tested.
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Figure 5. The distance for each is aggregated over three different
configurations and averaged over rollouts.

shaped” performance trend. When inspecting the reasoning
chains for 03, we find that the model is able to revise its
initial world model inferences.

This pattern is further confirmed by considering the specific
paths that agents take in moving through the grid (Figure 3).
We find that GPT-40 and OpenAl 03 efficiently navigate to
the goal, although not always following the most optimal
path. These models both distinct biases in their moves, in
particular the earlier exploratory of identifying the agent.
Depending on where the agent is located on the grid, either
model may be more or less efficient in identifying the agent
or in navigating to the goal. For the 04-mini model, however,
we observe a very different pattern of behavior: the model
moves erratically and without clear purpose, in some cases
simply going in circles (e.g., 04-mini (High) in Figure 3).
Aggregating movement patterns across all grids and agent
locations, we see that GPT-40 and 03 perform nearly as well
as our Optimal Model (Figure 5), efficiently reducing the
distance between the agent and the goal. Conversely, both
04-mini models only slightly reduce the distance to the goal
even after many steps.

4. Discussion

We have presented the first study, to our knowledge, of
self-orienting in LLMs. Adopting an experimental domain
from cognitive science, we have shown that state-of-the-art
LLMs are able to solve this task with near-optimal efficiency,
suggesting these models are capable of both inferring the
correct world model and then navigating to the goal. We
also find a striking pattern where reasoning (04-mini) harms
performance, which we attribute to the model inferring the
wrong world model in its reasoning chain and being unable
to self-correct. However, we also find that a much more
advanced reasoning model (03) can solve the task nearly op-
timally. While implementation details of 03 are not publicly
available, we speculate that the key ingredient is backtrack-
ing, or the model’s ability to change its beliefs over inferred
world models after they have been explicitly stated.
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A. Prompts

Here we provide the precise prompts used in our experiment. The first prompt is used as an initial chat message to the LLM,
with a grid encoded as a comma-separated nested list of values (0 | 1 | 2 | 3). Below, we provide an example initial grid.

Instruction Prompt

You are going to play a game where you will control an Agent and navigate to a Goal.
You will make a series of moves where you can respond with 4 different
directions: "up", "down", "left", or "right". Each of your responses will be a
single word, which is one of these directions. After each move, you will receive
an updated version of the game environment. You will receive a reward if you
complete the game successfully.

Respond only with a single action "up", "down", "left", or "right". Only reply with
1 word, and no other text.

Now, consider the following 2-dimensional grid:
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What is your first move?
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Next, we provide the Follow-Up Prompt used to provide an updated observation of the environment given an action response
from the LLM. At each step, the environment and the history of previous actions is encoded as a chat conversation history of
actions from the agent and responses from the environment. The example updated grid shown here is what an LLM would
receive, if it was given the same grid example in the first Instruction Prompt (with the 2 in the bottom-left being the agent)
and the LLM replied with the action “right”.

Follow-Up Prompt

Here is an updated grid following your last move:

AN

[

to, o, o, 6, 0, 0, 0, 0, O],
t6, 2, 0, 0, 1, 0, 0, 2, 01,
[O’ 1/ 1/ 1’ 1’ 1/ 1/ 1’ O]I
to, 1, 1, 1, 1, 1, 1, 1, 0I,
[O’ 1/ 17 1’ 3’ 1/ 1/ 1’ O]I
to, 0, 1, 1, 1, 1, 1, 1, 0I,
[O’ OI l! ll l’ ll ll ll O]I
to, 1, 2, 1, 1, o, 0, 2, 0I,
to, o, o, 6, 0, 0, 0, 0, O]

~

What is your next move?
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B. Full List of Stimuli Used

Grid 1 Grid 2 Grid 3 Grid 4

Figure 6. We used the following grid configurations for our experiments. For each grid, we evaluated the agent on each of the 4 possible
agent locations. These grids selected from the twelve grid stimuli used in De Freitas et al. (2023), Experiment 1.



