Abstract

Despite being widely used, text generation models trained with maximum likelihood estimation (MLE) suffer from known limitations. Due to a mismatch between training and inference, they suffer from exposure bias. Generative adversarial networks (GANs), on the other hand, by leveraging a discriminator, can mitigate these limitations. However, discrete nature of text makes the model non-differentiable hindering training. To deal with this issue, the approaches proposed so far, using reinforcement learning or softmax approximations are unstable and have been shown to underperform MLE. In this work, we consider an alternative setup where we represent each word by a pretrained vector. We modify the generator to output a sequence of such word vectors and feed them directly to the discriminator making the training process differentiable. Through experiments on unconditional text generation with Wasserstein GANs, we find that while this approach, without any pretraining is more stable while training and outperforms other GAN based approaches, it still falls behind MLE. We posit that this gap is due to autoregressive nature and architectural requirements for text generation as well as a fundamental difference between the definition of Wasserstein distance in image and text domains.

1 Introduction

Under the most popular paradigm, text generation models are trained with maximum likelihood estimation (MLE) via teacher forcing [1]. Training neural networks under MLE does not model sequence probabilities, since, at inference, the model is conditioned on sequences that may have never been observed at training time. Indeed, generated texts using this approach are often degenerate [2].

A natural alternative, to mitigate MLE limitations, is to frame the problem under the Generative Adversarial Network (GAN) paradigm [3]. GANS have been used successfully for generating images [4], audio [5] and videos [6], learning interpretable representation of images [7], controlling attributes of the generated data [8]. For text, modeled as a sequence of discrete symbols, a naive computation of the gradients backpropagating from the discriminator to the generator is however intractable. Hence, Language GANs are based on gradient estimation via RL-based techniques [4] [9] [11] or by differentiable approximation of Softmax using Gumbel-Softmax or similar variants [12] [13].

Most of the said approaches suffer from issues like training instability (due to high variance of gradients with RL) or mode collapse. Moreover, almost all of them require a considerable amount of pre-training using MLE followed by GAN based fine tuning (often with low learning rates) [14]. As a result, the best performing solution tend to stay close to the one obtained by MLE [15]. This gives a false impression of the efficacy of GAN training, but recent work has shown that a properly tuned and temperature-controlled language model trained with MLE using teaching forcing outperforms most of these models [14] [15]. In this work, we thus posit that to fairly evaluate the effectiveness and stability of training language GANs, they should be trained and evaluated without pretraining.
We then transform the output Wasserstein distance). While this distance is easy to define for fixed dimensional data like images, we train and evaluate our proposed model on the task unconditional text generation on a simple dataset.

The simplest way to train this generative model is by minimizing the negative log-likelihood of a training corpus with respect to the output multinomial distribution, which is essentially training it on the input of step $t$ to the input of step $t+1$. A natural choice of architecture of this model is recurrent networks (RNNs) like LSTMs, GRUs or more recently relational memory networks and transformers. If the start word is $w_0$, we define,

$$
e_w = o(w)W_i$$

$$h_t = \text{RNN}(e_{w_t}, h_{t-1})$$

$$w_{t+1} \sim f(\text{softmax}(W_o, h_t/\tau))$$

where $t > 0$ and $h_0$ is the initial hidden state. In other words, at time step $t$, we first encode the input token $w_t$ into a embedding $e(w_t)$ using an embedding matrix $W_i$. We input the embedding to the RNN network along with the hidden vector of the previous step, $h_{t-1}$ to obtain a hidden vector $h_t$. We then transform the output $h_t$ into a probability distribution over the vocabulary through a linear transform using a weight matrix $W_o$ (and an optional temperature parameter $\tau$) followed by softmax. The next word $w_{t+1}$ can be obtained from $f$ of this probability distribution by a sampling procedure which along with the temperature $\tau$ controls the trade-off between the diversity and quality of the generated samples.

The simplest way to train this generative model is by minimizing the negative log-likelihood of a training corpus with respect to the output multinomial distribution, which is essentially training it like a language model. Training is usually done by passing as input at timestep $t$ the correct token from the training example $w_t^*$ rather than the output of the previous step $w_{t-1}$ (teacher forcing). Teaching forcing creates a disconnect between training and inference and leads to exposure bias where the model only sees correct input while training. This has been shown to lead to bad sample quality leading to research into GANs for text generation. Additionally, naive sampling from the softmax output often leads to repetitions or hallucinations leading to degenerate samples. Sampling strategies like top-k sampling or nucleus sampling have been used to address this issue.

### 2.1 Generative Adversarial Networks

GANs learn the distribution $P_w^e(x)$ of a given text corpus through a two-player adversarial game between a generator $G$ and a discriminator $D$. The discriminator is trained to distinguish between
real sentences and fake ones (generated by $G_{θ}$). The original formulation proposes using a minimax objective, where the generator tries to generate better examples to fool the discriminator. While loss functions to train GANs are under active research [27], training GANs in most settings require that gradients can flow from the discriminator to the generator. This works well when the output of the generator is real valued, like pixels in images or videos.

However, due to the sampling process involved in text generation as described above, the output of the generator is discrete which makes it non-trivial to train $G_{θ}$. Most of the research in text GANs tackles this issue by one of the following two methods: (1) RL based [26, 28–30, 10, 11]. The idea behind all of these works is similar: use the REINFORCE algorithm [31] to get an unbiased gradient estimator for the generator, and apply a roll-out policy to obtain the reward for the discriminator. (2) Approximate the sampling process with tricks like Gumbel-softmax [32] and soft-argmax [12] to make the model differentiable. The latter uses MMD to match the features of real and generated text.

Despite the differences in training or architecture, most text GAN models except [10] follow a common paradigm: Initialize the generator with MLE followed by fine-tuning with a GAN objective. [14] shows that as a result such models remain close to and do not perform better than a carefully sampled pretrained model. Additionally, they rely on sampling from the softmax output as a source of diversity. Irrespective of the sampling strategy, with the auto-regressive factorization of text generation, all uncertainty is represented in the generator output distribution, making it difficult to search for multiple modes in the data distribution [33]. On the contrary, traditional GANs rely on an initial input (using a random vector $z$) to get diverse samples.

3 CONtinuous Output Text GAN (ConGAN)

3.1 Generator with Continuous Outputs

Following [16], we propose the following model architecture: instead of treating each word discretely and learning input and output embedding matrices, $W_{i}$ and $W_{o}$ respectively (§2), we represent each word in the vocabulary as a pre-trained and fixed word embedding $e_{w}^{(p)} \in \mathbb{R}^{k}$ where $k \ll |V|$. These representations can be learned by training a word embedding model on the training corpus (or any other corpus) [34–37]. We modify the generation process as follows:

$$h_{t} = \text{RNN}(\hat{e}_{t}, h_{t-1})$$

$$v_{t} = \text{FF}(h_{t})$$

$$\hat{e}_{t} = \frac{v_{t}}{\|v_{t}\|}$$

Where $t > 1$, $\hat{e}_{0} = e_{\text{start}}$ is the embedding of the start of sequence token (bos) and $h_{0} = \text{FF}(z), z \sim \mathcal{N}(0, 1)$, where FF is a fully connected network which transforms the hidden vector to an output vector. Simply put, at each time step $t$, the model gets a $L2$ normalized vector as input and outputs another $L2$ normalized vector which is then fed to the next step. The output of this generator can be represented as a sequence of normalized vectors ($\hat{e}_{1}, \ldots, \hat{e}_{L}$) or more concisely by a matrix $\hat{X} \in \mathbb{R}^{k \times L}$. We feed this sequence (of continuous vectors) into a discriminator whose task is to distinguish between a sequence of pretrained (and $L2$ normalized) embeddings (coming from real text) and generated vectors. Since there is no sampling or argmax involved, the model maintains differentiability. The goal of the discriminator is two fold: (1) Differentiate the individual word vectors from the generated vectors and (2) differentiate the sequence of real word vectors with a sequence of generated vector.

To sample text from a trained generator, we first sample the matrix $X$ as described and find the nearest neighbor of each of the vectors (based on cosine similarity) in the pretrained embedding table to generate the sequence of words. Since we use a deterministic nearest neighbor search for predicting the word from the embedding, all the randomness in this model is clamped into the noise vector $z$. This change better aligns with generative models in other domains as well as aims to solve degenerate results obtained from different sampling methods.

---

1 We also experiment with another setup where we find the nearest neighbor of $\hat{e}_{t}$ in the embedding table and feed that to the model. This still allows gradient flow through a straight through estimator. This performs similar to the proposed setup.
3.2 Discriminator

We use a convolutional neural network \[38\] as our discriminator \( D \) parameterized by \( \phi \) which contains convolutional and max-pooling layers. A convolution filter \( W_{\text{conv}} \in \mathbb{R}^{K \times l} \) is applied to a window of \( l \) words to produce new features. After applying a non-linear activation, we use max-pooling over time \[39\] to the feature maps. Convolution operator finds features independent of their position while max-pooling operator intends to capture the most salient ones. Our model uses multiple filters for different window sizes as described in \[4, 3\]. Consider \( K \) filters of sizes \( l_1, \ldots, l_K \) each, then the pre-final layer has \( \sum_{i=1}^{K} l_i \) dimensions. We add a fully connected layer on top on this feature vector to get a scalar value. Let the embeddings obtained from a sentence \( r \) sampled from the real data set be denoted as \( X_r \), while that generated by the model be \( \tilde{X}_g \). We train the discriminator with the following objective,

\[
\mathcal{L}_D = \mathbb{E}_{X_r \sim P_r, \tilde{X}_g \sim P_g}[g(D(X_r), D(\tilde{X}_g))]
\]

where \( g \) is a distance function dependent on the specific GAN objective used to train this model as we see next.

3.3 Training Loss

Leaning on prior work and initial experiments with different GAN objectives \( g \) \[3, 18, 40, 19\], we train our proposed model with the Wasserstein GAN objective \[18\] with gradient penalty (WGAN-GP) \[19\]. Minimizing Wasserstein distance between data distribution \( P_r \) and the generator distribution \( P_g \) has been shown to be helpful both for avoiding mode collapse as well as improving training stability \[18\]. This distance is given as:

\[
W(P_r, P_g) = \inf_{\gamma \in \Pi(p_r, p_g)} \mathbb{E}_{x,y \in \gamma} [\|x - y\|]
\]

(1)

Where \( \Pi(p_r, p_g) \) is the set of all possible joint distributions whose marginals are \( P_r \) and \( P_g \) respectively and \( \| \cdot \| \) is \( \ell^2 \) distance (we discuss the impact of this choice \[6\]). Since it is intractable to compute this quantity, \[19\] propose using Kantorovich-Rubinstein duality \[41\] to transform this problem into one which minimizes the following function by adding a Lipschitz continuity constraint on the discriminator. They approximate this constraint by constraining the norm of its gradient to be less than 1. The loss function to train the discriminator is given as,

\[
\mathcal{L}_{D}^{(\text{wgan-gp})} = \mathbb{E}_{\tilde{X}_g \sim P_g}[D(\tilde{X}_g)] - \mathbb{E}_{X_r \sim P_r}[D(X_r)] + \mathbb{E}_{\tilde{X}_g \sim P_g}[\|\nabla_{\tilde{X}} D(\tilde{X})\|_2 - 1]^2],
\]

(2)

where \( \tilde{X} = \alpha X_r + (1 - \alpha) \tilde{X}_g, \alpha \sim U[0,1] \). This loss function is minimized with respect the discriminator parameters \( \phi \). The loss function to train the generator is given as

\[
\mathcal{L}_{G}^{(\text{wgan-gp})} = -\mathbb{E}_{\tilde{X}_g \sim P_g}[D(\tilde{X}_g)].
\]

This loss function has been shown to perform well on different kinds of data like images \[18\] and even sequential data like video \[42\] and audio \[43\]. We discuss in \[40\] that this success has only been shown with feed-forward architectures or cases where maintaining local consistencies is sufficient to produce acceptable outputs unlike text.

3.4 End-to-End Training of ConGAN

During the experiments, we observed that, since in the initial training phase the embedding predicted by the generator at step \( t \) is erroneous, passing it to step \( t + 1 \) compounds this error as the sequence progresses, resulting in the training not being able to converge. To enable better convergence, we propose a curriculum for training this model similar to the one described in \[44\].

We begin by training the model to generate short sequences and increase the length gradually as the training progresses. That is, we first train the model to generate sequences of length 1 by training with real sentences truncated to length 1. After a certain number of train steps, we increase the generated length to 2 and so on. Since we move to length \( T + 1 \), only after training the model to sentences of
length $T$ effectively, error compounding is drastically reduced. The training schedule of ConGAN is more formally described in algorithm 1.

Algorithm 1: Training Procedure for ConGAN with WGAN with gradient penalty

**Result:** $G$

**Require:** Learning rate $\alpha$, Optimizer parameters $\beta_1, \beta_2$, gradient penalty coefficient $\lambda$, batch size $m$, number of discriminator steps $n_c$, pretrained embedding table $W_e$ of dimension $d$, a sequence of steps describing the curriculum $S$.

**Require:** Initial values of generator and discriminator parameters, $\theta_0$ and $\phi_0$ respectively.

\[ \ell \leftarrow 1; \]

for $c \leftarrow 0 \ldots \text{len}(S)$ do

  for $i \leftarrow 0 \ldots S[c]$ do

    for $j \leftarrow 0 \ldots m$ do

      Sample a sentence from the corpus $x \sim P_r$, truncate its length to $\ell$;
      $X_r \leftarrow W_e x_r \in \mathbb{R}^{\ell \times d};$
      $z \sim \mathcal{N}(0, I_d)$, $X_g \leftarrow G_\theta(z)$;
      $L(j) \leftarrow L_{\text{wgan-gp}}^D$ end

    $\phi \leftarrow \text{Adam}(\nabla_\phi \frac{1}{m} \sum_{i=1}^{m} L(j), \alpha, \beta_1, \beta_2);$ Sample a batch of noise vectors $Z = \{z^{(1)}, \ldots, z^{(m)}\} \sim \mathcal{N}(0, I_d);$ \n
    $\theta \leftarrow \text{Adam}(\nabla_\theta L_{\text{wgan-gp}}^G(Z))$

  end

  $\ell \leftarrow \ell + 1;$

end

4 Experiments

We apply ConGAN on the task of unconditional text generation. That is, given a human-generated text corpus, we aim to train a model to generate language matching the distribution of the text in the corpus. We experiment with a standard dataset of COCO Image Captions [20]

4.1 Dataset

COCO Image Captions COCO Image Captions is a dataset containing simple sentences which are collected by asking users to write captions for images (we train the model just on the captions, not images). Both training and test set contain 10,000 sentences with longest sentence being 37 words and a vocabulary of size 4682.

4.2 Evaluation

Text generation GAN models are usually evaluated along two dimensions: quality and diversity. Quality measures how fluent, grammatical and coherent the generated text is. And diversity measures the coverage of the model. Ideally we want a generative model that can generate very high quality and diverse text. But it has been studied in [13][14] that there is always a trade-off between the two, especially for softmax-based models where one can use temperature parameter to increase quality at the cost of diversity and increase diversity at the cost of quality. We evaluate our proposed model on four metrics consistently used in prior work, two of which are measuring quality: BLEU [45] and LM-score and the other two are measuring diversity: self-BLEU and Reverse LM-score [14]; they are described in the appendix.

4.3 Implementation Details

For representing each word, we use 300-dimensional fasttext embeddings [37] trained on a large monolingual English corpus as used by [16] with around more than 4 billion words. Most of the documents used in this training are news articles.
Table 1: The quality scores (BLEU and LM) obtained on the test sets by training the above models with the GAN objectives with (right) and without pretraining (left). BLEU is higher the better and LM-Score is lower the better. MLE and RelMLE indicate models which were only pretrained their scores are shown on the right side in each cell. Our proposed model consists of only GAN training for which we report the performance on the right side of each cell. There is no training in “Random”, we just initialize the generator randomly and decode from it.

<table>
<thead>
<tr>
<th></th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>BLEU-5</th>
<th>LM-SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.041</td>
<td>-</td>
<td>0.017</td>
<td>-</td>
<td>0.008</td>
</tr>
<tr>
<td>SeqGAN</td>
<td>0.043</td>
<td>0.745</td>
<td>0.016</td>
<td>0.498</td>
<td>0.012</td>
</tr>
<tr>
<td>RankGAN</td>
<td>0.040</td>
<td>0.743</td>
<td>0.014</td>
<td>0.467</td>
<td>0.012</td>
</tr>
<tr>
<td>LeakGAN</td>
<td>0.045</td>
<td>0.746</td>
<td>0.017</td>
<td>0.528</td>
<td>0.014</td>
</tr>
<tr>
<td>RelGAN</td>
<td>0.590</td>
<td>0.849</td>
<td>0.280</td>
<td>0.687</td>
<td>0.141</td>
</tr>
<tr>
<td>MLE</td>
<td>-</td>
<td>0.748</td>
<td>-</td>
<td>0.656</td>
<td>-</td>
</tr>
<tr>
<td>RelMLE</td>
<td>-</td>
<td>0.810</td>
<td>-</td>
<td>0.602</td>
<td>-</td>
</tr>
<tr>
<td>ConGAN</td>
<td>0.712</td>
<td>-</td>
<td>0.487</td>
<td>-</td>
<td>0.315</td>
</tr>
</tbody>
</table>

For the RNN-based generator, we have three components: (1) A multilayer perceptron to convert the noise vector $z$ to the initial hidden representation $h_0$. $z$ is 300 dimensional and the multilayer perceptron has the following structure: $(\text{Linear}(300, 300), \text{LeakyReLU}(0.2), \text{Linear}(300, 300), \text{LeakyReLU}(0.2), \text{Linear}(300, 300))$. (2) The generator is a 2-layered LSTM with a word embedding and hidden vector of size 300. (3) The hidden vector is transformed into an output vector using another multilayer perceptron with the following structure: $(\text{Linear}(300, 300), \text{LeakyReLU}(0.2), \text{Linear}(300, 300), \text{LeakyReLU}(0.2), \text{Linear}(300, 300))$

For the CNN-based discriminator, we use filter windows of sizes 3, 4, 5 and 6 and 300 feature maps for each. We use leaky ReLU as our activation function with a leak value of 0.2. The final feature representation is 1200 dimensional which is then transformed to a single dimensional scalar using a fully connected layer.

For training, we use Adam optimizer [46] with a learning rate of 0.0001 for both the generator and the discriminator with $(\beta_1 = 0.5, \beta_2 = 0.9)$. We apply gradient clipping if the norm of the gradients exceeds 5. We train the model for 30000 steps without any pretraining. This involves 5 steps of discriminator updates followed by one generator update. For $\ell \in \{1 \ldots 20\}$ (see [1], we train the model for 1000 steps each. After that, we train the model with the full length sequences.

5 Results

5.1 Baselines

We compare against 4 previously proposed GAN models which can be divided into two categories: (1) Trained with REINFORCE – SeqGAN, TextGAN, and RankGAN and (2) Differentiable training using Gumbel-softmax – RelGAN (with hyperparameter $\beta = 100$). Note that all these models require pretraining with a language model objective before even starting GAN training. We compare against all these models in three settings (1) GAN training without pretraining, (2a) only pretraining, and (2b) GAN training after pretraining, to measure how much the models are improved after pretraining. For LSTM (with softmax) based models, the pretraining setup is the same for SeqGAN, TextGAN and RankGAN and we report it as MLE. For RelGAN, the generator architecture is a relational memory augmented RNN [23], which we refer to as RelMLE. We stress that in our proposed model, we report results without pretraining. This is because in softmax based models where sampling is the source of diversity, initial hidden state is usually fixed and initialized to 0 which makes the model architecture identical to a language model and suitable for pre-training the way language models are trained. But in our proposed model, we follow a more traditional GAN approach of feeding in a noise vector $z$ which initializes the initial hidden state.
Table 2: The diversity scores (self-BLEU, shown as SBLEU, and RLM score) obtained on the test set by training the above models with the GAN objectives with and without pretraining. In both scores lower is better.

<table>
<thead>
<tr>
<th></th>
<th>SBLEU-2</th>
<th>SBLEU-3</th>
<th>SBLEU-4</th>
<th>SBLEU-5</th>
<th>RLM-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SeqGAN</td>
<td>0.88/0.95</td>
<td>0.85/0.84</td>
<td>0.82/0.67</td>
<td>0.75/0.49</td>
<td>10.45/5.64</td>
</tr>
<tr>
<td>RankGAN</td>
<td>0.87/0.96</td>
<td>0.81/0.88</td>
<td>0.80/0.76</td>
<td>0.78/0.62</td>
<td>11.09/5.40</td>
</tr>
<tr>
<td>LeakGAN</td>
<td>0.94/0.97</td>
<td>0.90/0.91</td>
<td>0.86/0.85</td>
<td>0.85/0.78</td>
<td>13.75/5.16</td>
</tr>
<tr>
<td>RelGAN</td>
<td>0.97/0.94</td>
<td>0.92/0.81</td>
<td>0.85/0.70</td>
<td>0.80/0.69</td>
<td>9.30/6.44</td>
</tr>
<tr>
<td>ConGAN</td>
<td>0.97/-</td>
<td>0.94/-</td>
<td>0.85/-</td>
<td>0.79/-</td>
<td>7.29/-</td>
</tr>
</tbody>
</table>

5.2 Quality

We train ConGAN as well as all the baselines 6 times with different random initializations. Table 1 show the mean quality metrics obtained. For softmax based models, we generate multiple sets of samples by considering the temperature parameter $\tau \in \{0.01, 0.1, 1.0, 2.0, 5.0, 20.0\}$ and report the best scores. For each metric, the score on the left is without pretraining and the score on the right is with pretraining with a language model. Clearly, our proposed model, ConGAN, outperforms all the other models across all the metrics of quality without pretraining. The models based on RL perform no better than random. If we compare the prior models after pretraining the language model, LeakGAN and RelGAN perform better than the proposed model. But as has been previously studied [14], LeakGAN performs worse than a properly tuned MLE model. Also we observe that RelMLE performs quite well if not better than RelGAN. This suggests that the gains obtained in RelGAN are mainly due to replacing the generator with a better language model rather than due to GAN training itself. Despite the gains obtained with our proposed model without pretraining, the model overall performs worse than a MLE trained model as well RelGAN. In the next section, we examine reasons for this performance as well as suggest directions of future research in this direction.

We observe the except for RelGAN, the performance of all the baseline models remains around their initialization points and does not seem to converge. Conversely, both RelGAN and the proposed ConGAN are much more stable across 6 runs with a standard deviation in the range of 0.01 to 0.02 for all BLEU-X scores.

5.3 Diversity

Table 2 shows the comparison of diversity scores. The numbers shown are means of 6 different runs. Although the diversity numbers look better without pretraining, it is because of high variance of the RL models and the difficulty in convergence resulting in very poor quality albeit diverse samples. Over the 6 runs, we observe a standard deviation of 0.2-0.5 in BLEU scores in all the compared models whereas it was around 0.02 for our proposed model. The source of diversity in ConGAN is the noise vector $z$ as opposed to the sampling process in softmax based models. But all the diversity scores leave something to be desired; leading to the conclusion that mode collapse is still very much an issue.

6 Discussion

By manually inspecting several samples generated by ConGAN, we find that many of them are fluent and grammatical, but they produce sentences that are not meaningful; the latter being true for majority of text GANs. Additionally, as indicated in table 1 and table 2, our model doesn’t show improvement over MLE. We attribute the poor performance to the following major factors:

6.1 Granularity of signal given by the discriminator and architectural choices

We train ConGAN with a binary signal from the discriminator: is the generated sample real? While this has shown to work well for continuous data like images, it has been argued that such a signal is not dense enough for text generation where in the beginning of training when the discriminator can easily distinguish between real and fake samples [47]. A generator is more amenable to training with a token or phrase level loss [10]. By designing a curriculum to generate good prefixes, we already
incorporate sub-sentence information in the training process. To explicitly incorporate these signals, we additionally explore two changes to the discriminator architectures:

**CNN with multiple outputs** In the described CNN discriminator, we add a fully connected layer after every CNN layer (filter + max pooling) to predict whether the sequence spanned by the current layer is real or not. We sum all such signals to get the final discriminator output \[48\].

**LSTM discriminator** Prior work has shown that the most suitable discriminator is the one with the same architecture and capacity as the generator \[49\]. Hence, we encode the sample with an LSTM and predict at every step whether the sequence so far is real. We again sum all the signals to get the final discriminator output. A similar loss is explored by \[10\] where they train the model using RL.

We train the model using the loss described in \[2\] as well as standard GAN loss \[3\]. With the standard GAN loss, we observe the model suffers severe mode collapse in both cases. With WGAN-GP loss, we didn’t observe any significant improvement in performance with the new CNN discriminator beyond what we already report in table \[1\]. We speculate this is likely because we design the training curriculum to predict good prefixes anyway. We see that the LSTM model fails to train altogether. Our analysis as well as previous observations \[50\] indicate that lipschitz continuity is difficult to enforce on recurrent architectures using gradient penalty (or otherwise) as the gradient values become too small leading to no updates.

### 6.2 Wasserstein distance metric

As shown in \[1\], Wasserstein distance between two distributions is function of a distance metric between its samples. Most work on GANs assume this distance to be \(\ell^2\). This assumption has held well for fixed dimensional data like images but it is clearly not well defined for two sequences of word (embeddings) which can be of different lengths. In fact, defining distance between two input text is an active area of research \[51\]. Consequently, the dual form of Wasserstein distance with the gradient penalty term in \[2\], which we use to train our proposed model, penalizes the \(\ell^2\) norm of the gradient, which corresponds to choosing \(\ell^2\) distance as the distance between samples. Some research has been done on generalizing GAN theory to other spaces \[52\], but in its current form WGAN with gradient penalty does not extend to arbitrary choices of underlying spaces. This fact along with difficulty of ensuring lipschitz continuity of a recurrent discriminator, explains the poor performance of our proposed method and calls for exploration of extending WGANs beyond \(\ell^2\) norm \[53\].

Along with the above mentioned major factors, there are several other potential reasons for poor performance of text GANs in general such as (1) the generator not being expressive enough and cannot deal with longer term dependencies in the text and the (2) the discriminator is not being grounded in commonsense knowledge. Such issues are orthogonal to the ones we aimed to address in this work and need additional exploration.

### 7 Conclusion

In this work, we introduce ConGAN: a modification to neural language generation systems to predict word embeddings instead of softmax distribution which makes GANs for text generation differentiable and the training more stable. We show that all the previous GAN models draw most of their power from language model pretraining, and degrade substantially when using GANs objective. Recognizing that ConGANs are still outperformed by softmax-based GANs which rely on the language modeling power, we highlight that it is GAN training objectives are limited by their simplifying assumptions about the data and model architecture. We plan to explore and address these issues in the future.
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Appendix: Evaluation Metrics

**BLEU**

BLEU score [45] is a standard evaluation metric in machine translation which measures the quality of the generated translation based on counts of n-grams that match with a set of reference translations which are known in advance (this is n-grams precision measure). We use the same setting but consider the entire test set as the reference. We compute BLEU score with 2, 3, 4 and 5-grams.

**Language Model (LM) Score**

BLEU score is a surface level metric and limited by short n-grams, and sometimes give an overestimate of the actual quality of the model. Hence, we also evaluate on LM score, which is the negative log-likelihood of the generated samples on a pretrained language model on the training corpus. We use a simple LSTM based language model with the same settings as that of softmax based generator used in the baselines.

**Self-BLEU**

Both BLEU score and LM score measure the quality of the generated samples but even if the model generates one high quality sample every time, it would score on both the said metrics. Hence, we use self-BLEU to measure the diversity of the generated samples. In the set of generated samples, consider each sentence as hypothesis and the others as reference, calculate BLEU score for every generated sentence. Self-BLEU is defined as their average over the generated corpus. A low self-BLEU suggests better diversity. We compute self-BLEU with 2, 3, 4 and 5-grams.

**Reverse Language Model (RLM) Score**

Although, self-BLEU measures diversity to an extent but it is again a surface level metric. Moreover, consider a corpus of 10,000 generated sentences where each sentence occurs exactly twice and no more. If we compute self-BLEU on this corpus, we will get a value of 1.00 even though there are 5000 unique sentences in the corpus. Reverse LM score was proposed to handle such cases [44]. It is defined as the negative log likelihood obtained on the real test data using a language model trained on the generated samples. This is a measure of both quality as well as diversity. A generated sample which mimics the real test set both in quality as well diversity will achieve high RLM score.