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Abstract

Referring 3D Segmentation is a visual-language task that segments all points of the
specified object from a 3D point cloud described by a sentence of query. Previous
works perform a two-stage paradigm, first conducting language-agnostic instance
segmentation then matching with given text query. However, the semantic concepts
from text query and visual cues are separately interacted during the training,
and both instance and semantic labels for each object are required, which is time
consuming and human-labor intensive. To mitigate these issues, we propose a novel
Referring 3D Segmentation pipeline, Label-Efficient and Single-Stage, dubbed
LESS, which is only under the supervision of efficient binary mask. Specifically, we
design a Point-Word Cross-Modal Alignment module for aligning the fine-grained
features of points and textual embedding. Query Mask Predictor module and
Query-Sentence Alignment module are introduced for coarse-grained alignment
between masks and query. Furthermore, we propose an area regularization loss,
which coarsely reduces irrelevant background predictions on a large scale. Besides,
a point-to-point contrastive loss is proposed concentrating on distinguishing points
with subtly similar features. Through extensive experiments, we achieve state-
of-the-art performance on ScanRefer dataset by surpassing the previous methods
about 3.7% mIoU using only binary labels. Code is available at https://github.
com/mellody11/LESS.

1 Introduction

Referring 3D Segmentation task aims to segment the specific object from a 3D point cloud scene with
a free-form natural language expression. It allows users to interact and analyze 3D data through verbal
instructions or queries. This approach is particularly beneficial in applications that necessitate direct
interaction with 3D environments, such as augmented reality (AR) systems, embodied-AI, robotics,
virtual reality (VR) environments, and in fields like architecture and medical imaging, where precise
identification and segmentation of objects based on descriptive queries can significantly enhance user
experience and operational efficiency.

Previous Referring 3D Segmentation [13; 29] mainly leverage a two-stage workaround, as shown
in Fig.1 (a). They typically adopt a 3D instance semantic segmentation network to get the instance
proposals at the first stage. The predicted instance proposals will be utilized to match with the queries
and finally get the final prediction mask according to the matching score. Although those method have
achieved remarkable performance, there still exist some problems. First, owing to the large-scale and
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Figure 1: Comparison between the two-stage method and our single-stage method. (a) The two-stage
method initially performs instance segmentation with instance labels then semantic labels to get the
instance proposals and bases on the provided query to match the most relevant instance proposal.
(b) Our single-stage method only utilizes the binary mask of the described object for training and
integrates language and vision features during feature extraction.

irregular 3D point clouds, some instance proposals may leave out the target in the pre-segmentation
stage. Besides, lacking of linguistic guidance in the segmentation stage fails to focus on the objects
that are more essential to the referring task. Moreover, existing Referring 3D Segmentation utilizes
both instance labels and semantic labels to segment target proposal rather than binary mask used in
referring image segmentation, which is more time consuming and labor intensive.

To address the aforementioned problems, we propose a Label-Efficient and Single-Stage Referring
3D Segmentation method, namely LESS, which is under the supervision of binary mask, as shown in
Fig.1 (b). We first process the query with text encoder to get the word-level feature and sentence-level
feature. Then we extract the multi-modal feature with the guidance of text feature through a 3D sparse
U-Net. Finally, the mask predictor aligns multi-modal features with language features, and directly
predicts the mask of the described object. Here only object mask serves as the label to supervise the
whole training procedure.

However, 3D point cloud inherently provide a higher level of complexity and a large scale. There
exists numerous different objects in a single 3D scene compared to the referring image segmentation
task. Besides, binary mask has less semantic meanings compared to instance labels and semantic
labels. These challenges make it difficult to supervise our model to localize and segment target
objects with only binary mask. Therefore, we propose to alleviate these problems by some ways, as
shown in Fig.2. Firstly, to facilitate fine-grained alignment between points and words, we propose
Point-Word Cross-Modal Alignment module. The PWCA module utilizes cross-modal attention
in the multi-modal context to align textual features extracted by the text encoder with point cloud
features, followed by further extraction of useful multi-modal information using robust 3D sparse
convolutional layers. Thus we can extract a more semantic meaning fused feature. Meanwhile, we
employ Query Mask Predictor, which utilizes the extracted multi-modal features to decode learnable
query embeddings, generating candidate masks. By introducing the Query-Sentence Alignment
modules, we can compute similarity between the decoded query embeddings and sentence features,
using the similarity as weights to perform weighted summation of the candidate masks to produce
the final mask. To address the significant interference caused by multiple objects and backgrounds,
we propose an area regularization loss and a point-to-point contrastive loss. Area regularization loss
reduces irrelevant background predictions by constraining the probabilities of the predicted mask,
while point-to-point contrastive loss constrains the distances between positive and negative points in
the latent space to achieve better segmentation.

To summarize, our contributions are as follows:
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• We propose a new Referring 3D Segmentation method LESS, which directly performs
Referring 3D Segmentation at a single stage to bridge the gap between detection and
matching under the supervision of binary mask. To the best of our knowledge, LESS is the
first work investigating label-efficient and single-stage in Referring 3D Segmentation task.

• Our LESS utilize a Point-Word Cross-Modal Alignment module to align fined-grained
point and word features. Besides, we employed Query Mask Predictor module and Query-
Sentence Alignment modules for coarse-grained alignment between masks and sentences.
Moreover, the area regularization loss and the point-to-point contrastive loss are introduced
to better support to eliminate interference caused by multiple objects and backgrounds.

• Extensive experiments confirm the effectiveness of our method. Our method outperforms
the existing state-of-the-art method on ScanRefer dataset with only the supervision of binary
mask. Our LESS and its results provide valuable insights to improve further research of
label-efficient and single-stage Referring 3D Segmentation.

2 Related Works

2.1 Referring 3D Segmentation

Referring 3D Segmentation has previously received limited exploration, however, with the advance-
ments in multi-modal learning and embodied AI, it is set to attract increasing interest in the future.
TGNN [13] is the first to introduce Referring 3D Segmentation task. They initially trained an instance
segmentation network, followed by a Graph Neural Network (GNN) to learn features of instances and
their relationships guided by linguistic information. Building on TGNN, X-RefSeg [29] developed
a cross-modal graph. They employed an GNN to model the texture and spatial relationships of
instances, and refining the results through inference and matching processes.

2.2 3D Visual Grounding

3D visual grounding aims to locate the object within point clouds mentioned by free-form natural
language descriptions. Most methods follow a two-stage detection-then-matching pipeline. Initially,
they utilize a pre-trained 3D detector [28; 23] or segmenter [15; 33] to extract object representations.
Subsequently, these methods align text features with object features to identify the best-matched
object. Researchers primarily concentrate on the second stage which involves modeling object
relationships and exploring feature fusion between language and objects. Methods employed include
multi-modal feature concatenation [3; 1], attention-based multi-modal feature alignment [44; 11],
graph neural network-based reasoning [13; 41], and the alignment of visual and language features
aided by 2D images [40; 42; 38; 37].Other researchers have investigated single-stage approaches for
3D visual grounding. 3D-SPS [25] views the task as key point selection, progressively identifying
keypoints with the guidance of language and directly locates the target. BUTD-DETR [14] employs
a transformer decoder [2] to identify described objects using language cues and proposal boxes.
Building on this, EDA [36] enhances dense alignment between objects and point clouds by explicitly
decoupling textual attributes from sentences.

The distinction between 3D visual grounding and Referring 3D Segmentation lies in the latter’s
enhanced localization precision, offering significant value in applications like robotic grasping.
While traditional single-stage 3D visual grounding methods regress a 3D bounding box, our single-
stage approach decodes a binary mask for the entire point cloud scene, presenting a more complex
challenge.

2.3 Referring Image Segmentation

Referring image segmentation is a visual task that involves pixel-level segmentation of an image’s
target object based on a referring expression. Early approaches [12; 20; 18; 4; 17] utilize CNNs
and RNNs to extract features and then perform simple concatenation for multi-modal feature fusion.
Subsequent research [16; 19; 9] adopt transformer models for more effective feature extraction
and fusion. Recent studies [39; 10; 43] focus on identifying optimal positions for language-vision
alignment. Additionally, some methods [34; 5] have enhanced alignment between language and pixel
features by designing specialized loss functions. Other approaches [21; 45] treat referring image

3



PWCA

Text

Encoder

1 2 3 3 2 1

Sparse 3D Feature Extractor Query

Mask 

Predictor

 k Queries

QSA
PWCA

Point-Word Cross-Modal Alignment

Cross-Attention

Q

MLP

K V

Multi-Modal Features

Tanh

Query-Sentence Alignment

Similarity 

Score

Sentence 

Features

Element-wise addition

Matrix multiplication

Seg Loss

Contrastive Loss

The chair is to the right 

of the round table.

 Queries  

Embedding

σ Sigmoid Function

Area Loss

Query Mask Predictor

Query Decoder

Q K V

Shared

MLP

Mask Predictor
 Queries  Embedding

σ 

Attention Mask
Proposal 

Masks

0.2

m×m×

PWCA

Point Features Word Features Fused Features
 k Queries

Figure 2: Overview of our LESS framework. Given a point cloud scene P , we use a sparse 3D
feature extractor to extract multi-scale feature Vi. The query T is sent to a text encoder and we obtain
the word features W and sentence features S. Meanwhile, we introduce a PWCA module aligns the
word features W with the multi-scale point cloud features Vi. After that, an m-layer QMP module is
adopted to decode K learnable queries Q0 base on the fused feature F , and output query embeddings
Qm and proposal masks Mm. Finally, QSA module aligns the query embeddings Qm with sentence
features S, i.e., computes the similarity scores R that filter the proposal masks Mm to the final mask
prediction M̂ .

segmentation as an auto-regressive vector generation problem, creating masks from generated closed
vectors.

Methods for referring image segmentation have been extensively explored, yet they cannot be
directly applied to Referring 3D Segmentation due to the inherent challenges of point cloud scenes.
Additionally, unlike referring image segmentation methods that typically employ pre-trained visual
encoders, Referring 3D Segmentation lacks such resources, compelling reliance on limited supervisory
signals for model training.

3 Method

The overall framework of our proposed LESS is shown in Fig.2, which leverages Point-Word Cross-
Modal Alignment and Query-Sentence Alignment to facilitate multi-modal interaction. In this section,
we start by introducing our visual and text feature extractor in Sec.3.1. Then Query Mask Predictor
and Query-Sentence Alignment is detailed in Sec.3.2 and Sec.3.3. Finally in Sec.3.4, we introduce
our area regularization loss and point-to-point contrastive loss.

3.1 Visual and Text Feature Extractor

Sparse 3D Feature Extractor. The point cloud scene P ∈ RN×6 contains N points in the scene,
and each point is represented with six dimensions of RGBXYZ attributes. We first voxelize points into
regular voxels and adopt a sparse 3D U-Net [31; 15] to extract point-wise fused feature F ∈ RN×C .
Here the encoder part of the U-Net has 5 stages and the feature from the i-th encoder stage is denoted
as Vi.
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Text Encoder. Given the query sentence T with L words, a text encoder is used to embed the query
into C-dimensional feature vectors. In this paper we choose GRU [6], BETR [8] and RoBERTa [22]
as our text encoder respectively and fine-tune the BERT or RoBERTa during training. Finally, we can
get both word features W ∈ RL×C and sentence features S ∈ RC after the text encoder.

Point-Word Cross-Modal Alignment. Due to the lack of such rich annotations as [13; 29], it is
crucial for our model to learn the relationship between fine-grained word-level features and point-
level features in such a point-level segmentation task. Meanwhile, we notice that leveraging the
rich convolutional layers in the encoder to excavate multi-modal context is effective way to extract
language-aware visual feature. Therefore, we design Point-Word Cross-Modal Alignment (PWCA)
module, as shown in the lower left part in Fig.2, which contains a standard cross-attention module
[32] and an MLP-Tanh gate. Cross-attention module aligns point-wise and word-wise feature to get
the language-aware visual feature. A nonlinear tanh gate is adopted to prevent the fused signal from
overwhelming the original signal. Given the multi-scale point cloud features {Vi ∈ RNi×Ci}5i=1, we
simply project the word feature W ∈ RL×C to Wi ∈ RL×Ci . PWCA can be formulated as follow:

V ′
i = Tanh(MLP(CrossAttn(Vi,Wi)) + Vi, i ∈ {1, ..., 5}, (1)

where i indicates the i-th stage of the encoder part of our sparse 3D feature extractor. Here we use Vi

as the query and Wi as the key and value for cross attention.

3.2 Query Mask Predictor

Inspired by [31; 30], Query Mask Predictor (QMP) module, as shown in Fig.2, takes fused feature
F ∈ RN×C and learnable queries Q0 ∈ RK×C as input and progressively distinguishes the referring
target by multi-layer cross-modal transformers. Finally, we extract the proposal masks Mm ∈ RK×N

based on queries embeddings Qm ∈ RK×C and fused feature F .

Query Decoder. As illustrated in the lower middle section of Fig.2. Here query decoder is
comprised m-layer masked cross-attention modules [32], where the fused features F are served as
keys and values and Aj−1 ∈ {0, 1}K×N is utilized as the attention mask. Therefore, in the j-th layer,
the learnable queries Qj−1 capture multi-modal contextual information from fused feature F via a
query decoder to obtain the query embeddings Qj ∈ RK×C .

Mask Predictor. First the fused feature F ∈ RN×C is processed by a Shared MLP, which indicates
each Query Mask Predictor layer shares the same MLP. We perform the matrix multiplication on
the new F and Qj ∈ RK×C to generate proposal mask predictions Mj ∈ RK×N . After applying a
sigmoid function whose threshold of 0.5, we can get the new binary attention mask Aj ∈ {0, 1}K×N .

Finally, the Query Mask Predictor is formally described as follows:
Qj = Query Decoderj(Qj−1, Aj−1, F ), (2)

Mj = Qj ⊗ Shared-MLP(F )⊤, (3)

Aj =

{
1 σ(Mj) ≥ 0.5

0 otherwise
, (4)

where ⊤ denotes the transpose operation, ⊗ represents matrix multiplication, and σ refers to the
sigmoid function. Here we need to note that the Q0 is randomly initialized. Therefore we can leverage
the function (3-4) to initialize the attention mask A0.

3.3 Query-Sentence Alignment

The Referring 3D Segmentation task involves the segmentation of a solitary target object according
to the query. Previous modules focus on extracting language-aware visual feature from aligning
point-wise feature and word-wise feature, which lacks a comprehensive perception of the entire query
sentence. Therefore, we adopt Query-Sentence Alignment (QSA) to better align the query feature
with sentence-level feature. We perform the matrix multiplication on Qm ∈ RK×C and S ∈ RC to
get the their similarity score R ∈ [0, 1]K . Formally, Query-Sentence Alignment can be represented
as:

R = Softmax(Qm ⊗ S). (5)
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The final mask prediction M̂ ∈ RN is produced by weighted sum of similarity score R and proposed
mask prediction Mm ∈ RK×N . Finally, we use a sigmoid function and a threshold of 0.5 to produce
the final predicted binary mask Ŷ ∈ {0, 1}N :

M̂ = R⊗Mm, Ŷ =

{
1 σ(M̂) ≥ 0.5

0 otherwise
. (6)

3.4 Loss Function

Segmentation Loss. Different from previous work [13; 29], we take the Referring 3D Segmentation
task as segmentation task with only binary mask Y ∈ {0, 1}N . Here we utilize the Binary Cross-
Entropy (BCE) loss function to compute the segmentation loss, which can be formulated as:

Lseg = BCE(σ(M̂), Y ). (7)

Area Regularization Loss. For Referring 3D Segmentation task, each query always corresponds
to one target object in the point cloud scene. The target objects occupy a smaller area in the large
scale of 3D point cloud. As a result, the predicted mask often includes backgrounds or other objects.
To address this, we propose a region regularization loss, which promotes the network to predict a
smallest mask by minimize the output probability of each point, formulated as:

Larea =
1

N

N∑
i=1

σ(M̂i). (8)

By combining with the segmentation loss, we intend to segment only the most probable regions while
reducing segmentation of large-scale irrelevant background areas.

Point-to-Point Contrastive Loss. Area regularization loss uniformly penalizes the predicted
probabilities of all points, which can reduce the majority of the background points. However,
the network struggles to differentiate between objects that possess characteristics similar to those
described target object in the latent space. Therefore, we propose a point-to-point contrastive loss
[26] that pull the points from the described object together and push away the rest points:

Lp2p = − 1

|P|

|P|∑
i=1

exp(Pi ·Pavg/τ)

exp(Pi ·Pavg/τ) +
∑|N |

j=1 exp(Pi ·Nj/τ)
, (9)

where P is the positive point set from the described object, N is the negative point set from the
background, Pi denotes the L2-normalized feature vector of i -th positive points from F , while
Nj denotes the L2-normalized feature vector of j-th negative points from F , Pavg is the average
feature vector of positive point Pavg = 1

P
∑|P|

i=1 Pi, and τ is the hyper-parameter. The contrastive
loss promotes the network to distinguish the described object from the adjacent background points in
a fined-grained manner.

The overall loss function is the weighted sum of the aforementioned three loss functions:

L = λsegLseg + λareaLarea + λp2pLp2p, (10)

where {λseg, λarea, λp2p} is set to {1, 1, 0.05} in practice to balance the contrastive loss because of
the large amount of points.

4 Experiments

4.1 Dataset and Experiment Settings

ScanRefer. ScanRefer [3] is a dataset for 3D referring expression comprehension tasks such as
3D visual grounding and 3D referring instance segmentation. It contains 51, 583 queries of 11, 046
objects from 800 ScanNet [7] scenes. Each scene contains 13.81 objects and 64.48 queries on
average.
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Table 1: Quantitative results of different methods on ScanRefer [3] validation set. “Supervision”
indicates the type of supervision. Ins. denotes instance labels and Sem. indicates semantic labels.
Mask represents binary labels. Bold indicates the best.

Method Backbone Label Effort‡ Supervision mIoU Acc@0.25 Acc@0.5

TGNN GRU Ins.+ Sem. 26.10 35.00 29.00
TGNN BERT Ins.+ Sem. 27.80 37.50 31.40

X-RefSeg GRU Ins.+ Sem. 29.77 39.85 33.52
Two
Stage

X-RefSeg BERT

> 20 min

Ins.+ Sem. 29.94 40.33 33.77

LESS (ours) GRU Mask 32.19 51.00 26.41
LESS (ours) BERT Mask 32.44 51.41 29.02Single

Stage LESS (ours) RoBERTa
< 2 min

Mask 33.74 53.23 29.88
‡ The evaluate of label effort is base on a single sample.

Table 2: Module ablation on ScanRefer dataset.

PWCA QSA mIoU A@25 A@50

(a) 32.66 51.71 27.20
(b) ✓ 33.44 52.73 28.92
(c) ✓ ✓ 33.74 53.23 29.88

Table 3: Loss ablation on ScanRefer dataset.

Larea Lp2p mIoU A@25 A@50

(a) 25.86 40.85 16.81
(b) ✓ 31.04 49.61 24.72
(c) ✓ ✓ 33.74 53.23 29.88

Evaluation Metric. Following previous work [13; 29], we use the mean intersection-over-union
(mIoU), and Acc@kIOU as the evaluation metrics. The mIoU is the average of the IoU over all
test samples and the Acc@kIOU measures the accuracy of test samples with an IoU higher than the
threshold k, where k ∈ {0.25, 0.5}. We use A@25 and A@50 for brevity in some of the following
tables.

Implementation Details. We adopt the 3D spares U-Net [31] as our 3D feature extractor. we
explore multiple text encoders, i.e., GRU [6], BERT [8] and RoBERTa [22] in our experiments for
comparative analysis. For BERT and RoBERTa, we use the official pre-trained weights and fine-tune
them during training. We set the number of queries K to 20 and use a single layer for QMP module.
We set an initial learning rate of 2e-5 for the text encoder and 1e-4 for the others. We reduce the
learning rate by a multiplicative factor of 0.95 each epoch and adopt Adam [24] as our optimizer. The
weights of our loss function {λseg, λarea, λp2p} is set to {1, 1, 0.05}. We train for 64 epochs with a
batchsize of 14, and all experiments are implemented on PyTorch [27].

4.2 Comparison with State-of-the-Art Methods

As shown in Tab.1, we evaluate our LESS against the previous two-stage methods. LESS outperforms
the previous SOTA method using GRU [6] and BERT [8] by an impressive progress of 2.42%, and
2.50% on mIoU, and 11.15% and 11.08% on Acc@0.25 respectively. Moreover, we conduct an extra
experiment using RoBERTa [22] , outperforming the best method of 3.8% and 12.9% on mIoU and
Acc@0.25 respectively. Such results demonstrate the potential of our method. We also reported the
comparison between our method and the two-stage approach in terms of label effort. We find that our
label-efficient method saves more than 90% label effort compared to existing methods.

However we find that the performance of our LESS has a gap on Acc@0.5 compared to previous
methods. Previous methods employed a segmentation-matching strategy. Once matching successfully,
the IoU between predicted mask and ground truth is mostly higher than 0.5, which is beneficial for the
Acc@0.5. In contrast, our single-stage method without instance labels and semantic labels can not
extract the more accurate instance candidates as prior knowledge to assist referring 3D segmentation
task. Therefore, it is acceptable for our method to perform lower than previous methods on Acc@0.5
with fewer supervisory signals.
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Figure 3: Final predictions using different combinations of loss functions. The queries and input
scenes are shown in column 1 and 2. Columns 3 to 5 indicate the gradual addition of loss functions.

4.3 Ablation Studies.

We conducted several ablation studies to evaluate the effectiveness of the key components in our
proposed network. In these studies, all other components and hyper-parameter settings are kept
consistent with the aforementioned experiments, except for the component being ablated.

Module Ablation. In this ablation study, we evaluate the effectiveness of the QSA and PWCA
modules. As indicated in Table2, the ablation model (a) only retain the sparse 3D feature extractor and
query mask predictor. Here we perform element-wise addition of the word features W to the multi-
scale features {Vi}5i=1 instead of PWCA and project the proposed mask prediction Mm ∈ RK×N to
the final mask prediction M̂ ∈ RN via an MLP instead of QSA. We set model (a) as the baseline
of our experiment. Compared to model (a), model (b) adopts PWCA module and we find that the
model performance increase greatly from 32.66% to 33.44%. This observation proves that PWCA
facilitate fine-grained cross-modal alignment between points and words, which is more effectively
to leverage the rich convolutional layers in the encoder to excavate multi-modal context. When we
introduce QSA to model (b), as shown in model (c), we can find that the performance of mIoU is
improved from 33.44% to 33.74%. Such results indicates that the fine-grained point-word alignment
of PWCA and the coarse-grained query-sentence alignment of QSA effectively coupled to enhance
the capability in capturing multi-modal context.

Loss Ablation. As demonstrated in 3.4, we refine predicted masks from coarse to fine by introducing
two loss functions, i.e., area regularization loss Larea and point-to-point contrastive loss Lp2p. We
successively add the loss functions and the results are shown in Tab.3. The model (a) is only
supervised by segmentation loss Lseg. When we introduce the Larea into model (a), as shown in
model (b), the performance greatly increase from 25.86% to 31.04% on mIoU, which indicates our
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Table 4: The impact of linguistic features at different granularities. Word represent word-level
features, and Sentence represent sentence-level features.

Word Sentence mIoU Acc@0.25 Acc@0.5

✓ 31.56 49.50 25.84
✓ 33.02 52.33 27.75

✓ ✓ 33.74 53.23 29.88

Table 5: The impact of the number of queries.

Num of queries mIoU A@25 A@50

20 33.74 53.23 29.88
60 32.62 51.96 27.70

100 33.16 52.98 28.82

Table 6: The impact of the number of layers.

Num of layers mIoU A@25 A@50

1 33.74 53.23 29.88
3 32.45 51.09 27.70
6 32.66 52.18 28.33

area loss can exclude a significant number of irrelevant background points. Moreover, we successively
add the contrastive loss Lp2p, as shown in the model (c). The performance is improved from 31.04%
to 33.74%, which proves that the contrastive loss can make the model more focused on the target area
rather than others.

Qualitative results are shown in Fig.3, it indicates that: i) When only the segmentation loss Lseg is
applied (column 3), the predicted masks include many points from other regions. ii) After adding
the Larea, most of the irrelevant points disappear (row a, row d). iii) After incorporating the Lp2p,
objects that were previously difficult to distinguish due to their similarity are successfully separated,
and the predictions are close to the ground-truth.

Both quantitative and qualitative experiment demonstrate that our proposed loss function effectively
reduces large-scale background misclassifications and distinguish objects or points with the similar
characteristics.

4.4 Extension Experiments

Linguistic Features at Different Levels of Granularity. In this section, we will investigate the
impact of linguistic features at different levels of granularity, as shown in Table.4. The first row
represent that we leverage word-level features in both PWCA module and QSA module as text
features. The second row indicates we utilize sentence-level features in both modules. We can find
that sentence-only method even outperforms the word-only one. Referring 3D Segmentation task
involves the segmentation of a solitary target object. This mandates a more profound and thorough
comprehension of the semantic information conveyed by the sentence, extending beyond a mere
focus on its individual words. The last row indicates the word-level features are utilized in PWCA
module and sentence-level features are leveraged in QSA module. We can find that the performance
of it outperforms two introduced above, which proves that fine-grained word-level feature is also
helpful in extracting the 3D language-aware visual feature.

Layer and Query Number of QMP. We also investigate the performance on different query and
layer numbers in the QMP module. As shown in Tab.5 and Tab.6, we find that too many queries and
layers do not bring performance gains for Referring 3D Segmentation task. As a result, we set 20
queries and 1 QMP layer as the default configuration after balancing performance and efficiency.

4.5 Limitations

The limitations of LESS due to the inherent complexity of 3D point clouds and the ambiguous queries,
although we have made significant improvements on previous methods. The scarcity of detailed
semantic annotations are still challenging our model from distinguishing multiple similar objects.
These limitations could guide our future work.
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5 Conclusions

In this paper, we propose LESS, a label-efficient and single-stage approach for Referring 3D Segmen-
tation. Specifically, our LESS enhances feature extraction by integrating multi-modal features and
employs progressive constraints on predicted masks, achieving fine-grained alignment between points
and words and distinguishing between points or objects with similar characteristics. Comprehensive
experiments demonstrate that our single-stage method outperforms existing two-stage approaches on
ScanRefer dataset, using only the binary labels as supervision. Though our framework still has some
limitations, we believe that solving the Referring 3D Segmentation task only using the binary labels
is a new and promising research, and we hope that LESS can serve as a simple but powerful baseline
to inspire future research on Referring 3D Segmentation.
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Appendix

A Semantic and Instance Labels vs. Binary Labels

The differences between semantic labels, instance labels, and binary labels are shown in Fig.4.

Semantic labels assign a category ID to each point in a scene, with points belonging to the same
category (e.g., chairs) sharing the same ID. Instance labels assign a object ID to each point within the
same object (e.g., a specific chair), distinguishing different objects by assigning different instance IDs.
Binary labels assign a Boolean value to each point in the scene; points that are part of the described
object are assigned a value of 1, and points that are not are assigned a value of 0.

Therefore, compared to binary labels, the annotations of semantic labels and instance labels are more
time consuming and labor intensive.

Semantic Label Instance Label Binary Label

Figure 4: There different types of labels.

B More Qualitative Results

We present our success cases and failure cases in Fig.5. Our method accurately segments objects with
clear queries. However, ambiguous descriptions can still confuse our model and leads to segment
both the referred object and other similar objects.

GTQuery Ours

(a) 

a cushion sofa in 

brown color. it is 

near the wall.

(c) 

the coffee table is 

between orange 

couches. the coffee 

table is gray square.

(d) 

this is a small 

round trash can. 

it is to the right 

of a toilet.

(e) 

you are looking 

for the chair at the 

head of the table. 

it's near the door. 

(f) 

the bookshelf is left 

of my sofa chair. 

the bookshelf has a 

cream color with 

four sections. 

Success cases

Failure cases

OursGT

(b) 

the chair is black 

and in the corner. 

the chair left of 

the others.

Query

Figure 5: Qualitative results of both the success cases and failure cases of our LESS.
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C Time Consumption Comparison

As shown in Tab.7, we evaluate the training and inference time both of TGNN[13] and X-RefSeg[29].
All experiments are conducted on an NVIDIA 4090 GPU and the number of batch sizes and epoch of
three methods are kept the same. For the two-stage training and inference of TGNN and X-RefSeg,
we followed the settings in their open source codes. We can find that our LESS consumes less time
than both of TGNN and X-RefSeg in both training and inference.

Table 7: The comparison of inference time and training time with previous work.

Method Inference
(Whole Dataset) (min)

Inference
(Per Scan) (ms)

Training
(Stage 1) (h)

Training
(Stage 2) (h)

Training
(All) (h)

TGNN 27.98 176.57 156.02 8.53 164.55
X-RefSeg 20.00 126.23 156.02 7.59 163.61

Ours 7.09 44.76 - - 40.89

D More Quantitative Results

A concurrent work 3D-STMN [35] utilizes a pre-trained 3D feature extractor [31] to perform referring
3D segmentation. Given that their backbone is pre-trained on an instance segmentation task with
semantic and instance label, it is reasonable to conclude that their approach cannot be considered
a label-efficient and single-stage method. For fair comparison, we follow the settings in their open
source code and train their network from scratch, except for BERT [8] module. As shown in Tab.8,
our method overtakes 3D-STMN by 11.34%, 18.27% and 12.65% on mIoU, Acc@0.25 and Acc@0.5
respectively.

Table 8: Quantitative results of 3D-STMN [35] and ours.

Method mIoU Acc@0.25 Acc@0.5

3D-STMN (from scratch) 22.40 34.96 17.23
Ours 33.74 53.23 29.88

E More Ablation Results

E.1 Query Number

We further conduct more ablation studies in terms of the number of queries on ScanRefer. As shown
in Tab.9, we ablate the number of queries as 5, 15, 20, it can be observed that keeping 20 queries
brings higher accuracy while lower accuracy when using fewer queries. We suppose that fewer
queries can not help to learn comprehensive feature patterns while an appropriate number of queries
is enough to cover the needed feature patterns.

Table 9: The impact of the number of queries.

Num of queries mIoU Acc@0.25 Acc@0.5

5 32.75 51.81 28.68
15 33.27 52.56 28.97
20 33.74 53.23 29.88

E.2 Mask Selection Strategy

We also conduct the ablation study which selects the mask with the highest score during QSA process
as shown in Tab.10. The results demonstrate that the aggregation of multiple masks yields superior
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performance compared to the selection of a single, highest-ranked mask. This approach facilitates the
capture of subtle nuances and intricate details that may be overlooked when relying on a single mask
alone. The incorporation of multiple masks offers a more comprehensive and precise representation,
ultimately enhancing the accuracy of the final model prediction.

Table 10: The impact of mask selection strategy.

Num of queries mIoU Acc@0.25 Acc@0.5

Top-1 33.18 52.93 28.65
Ours 33.74 53.23 29.88

F Potential Negative Societal Impacts

Our method has no ethical risk on datasets usage and privacy violation because all the datasets and
tools are publicly available and transparent.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Please see the Abstract and Introduction sections.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Please see the Limitations subsection precede the Conclusion section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper does not include theoretical results
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please see the Method section and Experiments section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: Once the paper is accepted , we will release our code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Please see the Experiments section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The experiments are conducted under a fixed seed.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Please see the Appendix section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research is with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Please see the Appendix section.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Please see the Experiment and Reference sections.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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