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ABSTRACT

Differential Privacy (DP) is becoming central to large-scale training as privacy
regulations tighten. We revisit how DP noise interacts with adaptivity in optimiza-
tion through the lens of stochastic differential equations, providing the first SDE-
based analysis of private optimizers. Focusing on DP-SGD and DP-SignSGD
under per-example clipping, we show a sharp contrast under fixed hyperparame-
ters: DP—SGD converges at a privacy-utility trade-off O(1/¢%) with speed inde-
pendent of e, while DP—S1ignSGD converges at a speed linear in € with a O(1/¢)
trade-off, dominating in high-privacy or high-noise regimes. Under optimal learn-
ing rates, both methods reach comparable theoretical asymptotic performance;
however, the optimal learning rate of DP—-SGD scales linearly with ¢, while that
of DP-SignSGD is essentially e-independent. This makes adaptive methods far
more practical, as their hyperparameters transfer across privacy levels with little or
no re-tuning. Empirical results confirm our theory across training and test metrics,
and extend from DP-SignSGD to DP—Adam.

1 INTRODUCTION

The rapid deployment of large-scale machine learning systems has intensified the demand for rig-
orous privacy guarantees. In sensitive domains such as healthcare or conversational agents, even
the disclosure of a single training example can have serious consequences. Legislation and policy
initiatives show that Al regulation is tightening rapidly. In the United States, the Executive Order
of October 30, 2023 mandates developers of advanced Al systems to share safety test results and
promotes privacy-preserving techniques such as differential privacy (House, 2023). Complementing
this, the National Institute of Standards and Technology (NIST), a U.S. federal agency, released draft
guidance (SP 800-226) on privacy guarantees in AI (NITS}|2023a) and included “privacy-enhanced”
as a key dimension in its AI Risk Management Framework (RMF 1.0) (NITS|2023b). In Europe, the
EU Al Act sets binding obligations for high-risk systems (EU| [2023), while ENISA recommends in-
tegrating data protection into Al development (EU| [2024)). In this context, Differential Privacy (DP)
(Dwork et al.,[2006) is therefore emerging as the de facto standard for ensuring user-level confiden-
tiality in stochastic optimization. By injecting carefully calibrated noise into the training process, DP
optimizers protect individual data points while inevitably trading off some population-level utility.

A central open question is how differential privacy noise influences optimization dynamics, and
in particular, how it interacts with adaptivity and batch noise. In this work, we revisit this problem
through the lens of stochastic differential equations (SDEs), which, over the last decade, have proven
to be a powerful tool for analyzing optimization algorithms (L1 et al., |2017; Mandt et al.| 2017}
Compagnoni et al [2023). While SDEs have not yet been applied to DP methods, here we use
them to uncover a key and previously overlooked phenomenon: DP noise affects adaptive and
non-adaptive methods in structurally different ways. We focus on two fundamental DP optimizers:
DP-SGD (Abadi et al.,|[2016)) and DP-S1ignSGD, a simplified but illuminating variant of DP-Adam
(Balles & Hennigl 2018). Under standard assumptions and with per-example clipping, our analysis
isolates how the privacy budget €, which governs the overall privacy level, influences the dynamics.

In practice, private training is usually performed across a range of privacy budgets ¢, and for each
value one searches for the best-performing hyperparameters. A change in € can therefore arise either
from this exploratory sweep or from stricter regulatory requirements. To capture these situations,
we study two complementary protocols. Protocol A (fixed hyperparameters): When re-tuning is
not feasible, we fix a configuration (1, C, B, ... ) and analyze how performance changes if training
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were repeated under smaller e, without adjusting hyperparameters, therefore isolating the impact
of € on the performance. Protocol B (best-tuned per £): When re-tuning is allowed, we assume
hyperparameters (i.e., (, C, B, ... )) are optimally selected for each ¢, thereby isolating the intrinsic
scaling of the optimal learning rates with respect to €.

Contributions. Our work makes the following contributions:

1. We provide the first SDE-based analysis of differentially private optimizers, using this framework
to expose how DP noise interacts with adaptivity and batch noise;

2. Protocol A: We show that DP—SGD converges at a speed independent of ¢, with a privacy-utility
trade-off that scales as O (1/£2) (consistent with prior work);

3. Protocol A: We prove a novel result for DP-S1ignSGD: its convergence speed scales linearly in
e, while its privacy-utility trade-off scales as O (1/e);

4. Protocol A: When batch noise is sufficiently large, DP-SignSGD always dominates. When
batch noise is small, the outcome depends on the privacy budget: for strict privacy (¢ < €%),
DP-S1gnSGD is preferable, while for looser privacy (¢ > £*), DP—SGD has better performance;

5. Protocol B: We theoretically derive that the optimal learning rate of DP—SGD scales as n* « ¢,
while the optimal learning rate of DP-SignSGD is e-independent. This tuning allows the two
methods to reach theoretically comparable asymptotic performance, including at very small €;

6. We empirically validate all our theoretical insights on real-world tasks, and show that the quali-
tative insights extend from training to test loss and from DP-SignSGD to DP-Adam.

In summary, our results refine the privacy-utility landscape. Under Protocol A, adaptivity is prefer-
able in stricter privacy regimes: DP-SignSGD converges more slowly but achieves better utility
when ¢ is small or batch noise is large, whereas DP—SGD converges faster but suffers sharper degra-
dation. Under Protocol B, both methods reach comparable asymptotic performance, yet adaptive
methods are far more practical: their optimal learning rate is essentially e-independent, so it trans-
fers across privacy levels with little or no re-tuning. This matters not only for computational cost but
also for privacy, since each hyperparameter search consumes additional budget (Papernot & Steinke)
2021). In contrast, DP—-SGD requires an e-dependent learning rate tuned ad hoc, making it brittle if
the sweep grid misses the “right” value. Intuitively, adaptive methods inherently adjust to the scale
of DP noise, whereas non-adaptive methods require explicit tuning of the learning rate to counter
the effect of privacy noise.

2 RELATED WORK

SDE approximations. SDEs have long been used to analyze discrete-time optimization algo-
rithms (Helmke & Moore} |1994; [Kushner & Yin, 2003). Beyond their foundational role, these ap-
proximations have been applied to practical tasks such as learning-rate tuning (Li et al.|[2017;[2019)
and batch-size selection (Zhao et al., [2022). Other works have focused on deriving convergence
bounds (Compagnoni et al., 2023} [2024; 2025c)), uncovering scaling laws that govern optimization
dynamics (Jastrzebski et al.l 2018; |(Compagnoni et al., [2025cfal), and revealing implicit effects such
as regularization (Smith et al.| 2021; |(Compagnonti et al., 2023) and preconditioning (Xiao et al.,
2025; Marshall et al.l 2025)). Most analyses rely on weak approximations, as rigorously formalized
by |Li et al.| (2017), though others have considered heavy-tailed batch noise via Lévy-driven SDEs
to capture non-Gaussianity (Simsekli et al.| 2019; Zhou et al., [2020a). Despite this progress, prior
work has exclusively focused on non-private optimization. To our knowledge, ours is the first to
extend the SDE lens to differentially private optimizers, including explicit convergence rates and
stationary distributions as functions of the privacy budget.

Differential privacy in optimization. Differentially private training is most commonly imple-
mented via DP—-SGD (Abadi et al.,2016), which clips per-example gradients to a fixed norm bound
to control sensitivity and injects calibrated Gaussian noise into the averaged update. Advanced
accounting methods such as the moments accountant (Abadi et al. 2016) and Rényi differential
privacy (Mironov, 2017; Wang et al., 2019), combined with privacy amplification by subsam-
pling (Balle et al., 2018} 2020), allow practitioners to track the caumulative privacy cost tightly over
many updates and have made large-scale private training feasible. A central challenge is that clip-
ping, while essential for privacy, also alters the optimization dynamics: overly aggressive thresholds
bias gradients and can stall convergence (Chen et al.l [2020), prompting extensive work on how
to set or adapt the clipping norm. Approaches include rule-based or data-driven thresholds, such
as AdaC1iP (Pichapati et al.l 2019) and quantile-based adaptive clipping (Andrew et al., |2021),
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as well as recent analyses that characterize precisely how the clipping constant influences conver-
gence (Koloskova et al.| [2023)). Together, these contributions have positioned DP—SGD and its vari-
ants as the standard backbone for differentially private optimization.

Adaptive DP optimizers. Adaptive methods such as AdaGrad (Duchi et al.} 2011 McMahan &
Streeter, | 2010), RMSProp (Tieleman & Hinton, 2012), and Adam (Kingma & Bal 2015) generally
outperform non-adaptive SGD in non-private training. Under DP constraints, however, this perfor-
mance gap narrows considerably (Zhou et al., 2020b; |Li et al., [2022), and in some cases essentially
vanishes when both optimizers are carefully tuned, as observed for large-scale LLM fine-tuning in|Li
et al.| (2021a, App. S). Under assumptions that include bounded/convex domain, bounded gradient
norm, bounded gradient noise, convexity of the loss, and possibly without performing clipping of
the per-sample gradients, several strategies have been theoretically and empirically explored to mit-
igate the drop in performance of adaptive methods in DP. These include bias-corrected DP—Adam
variants (Tang & Lécuyer, 2023} [Tang et al., 2023), the use of non-sensitive auxiliary data (Asi
et al.| [2021), and scale-then-privatize techniques that exploit adaptivity before noise injection (Li
et al} 2023} |Ganesh et al.; |2025)). A most recent related work by (Jin & Dail 2025)) studies Noisy
SignSGD: Conceptually, they investigate how the sign compressor amplifies privacy, and argue that
the sign operator itself provides privacy amplification beyond the Gaussian mechanism. Their anal-
ysis establishes convergence guarantees in the distributed learning setting while relying on bounded
gradient norms and bounded variance assumptions, thereby avoiding the need for clipping and ex-
plicitly leaving its study to future work.

We view these contributions as providing valuable theoretical and empirical advances in the design
of adaptive private optimizers, clarifying many important aspects of their behavior as well as try-
ing to restore the aforementioned performance gap. Yet, the fundamental question of which privacy
regimes are most favorable to adaptivity remains largely unanswered, and addressing it could explain
at least one aspect of the nature of this gap. Our work addresses this open question by analyzing why
and when adaptivity matters under DP noise, identifying the regimes where adaptive methods dom-
inate and where they match non-adaptive ones. Crucially, we incorporate per-example clipping, a
central element of DP-SGD, and a heavy-tailed batch noise model that captures unbounded variance.

3 PRELIMINARIES

General Setup and Noise Assumptions. We model the loss function with a differentiable func-
tion f : RY — R with global minimum f* = 0: This is not restrictive, as one can always consider
the suboptimality f(x)— f* and rename it as f. Regarding noise assumptions, recent literature com-
monly assumes that the stochastic gradient of the loss function on a minibatch ~ can be decomposed
as Vf,(x) = Vf(x) + Z, where batch noise Z. is modelled with a Gaussian (Ahn et al., 2012;
Chen et al., [2014} Mandt et al., 2016; Stephan et al., 2017} Zhu et al.| 2019; Jastrzebski et al., 2018;
Wu et al.}[2020; [ Xie et al.| [2021)), often with constant covariance matrix (Li et al.|[2017; Mertikopou-
los & Staudigl, 2018} Raginsky & Bouvrie, 2012} Zhu et al., 2019; [Mandt et al., |2016; |/Ahn et al.,
2012; Jastrzebski et al.,2018)). In this work, we assume a more general structure: Z., ~ a.ytV(O7 14),
where t,,(0, I4) denotes the multivariate Student-¢ distribution with » degrees of freedom and o,
parametrizes the scale of the gradient noise. This formulation recovers the classic Gaussian assump-
tion when v — oo, but also allows us to capture heavy-tailed batch noise, including pathological
cases with unbounded variance when v < 2 or even unbounded expectation when v = 1. Finally,
Vi) | o Vi

E|[orr) = T The
approximation is valid under two assumptions: i) The parameter dimension d is sufficiently large
(d = Q(10%)), consistent with modern deep learning models that often reach billions of trainable pa-

2
rameters; ¢4) The signal-to-noise ratio satisfies % < d: This condition has been thoroughly

empirically studied by Malladi et al.[ (2022 (Appencﬁx G), who observed that across multiple tasks
and architectures the ratio never exceeds O(10?), well below typical values of d. We highlight that
our experiments confirm that the insights derived from our theoretical results catry over to real-
world tasks. Importantly, while our theory is developed for DP—-SignSGD, we further validate that
the same insights hold empirically for DP-Adam, showing that our insights extend directly to this
widely used private optimizer, as well as also transfer from training to test loss. This highlights both
the mildness of the assumptions and the robustness of the analysis.

we use the following approximation, formally derived in Lemma
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SDE approximation. The following definition formalizes in which sense a continuous-time
model, such as a solution to an SDE, can accurately describe the dynamics of a discrete-time pro-
cess, such as an optimizer. Drawn from the field of numerical analysis of SDEs (see Mil’shtein
(1986)), it quantifies the disparity between the discrete and the continuous processes. Simply put,
the approximation is meant in a weak sense, meaning in distribution rather than path-wise: We re-
quire their expectations to be close over a class of test functions with polynomial growth, meaning
that all the moments of the processes become closer at a rate of n° and thus their distributions.
Definition 3.1 Let 0 < n < 1 be the learning rate, T > 0 and T = L%J We say that a continuous
time process X, over [0, 7|, is an order-a weak approximation of a discrete process xy, if for any
polynomial growth function g, AM > 0, independent of the learning rate n), such that for all k =
0,1,....T, |[Eg(Xwyn) — Eg(zx)| < Mn>.

While we refer the reader to Section |B| for technical details, we illustrate with a basic example.
The SGD iterates follow xy11 = xy — 0V fy, (zx), and, as shown in |Li et al| (2017), it can be
approximated in continuous time by the first-order SDE

dX; = =V f(Xp)dt + 7/ S(X)dW, (1)

where X(z) = L3 (Vf(z) — Vfi(2))(Vf(z) — Vfi(z))" is the gradient noise covariance.
Intuitively, the iterates drift along the gradient while the stochasticity scales with this covariance.

Differential Privacy. Here, we outline the relevant background of foundational prior work in DP
optimization. We adopt the standard (e, §)-DP framework (Dwork et al., 2006).

Definition 3.2 A random mechanism M : D — R is said to be (&, 0)-differentially private if for

any two adjacent datasets d,d’ € D (i.e., they differ in 1 sample) and for any subset of outputs
S C R it holds that P [M(d) € S] < efP[M(d) € S] + 6.

In this work, we consider example-level differential privacy, where the privacy guarantee applies
to each training example. We implement this using the subsampled Gaussian mechanism (Dwork
& Roth| 2014 Mironov et all [2019) to perturb the SGD updates: At each iteration, a random
mini-batch is drawn, per-example gradients are clipped to a fixed bound to limit sensitivity, and
Gaussian noise is added to the averaged clipped gradients. The following definition formalizes these
mechanisms and provides the update rules for DP—SGD and DP-SignSGD.

Definition 3.3 For k > 0, learning rate ), variance U%P, and batches i, of size B modelled as i.i.d.
uniform random variables taking values in {1, ..., n}, the iterates of DP—SGD are defined as

w1 =k =1 (% Dien, C(V i) + SN (0,C203,11)) )

while those of DP—S1gnSGD are defined as
Tier = = nsien | § Vi, C(VHilan) + N (0. C2o3ls)| 3

where sign|[-] is applied component-wise and the clipping function is defined as

CrE ifllal > C
— [E]
¢e) {x ifllal < C° @

We say that an optimizer is in Phase 1 if the argument of C is larger than C' and Phase 2 otherwise.

The following theorem from (Abadi et al., |2016) gives the conditions under which DP-SGD, and
thus also DP-SignSGD, is a differentially-private algorithm.

Theorem 3.1 For q = % where B is the batch size, n is the number of training points, and number
of iterations T, 3¢y, ca s.t. Ve < c1¢?T, if the noise multiplier opp satisfies opp > Co qivng(l/é)
DP-SGD is (e, §)-differentially private for any 6 > 0. In the following, we will often use cpp =
VT® \ohere ® = g+/log(1/0) to indicate the DP noise multiplier.

€

s
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Figure 1: Empirical validation of the privacy-utility trade-off predicted by Thm. and Thm. [4.3]
comparing DP-SGD, DP-SignSGD, and DP-Adam: Our focus is on verifying the functional
dependence of the asymptotic loss levels in terms of €. Left: On a quadratic convex function
flz) = %:ZJTH x, the observed empirical loss values perfectly match the theoretical predictions
(Eq.[6] Eq.[9). Center and Right: Logistic regressions on the IMDB dataset (center) and the Stack-

Overflow dataset (right), confirm the same pattern: the utility of DP-SGD scales as E%, while the

utility of DP—-SignSGD scales linearly as é Across all settings, we observe that the insights ob-
tained for DP—SignSGD extend to DP—Adam as well as to the test loss (see Figure @)

4 THEORETICAL RESULTS

In this section, we investigate how the privacy budget € influences convergence speed and shapes the
privacy-utility trade-offs in both the loss and the gradient norm. To do so, we leverage SDE models
for DP-SGD and DP-SignSGD, which can be found in Theorem [B.5] and Theorem respec-
tively, and are experimentally validated in Figure [C.1} In addition, we provide the first stationary
distributions for these optimizers, presented in Theorem and Theorem in the Appendix.
This section is organized as follows:

1. Protocol A (Section [d.1). Section [.1.1] analyzes DP-SGD, yielding bounds for the loss
(Thm. A.T)) and the gradient norm (Thm.4.2) in the 4-PL and L-smooth cases, respectively: We
observe that the convergence speed is independent of €, while the privacy-utility trade-off scales
as O(1/<*). Section [4.1.2] analyzes DP-SignSGD, and Thm. and Thm. show a qual-
itatively different behavior: Convergence speed scales linearly with €, while the privacy-utility
terms scale as O(1/), making adaptivity preferable if the privacy budget is small enough. Finally,
Theorem.5]in Section[.1.3|shows that when batch noise is large enough, DP-SignSGD always
dominates. When batch noise is small, the outcome depends on the privacy budget: There exists
€* such that for strict privacy (¢ < &*), DP—SignSGD is preferable, while for looser privacy
(e > €*), DP—-SGD is better.

2. Protocol B (Section[4.2). In this section, we derive the optimal learning rates of DP—SGD and
DP-SignSGD: That of DP-SGD scales linearly in , while that of DP-S1gnSGD is independent
of it. Under these parameter choices, they achieve the same asymptotic neighbourhoods.

We empirically validate our theoretical insights on real dataset Crucially, the same insights de-
rived from DP-SignSGD empirically extend to DP—Adam as well as to test metrics: This under-
scores the mildness of our assumptions and the depth of our analysis.

Notation. In the following, we use the symbol < to suppress absolute numerical constants (e.g.,
2, 4, etc.), and never problem-dependent quantities such as d, i, L, or : This convention lightens

the presentation. Finally, observe that ® := ¢y/log(1/6) = £/log(1/6) = £ = 1/log(1/6).

We will often use ¢ to highlight the privacy budget in relevant formulas.

4.1 ProTOCOL A: FIXED HYPERPARAMETERS

Here we fix (1, C, B, ...) once and keep them unchanged. In particular, 7 does not depend on ¢ or
on other hyperparameters. This absolute comparison exposes structural differences in how DP noise
interacts with adaptive vs non-adaptive updates.

4.1.1 DP-SGD: THE PRIVACY-UTILITY TRADE-OFF IS O (/)

By definition, DP—SGD might alternate between a clipped and an unclipped phase. We first take a
didactic perspective to analyze each phase separately to isolate the role of £ on the dynamics.

'For all our experiments, we use the official GitHub repository https:/github.com/kenziyuliu/DP2| released
with the Google paper |Li et al.| (2023).
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Figure 2: Empirical validation of the convergence speeds predicted by Thm. and Thm. We
compare DP-SGD, DP-SignSGD, and DP-Adam as we train a logistic regression on the IMDB
dataset (Top Row) and on the StackOverflow dataset (Bottom Row). In both tasks, we verify that
when DP-SGD converges, its speed is unaffected by . As expected, it diverges when ¢ is too small.
Regarding DP-SignSGD and DP-Adam, they are faster when ¢ is large and never diverge even
when this is small. Crucially, Figure@ shows that these insights are also verified on the test loss.

Theorem 4.1 Let f be u-PL and L-smooth, then we have that during
e Phase 1, i.e., when the gradient is clipped, the loss satisfies:
_ _uc_, ~ e\ Tnd? LCo 2\ 1
oy Vd _ oy Vd Yl ) —.
F) A (1o ) IR (S T L o)

Privacy-Utility Trade-off

E[f(X0)] S

~

Decay

® Phase 2, i.e., when the gradient is not clipped, the loss satisfies:

TndL 2 P2\ 1
E[f(Xt)]Sf(Xo)e‘”t+(1—e‘”t)Z( o +02B2). ©
Decay

Privacy-Utility Trade-off

The decay rates are independent of : in Phase 2 they depend only on p, while in Phase 1 nor-
malization spreads the signal over the sphere of radius C' (Vershynin) 2018], Ch. 3), giving a rate
proportional to C'/(o,v/d). In both phases, the privacy-utility term scales as 1/=7.

We now turn to analyzing SDE dynamics assuming only L-smoothness of f. The following theorem

presents a bound on the expected gradient norm across both phases together: We observe that the
expected gradient norm admits the same O (1/=?) scaling.

0'2
Theorem 4.2 Let f be L-smooth, K1 := max{1, ”C\/E }, and K> := max{ %, %2}. Then,

C2(4)’Tlog(1/6
E[IV/(XDI3] S Ko (f“;> +ndL (K2 n ””))) | ™

where t is a random time with uniform distribution over [0, 7).

Takeaway. Theorem [4.1] separates two effects: the decay terms, which determine the convergence
speed, and the privacy-utility terms, which determine the asymptotic neighbourhood under DP. Our
results show that the convergence speed of DP—SGD is unaffected by the privacy budget <: Figure
confirms empirically that, whenever DP-SGD does not diverge, its convergence speed is indepen-
dent of e. Additionally, the privacy-utility trade-off scales as O (1/=%): This insight is validated in
Figure[l} on a quadratic function (left panel) the observed loss matches the theoretical values from
Theorem [.1] and the same scaling is reproduced when training logistic regression on IMDB and
StackOverflow (center and right panels). The behavior also persists on the test loss (Figure[C.4).

6
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Figure 3: Logistic regression on IMDB Dataset: From left to right, we decrease the batch noise, i.e.,
increase the batch size, taking values B € {48, 56,64, 72,80}: As per Theorem 4.5| the privacy
threshold e* that determines when DP-SignSGD is more advantageous than DP—SGD shifts to the
left. This confirms that if there is more noise due to the batch size, less privacy noise is needed for
DP-S1ignSGD to be preferable over DP—-SGD.

=}
~
N

4.1.2 DP-S1GNSGD: THE PRIVACY-UTILITY TRADE-OFF IS O (1/¢)

As for DP—-SGD, we isolate the effect of ¢ on the dynamics of DP-SignSGD and study the loss in
each phase separately.

Theorem 4.3 Let f be u-PL and L-smooth. Then, we have that during

e Phase 1, i.e., when the gradient is clipped, the loss satisfies:

kB —pB_ e TnLdzo., ®
memsf<xo>‘ev_””1”+(“””Wt} ﬁLBO ®
Decay

Privacy-Utility Trade-off

® Phase 2, i.e., when the gradient is not clipped, the loss satisfies:

—pet —puet

[272, cog2 2 79 TnLd =47 1
FXo)e TS Ty 1V E B T q\/ S 2 ()

B2

E[f(X)] S

~

Decay

Privacy-Utility Trade-off

The decay rate scales proportionally with = in both phases (Eq. [§ and Eq. [9), unlike DP-SGD,
where it is independent of = (Eq. [5]and Eq. [6). At the same time, the privacy-utility term in both
phases scales as O (1/), which might be more favorable than the O (1/=*) scaling of DP—SGD in
high-privacy regimes, e.g., if ¢ is sufficiently small.

Assuming only L-smoothness of f, the following theorem presents a bound on the expected gradient
norm across both phases together. As the bound scales as O (1/<), it suggests that adaptivity might
mitigate the effect of large privacy noise on performance.

Theorem 4.4 Let f be L-smooth and Ks := max{ UgT + 222 %\/ﬁ}. Then,

E[IVA(XDI] S K (258 +ndLvT) L, (10)

where t is a random time with uniform distribution over [0, 7).

Takeaway: Theorem [.3]suggests that the privacy noise directly enters the convergence dynamics
of DP-S1ignSGD, making its behavior qualitatively different from DP—SGD: The center column of
Figure 2| confirms that DP-SignSGD converges faster for larger e. Additionally, it also shows that
it never diverges as drastically as DP—SGD for small e. This is better shown in Figure [I] where we
validate that the asymptotic loss scales with %, while that of DP-SGD scales with E% Therefore,
adaptive methods are preferable in high-privacy settings, and all these insights are verified also for
DP-Adam and generalize to the test loss (Figure [C.4).

4.1.3 WHEN ADAPTIVITY REALLY MATTERS UNDER FIXED HYPERPARAMETERS.

In this subsection, we quantify when an adaptive method such as DP-SignSGD achieves better
utility than DP-SGD. To this end, we compare Privacy-Utility terms of Phase 2 for both methods
and derive conditions on the two sources of noise that govern the dynamics: the batch noise size o
and the privacy budget ¢. 7



Under review as a conference paper at ICLR 2026

2.0

6
DP-SGD v <,
—e— DP-SignSGD S g
—— DP-Adam £ =]
DP-SGD Tuned 10 o?
| S _
05 e ore—Fe—o—0t—4 000+ —
0.0 05 10 15 20 0.0 05 10 15 20
£ £

Figure 4: Empirical verification of Thm. and Thm. under Protocol B. For the IMDB dataset,
we tune (7, C) of each optimizer for each . We confirm that: ¢) all methods achieve comparable
performance across privacy budgets; i) the optimal n of DP—-SGD scales linearly with e, while
that of adaptive methods is essentially e-independent; 4ii) failing to sweep over the “best” range
of learning rates causes DP-SGD to severely underperform, whereas adaptive methods are resilient.
On the left, DP-SGD degrades sharply for small €. Indeed, the right panel shows that the selected
optimal 7 flattens out, while the theoretical one would have linearly decayed more: The “best” n
was simply missing from the grid. A posteriori, re-running the sweep with a larger grid (DP-SGD
Tuned) recovers the scaling law and matches the performance of adaptive methods.

Theorem 4.5 If 0'27 > B, then DP-SignSGD always achieves a better privacy-utility trade-off

_ o2
BU',Y

than DP-SGD. Ifa% < B, there exists a critical privacy level e* = \/HQ?QTB) log(%> such that
DP-S1gnSGD outperforms DP—SGD in utility whenever € < €*.

Takeaway: This result makes the comparison explicit: i) Under large batch noise (03 > B),
DP-SignSGD achieves a better utility than DP-SGD; i) Under small batch noise (O’?Y < B), the
best optimizer depends on the privacy budget. For strict privacy (¢ < €*), DP—SignSGD has better
utility, while for looser privacy (¢ > €*), DP-SGD achieves better overall performance. Thus, £*
marks the threshold at which the advantage shifts from adaptive to non-adaptive methods when batch
noise is small. By contrast, when batch noise is large, adaptive methods are already known to be
more effective (Compagnoni et al., 2025bza), and the effect of DP noise is only marginal relative
to the intrinsic stochasticity of the gradients. We verify this result empirically in Figure 3} As we
increase the batch size B, €* decreases, in accordance with our theoretical prediction.

Practical Implication. If hyperparameter re-tuning is infeasible and the target regime involves
stronger privacy constraints, e.g., lower privacy budget ¢, or high stochasticity from small batches,
adaptive methods are preferable. Otherwise, DP—-SGD is the method of choice.

4.2 PROTOCOL B: BEST-TUNED HYPERPARAMETERS

We now mirror standard practice by allowing hyperparameters to be tuned for each target privacy
budget . In contrast to Protocol A, this leads us to derive the theoretical optimal learning rates,
which, just as in empirical tuning, are allowed to depend on ¢ explicitly.

To select the optimal learning rate n* for DP—SGD, we minimize the bound in Thm. [4.2]and conse-
quently derive the implied optimal priva?—utility trade-off for DP-SGD in the L-smooth case.

Theorem 4.6 (DP-SGD) Let n* = min{ , /dflfigé, f(;io) TT%}’ then the expected gradient norm

. Lf(X . L L
bound of DP-SGD is O (Cdnf(o)), as we ignore logarithmic terms and those decaying in T.

This result aligns with the best-known privacy-utility trade-off obtained in prior works in these set-
tings (Koloskova et al., 2023} |Bassily et al.l[2014). Importantly, we notice that the optimal learning
rate of DP—SGD scales linearly in € and that the resulting asymptotic performance scales like %

To derive the optimal learning rate n* of DP—SignSGD, we minimize the bound in Theorem [4.4]
and derive a privacy-utility trade-off in the L-smooth case.

Theorem 4.7 (DP-SignSGD) Let n* = fd(f;). The expected asymptotic gradient norm bound of

DP-SignSGDis O <7 Mﬁf“‘”) as we ignore logarithmic terms and those decaying in T

Importantly, we observe that the asymptotic neighborhood of DP-SignSGD matches that of
DP-SGD, while the optimal learning rate is independent of €. This suggests that adaptivity automat-
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ically handles the privacy noise injection: This facilitates the transferability of optimal parameters
to setups that require higher privacy. In contrast, DP—SGD needs retuning of the hyperparameters.

Takeaway: Our theory shows that while optimal learning rate scalings differ, the induced neighbor-
hoods match. As shown in Figure our experiments verify that: ¢) DP—SGD, DP-SignSGD, and
DP-Adam exhibit similar asymptotic performance across a broad range of ¢, including very small
values; i7) the optimal learning rate of DP—SGD is linear in €, while those of adaptive methods are
seemingly independent of it.

Practical implication. Hyperparameter searches are not free under DP: each evaluation consumes
a portion of the privacy budget (Papernot & Steinkel 2021), making fine learning-rate grids costly.
This asymmetrically impacts the two optimizers. For DP-SGD, the optimal step size scales linearly
with e (Thm.[4.6), so the “right” n* moves as privacy tightens. If a fixed sweep grid misses a value
close to n*, the performance of DP-SGD can degrade sharply. This is illustrated in our experiments
(Fig. [): in the left panel, the performance of DP—SGD collapses because the selected “optimal”
7 plateaus instead of decaying linearly as predicted (right panel) — the true n* was simply absent
from the grid. By contrast, the optimal step size of DP-SignSGD (and empirically DP—Adam)
is essentially e-invariant (Thm. [4.7), so a single well-chosen 7 transfers across privacy levels with
little or no re-tuning. This mechanism also helps explain prior empirical reports that non-adaptive
methods deteriorate more severely under stricter privacy (Zhou et all [2020b, Fig. 1), (L1 et al.,
2023|, Fig. 5), (Ast et al., 2021} Fig. 2): a plausible cause is that their fixed grids did not track the
e-dependent n* for DP-SGD. Importantly, when both optimizers are carefully tuned, DP-SGD and
DP-Adam achieve matching performance in large-scale LLM fine-tuning (L1 et al.,|2021a, App. S).

5 CONCLUSION

We studied how differential privacy noise interacts with adaptive compared to non-adaptive opti-
mization through the lens of SDEs: To our knowledge, this is the first SDE-based analysis of DP
optimizers. Our results include explicit upper bounds on the expected loss and gradient norm, opti-
mal learning rates, as well as the first characterization of stationary distributions for DP optimizers.

Under a fixed-hyperparameter scenario (Protocol A), the analysis reveals a sharp contrast: )
DP-SGD converges at a speed independent of the privacy budget ¢ while incurring a O (1/<?)
privacy-utility trade-off; i) DP—SignSGD converges at a speed proportional to € while exhibit-
ing a O (1/¢) privacy-utility trade-off. Additionally, when batch noise is large, adaptive methods
dominate in terms of utility, as the effect of DP noise is marginal compared to the intrinsic stochas-
ticity of the gradients, confirming known insights from non-private optimization. When batch noise
is small, the preferable method depends on the privacy budget: for strict privacy, DP—SignSGD
yields better utility, while for looser privacy, DP-SGD achieves better overall performance.

Under a best-tuned scenario (Protocol B), the picture changes: theory and experiments agree that
the optimal learning rate of DP-SGD scales linearly with e, whereas the optimal learning rate of
DP-SignSGD (and empirically DP-Adam) is approximately e-independent. With this tuning, the
induced privacy-utility trade-offs match in order and the methods achieve comparable asymptotic
performance, including at very small €. A practical implication is that adaptive methods require less
re-tuning if regulations mandate tighter privacy budgets.

We validated these theoretical insights on both synthetic and real datasets. Importantly, we also
demonstrated that the qualitative behavior observed for DP-SignSGD extends empirically to
DP-Adam and to test metrics, underscoring the strength and generality of our framework.

Practitioner guidance. Under higher privacy requirements, e.g., regulations mandate a smaller
g, if per-e re-tuning of the hyperparameters is impractical because retraining/tuning is expected to
be costly (Protocol A), prefer an adaptive private optimizer such as DP-SignSGD (or DP-Adam):
their performance scales more favorably as € decreases compared to DP—SGD.

When re-tuning is feasible (Protocol B): Both DP—SGD and adaptive methods can reach comparable
asymptotic performance. However, hyperparameter searches are not free under DP: each sweep
consumes additional privacy budget (Papernot & Steinke| [2021), making fine grids expensive. This
creates an asymmetric risk: DP—SGD requires an e-dependent learning rate (n* « ¢), so if the sweep
grid does not track this scaling, its performance can degrade sharply. In contrast, adaptive methods
retain a portable, e-independent learning rate, making them more robust and less costly to tune
across privacy levels.
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A TECHNICAL RESULTS

In this section, we introduce some technical results used in the derivation of the SDEs.

Lemma A.1 Let X ~ N (u,0%1,) and fix a tolerance ¢ > 0. If 20!’(‘!)_%2) < ¢, for d — oo, we have
X 1 1
that]E(m) = g%+€0(d3/2).

Proof: Let us remember that if X ~ A (u, 021,),

X r(¢4+1-%& k d+2 2
E — (2 + 2) 1F1 = + ’_”:U’HZ s (11)
X% (202)**T (4+1) 27 2 202

where 1 Fi (a; b; z) is Kummer’s confluent hypergeometric function. We know that

T (% +1-— %) k=1 /2 1

vy = Varo(@m) @

Let z = Hz’ﬂl; If d > z, by expanding the series, we have

1d al™(—z)" z z\2
“(2 3" Z) 2 ira T O\g) <t-c (13)
n>0
Combining everything together, we obtain [E (H ))((H2) = \/g L4 eO(7m) O
vl
Lemma A.2 Let K(v) = %FIE(;)) and X ~ t,(p,0%1,), for v > 1. Fix a tolerance € > 0: If
2

2
% < €, for d — oo, we have that E (ﬁ) = K(I/)\/gg + €O (dgl/Q).
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Proof: (0,1,) and S ~ x2 are independent. Define
T = \/27 then, conditioning on S and applying Lemma , we have
X 1p .
E S| = \[ O (d*3/2) . (14)
{IIX 2 ] dr

u+1)

Remembering that IE[\/§ | = V2 FIE (i) , we have
2

E {IXllz [( +e(9< 3”))1 (15)
(\f V8] + 0 (d 3/2)> (16)
- K(u)\/g'z +eO (dj/2> : (17)

%\

B THEORETICAL FRAMEWORK

In this section, we introduce the theoretical framework, assumptions, and notations used to formally
derive the SDE models used in this paper. We briefly recall the definition of L-smoothness and j-PL
functions. Then we introduce the set of functions of polynomial growth G.

Definition B.1 A function f : R? — R is L-smooth if it is differentiable and its gradient is L-
Lipschitz continuous, namely

IVf(@) =V Wl < Lz = yll2 V2, y. (18)

Definition B.2 A function f : R — R admitting a global minima x* satisfies the Polyak-
Lojasiewicz inequality if, for some pn > 0 and for all x € RY, it holds

. 1
f@) = 1 < IV @5 (19)
1
In this case, we say that the function f is y-PL.

Definition B.3 Let G denote the set of continuous functions g : R¢ — R of at most polynomial
growth, namely such that there exist positive integers ky, ko > 0 such that |g(z)| < ki (1 + ||z|3)*2
forall x € R%.

To simplify the notation, we will write
b(x +n) = bo(z) + b () + O(r°),
whenever there exists g € G, independent of 7, such that

b(x + 1) — bo(x) — nbi(x)] < g(x)n”.

We now introduce the definition of weak approximation, which formalizes in which sense the solu-
tion to an SDE, which is a continuous-time random process, models a discrete-time optimizer.

Definition B4 Let0 <n < 1,7 >0andT = L%J We say that a continuous time process X, over

[0, 7], is an order o weak approximation of a discrete process xy, for k = 0,..., N, if for every
g € G, there exists M, independent of n, such that forall k =0,1,..., N

[Eg(Xky) — Eg(zy)| < Mn®.

15
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This framework focuses on approximation in a weak sense, meaning in distribution rather than path-
wise. Since G contains all polynomials, all the moments of both processes become closer at a rate
of n® and thus their distributions. Thus, while the processes exhibit similar average behavior, their
sample paths may differ significantly, justifying the term weak approximation.

The key ingredient for deriving the SDE is given by the following result (see Theorem 1, (Li et al.,
2017))), which provides sufficient conditions to get a weak approximation in terms of the single step
increments of both X; and x;. Before stating the theorem, we list the regularity assumption under
which we are working.

Assumption B.1 Assume that the following conditions are satisfied:
s f,fi € Cg(Rd, R);
* f, fi and its partial derivatives up to order 7 belong to G;

» Vf,V f; satisfy the following Lipschitz condition: there exists L > 0 such that
IVf(u) = V)l + Ed:HVfi(U) = Vi)lly < Llju = vlly;
i=1
o Vf,Vf; satisfy the following growth condition: there exists M > 0 such that
IVF(@)lly + zn:IIVfi(x)Hz < M1+ [lz]2)-
i=1

Assumption B.2 Assume that the stochastic gradient can be written as V f, = V f+Z.,. In Phase 1
(clipping regime), the batch noise Z., is modelled as heavy-tailed, e.g., a Student-t distribution with
v degrees of freedom and scale o.,: for v = oo we recover the Gaussian case, while if v < 2 the
variance is unbounded and if v = 1 the distribution becomes a Cauchy, therefore the expectation is
unbounded as well. In Phase 2 (non-clipping regime), the batch noise is modelled as a Gaussian of

2
variance %, reflecting the averaging effect of i.i.d., per-sample gradients.

Lemma B.3 Ler 0 < n < 1. Consider a stochastic process X,t > 0 satisfying the SDE
dXt = b(Xt)dt + \/EU(Xt)th, XO =T (20)

where b, o together with their derivatives belong to G. Define the one-step difference A = X, — ,
and indicate the i-th component of A with A;. Then we have

I BEA; = b+ 1 [E?:l bjajbl} PEOm®)  Vi=1,....d;

2. EAlAJ = [bibj—‘rO'O';H 772+O(773) Vi, j=1,...,d;

3. EH;:lAi]‘ :O(ns) VSZ?), ijzl,...,d.
All functions above are evaluated at x.
Theorem B4 Let 0 < n < 1, 7 > 0 and set T = |7/n]|. Let Assumption [B.I| hold and let
X be a stochastic process as in Lemma Define A = x1 — x to be the increment of the
discrete-time algorithm, and indicate the i-th component of A with A;. If in addition there exist
Ki,Ky, K3, K4 € G so that

1. [EA; — EA;| < Ky (2)n?, Vi=1,...,d;

2. ‘EAZA] —EAZA]| SKg(x)ﬂ2, V’L,] = 1,...,d,'
: ‘E [I5_, Ay, —E[T, A,

CETL A | < Ka(z)n?, Vi =1,...,d

w

§K3(:r)7]2, VS23,V7;J' = 1,...,d,'

N

16
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Then, there exists a constant C' so that for all k = 0,1, ..., N we have
|Eg(Xkn) — Eg(zx)| < Cn. (21)

We say Eq.|20|is an order 1 weak approximation of the update step of xi.

B.1 DP-SGD

This subsection provides the formal derivation of the SDE model for DP-SGD and formal statements
of Theorem (.1} Theorem [B.7} and Theorem [B:8] Since, by construction, the dynamic of the
method shifts stochastically between two phases, we first model and study each phase separately.

v+1
Theorem B.5 Let 0 <1 < 1, 7 > O and set T = |7/n] and K(v) = \/gM Let z;, € R?

s
denote a sequence of DP—SGD iterations defined in Eq.[2] Assume Assumption ﬁand Assumption
[B2] Let X, be the solution of the following SDEs with initial condition X, = x:

e Phase 1:

CK
ax, = - B G rxyan v g[S )aw, 22)
o Vd
where 3(z) = C? (IE {Vfﬁ(vm;j(glg) } — i(l\’/)g Vi(@)Vf(z)" + 2BF Id>.
e Phase 2:
dX, = —Vf(X,)dt + i/ S(X,)dWs, (23)

where ¥(z) = ( + £ UDP) 1.

Then, Eq.[22|and Eq.[23|are an order 1 approximation of the discrete update of Phase I and Phase 2
of DP—-SGD, respectively.

Proof: e Phase 1: Let Zpp ~ N (O ¢ UDP) be the differentially-private noise injected via

Gaussian Mechanism and denote with A = 2; — x the one-step increment for Phase 1. Applying
Lemma[A2]with tolerance ¢ = 7 and by definition we have

E[A] = —nE, pp [Cm + ZDP:l = —nii(/lg Vf(x) +Omn?). (24)
Then, the second moment becomes

Cov(A) =EAAT —E [A]E[AT] (25)
o0 (T + 2 - v ) 00 @
(C% \ Zpp - if&a) Vf(z)+ O 2)>T @7)
=1’ <CQE7,DP {W] +ZppZhp (28)
_022(;)2 T) Lo (29)

- (CQE [vamv S| - S st - PId) rou

(30)

17
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Define now
CK(v)
b(x) = — 7 Vf(x)
o), o [VE@VA@T] R Croby
Y(x). = C°E ||va(33)||§ ayx/cil Vi@)Vf(z) + o2 1,.

Then, from Lem [B.3]and Thm. [B.4] the claim follows.
e Phase 2: Following the same steps as above, one obtains:

E[A] = =0y pp [Vfy(2) + Zpp] = =1V f(2),

and
Cov(A) = 1°E [(V £, (@) + Zpp = V(@) (V@) + Zpp = V(@) ']
=B ((V1,(2) ~ VI f () = VI @) T] + 0 222,
2 (95, CPobp
=T \B Tt e )
Define

b(z) = =V f(x).

_ o2 0202
S(x) = <§+ B | Lo

Finally, from Lem [B.3]and Thm. the claim follows.

Theorem B.6 Let f be L-smooth and p-PL. Then, for t € [0, 7], we have that

e Phase 1, i.e., when the gradient is clipped, the loss satisfies:

Tnd2LCo, <52 @2) 1,

B[f(X0)] S f(Xo)e 777" + (1 - f>

I dT ' B2 ) &2’
e Phase 2, i.e., when the gradient is not clipped, the loss satisfies:
TndL (<%0.> P2\ 1
—Ht —put v 2
E[f(X)] £ f(Xo)e ™ + (1 — e7t) =122 (BT Y

Proof: e Phase 1: By construction we have

2 2
Cohp
B2

Tr (S(z)) < C*+d

(€29

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)

Since f is u-PL and L-smooth it follows that 2uf (z) < ||V f(z)||3 and V2 f(x) < LI,. Hence, by

applying the It6 formula we have
_CK(v)
od
CK(v)

< -2
< —2u o

df (X,) = IV £(X)|2dt + gTr (V2f(X,)S(X;)) dt + O(Noise)

L 2 2 2
F(X)dt + % (Cd + C];PP) dt + O(Noise).

Therefore,

d B?

5, KWC 5, KWw)C d%L C2 2052
BLAC) < o) 5 4 (1o ) MOk (O, Cobe),

4uCK(v)

Let us now remind that

~ qy/Tlog(1/3)

Opp =T

18
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then
—2u Ky —2p LISy nd3 LCo Tq?log(1/9)
E[f(Xy)] < f(X oy Vd 1- ova ) ——— T [ ==L ) (46
(X0 < F(Xo)e +(1-e e (G TR o
e Phase 2: Similarly to Phase 1, we have
B 0-2 020.2
— v DP
Again using the fact that f is u-PL and L-smooth and by applying the 1t6 formula, one obtains
ndL (% (202 .
df (X1) < —||VF(X0)|3dt + 2<§+ B?’+omm@ (48)
from which we have
dL (o3 = C20?
E[f(X,)] < f(Xo)e 2t 4+ (1 —e~2t) 122 (22 2 TDP | 4
[FX) < fXo)e ™ 4 (1= e™) T | 5+ — 5o (49)
Hence, by expanding opp
dL (o2  C%¢*Tlog(1/9)
E[£(X,)] < f(Xo)e 2t + (1 — e~20t) 122 [ 2o | 29 = 98L/9) )
[f(X))] < f(Xo)e +(1—e") i, \ B + B2:2 (50)

Finally, let ® = ¢+/log(1/d) and suppress all problem-independent constants, such as 2, 7w, K (v),
to obtain the claim.

O
Theorem B.7 Let f be L-smooth and define
._ Jv\/a — Cj ‘ﬁ
Ky .—max{l,CK(V)} Ky .—max{ B (- (51
then )
X dL C? (£) " Tlog(1/6
EIV/CX13] S Ko (“ o) . ik (K » ZA8) Toet/ ’)) .®
nl 2 5
where t ~ Unif(0, ).
Proof: Since f is L-smooth and by applying the 1t6 formula to Phase 1 we have:
CK = .
ar(x0) < =K 9 1) 0t + 2 T (LS(0)) dit + O(Noise) 53
va/g 2
CK(v) ndL (C?* C?c%p .
< - I~ IVF(X)|adt + —== 5 \ 7 [ dt + O(Noise). (54)
Similarly, in Phase 2 we obtain
df (X;) < —||VA(X)|2dt + 2 2 T (LE(X,)) dt + O(Noise) (55)
_ ndL 'Zy C*ohp :
IVF(Xo)|5dt + —= 5 (B 5 dt + O(Noise). (56)
Let K and K as in Eq.[51] Then, by integrating and taking the expectation, we have
T 2 TndL C%0%
E [ 1953 < Ky (£(X0) — f(X0) + 752 (Ko + S22 (57)
0
"1 2 f(Xo) = f(X7) | ndL C20hp
:>IE/O ;||Vf(Xt)H2dt < K, (7_ 5 Ky + o2 (58)
2e2(f(Xo) — f(X;)) +n%dLTK, ndLTC?q*log(1/6)\ 1
B [1950eE] < (EUIEIZIE) R
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where the last step follows from the Law of the unconscious statistician and £ ~ Unif(0, 7). Finally,
by suppressing problem-independent constants, 2, 7w, we obtain the claim.

O

We now derive the stationary distribution of DP—-SGD at convergence: We empirically validate this
result in Figure

Theorem B.8 Let f(x) = Ja' Hx where H = diag(\1, ..., \q). The stationary distribution at
convergence of DP—SGD is

(E[X,], Cov(X,)) = <XOeHT I (5 o, O log(1/5)> (1- eQHT)H1> . (59)

BT B?

Proof: Since H is diagonal, we can isolate each component. Furthermore, since f(-) is quadratic
we can rewrite the SDE as:

2 2 2
oy  CPopp

dX; s = —NXei+1 AWy ;. (60)

We have immediately that
E[Xy,] = Xo,e” M. (61)
Applying the It6 isometry, we obtain:
E[(Xti — E[X¢])%]

.
! C?0? 020
—F —Xi(t—s) DP dW, —)\ (t—s) DP dW,
7 /0 (e B + B Bt B

02 (%2 ¢
_ Y DP —2X;(t—s
=n (B + 7 /0 e ( )ds

n (o CQqZTlog(1/5)> (1 ey

2\ \ B B2¢2

Ty (€03 + C?q*log(1/9) (1— e 2Nit),
2¢2\; \ BT B2

B.2 DP-S1GNSGD
This subsection provides the formal derivation of the SDE model for DP-SignSGD and formal

statements of Theorem [4.3] Theorem [4.4] and Theorem [B.T3] Similarly to DP—SGD, the dynamics
of the method shifts again between two phases; we first model and study each phase separately.

v+l
Theorem B.9 Let 0 < n < 1, 7 > 0and set T = |7/n]| and K(v) = \/grﬁ(?)), v >1 Let
5

x5, € R denote a sequence of DP—S1ignSGD iterations defined in Eq. |3} Assume Assumption
and Assumption@] Let X; be the solution of the following SDEs with initial condition Xg = xq:

e Phase 1:

B VI (Xe) )]
f { ' (aDpﬁnww(Xt)lz VI o
- 2
where ¥(x) = I, — E, [Erf (UDP\[HVVJ‘J:%H

e Phase 2:

Vf(Xy)
2(Cpke + 3)

20

dXt = — Erf

dt + /iy S(X,)dW, (63)
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2

where ¥(x) = I — Erf % and Erf(-) is applied component-wise.
e

Then, Eq.[62|and Eq.[63|are an order 1 approximation of the discrete update of Phase 1 and Phase 2
of DP-S51gnSGD, respectively.

Proof: The proof is virtually identical to that of Thm. Hence, we highlight only the necessary
details for each phase. Let A = z1; — x be the one-step increment.

e Phase 1: We begin by computing the first moment:

x . A\
E[A] = —nE, pp [Slgn (Cm + ZDP>:| . (64)

Remember that for any random variable Y, we have

E[sign(Y)] =1 —-2P(Y < 0), (65)

<1 1 Exf <\%>> (66)

and that if furthermore Y ~ N(0, 1), then

DN | =

o(y) =

2 2
Since Zpp ~ N (O, @ EZDP), we have that

1—-2P (Cm+ZDP < 0> =1-2% (—CUBDPC'”VVJQY((;))”Q 67)
- (e () o
~ot (o) (©

Thus
B8 = a1 (2 )| 70

The second moment is instead

Con(83 78,00 (s (7 700) <, [en (2 TEEL )

(e (Crorion, *2r) & [ (s ioron))) j av

J

S e lErf (s ||vvﬁ<%)||2>j] -

If ¢ = j, we have

_ B Vf(x) )r
Ay =n? —n*E, |Erf . 74
" { (oDmm<x>2 7
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Otherwise, we have

E, pp [sign (Cm + ZDP> sign (Cm + ZDP)J_] (75)
=E :]EDP s (Crera; + 2er) | Bor i (e + ZD”)J-H
= | Gocramron). B oo r o) ] 7o
il e et S T el el e ||vvﬁ<(:cx>)||2)j ' (77)

Where we used the independence of the i-th and j-th components. Hence

COV(A)ij = 0. (7%)
Finally, we have
) B Vi@ ]
ov(A) =n"la =" Ey |Ex oppV2 IV i@, )

Define now

b(z) = —E, {Eff (UDfﬁ |VVJ§(%)|2>]

S0 = 1o, |t (2 vvf<(x>))]

Then, from Lem[B.3]and Thm. [B.4]the claim follows.

[op

2
e Phase 2: Remember that, from Assumption Vi, =Vf+Z, where Z, ~ N (O, g”) We
calculate the expected increment

E[A] = —nE [sign(V £, (2) + Zpp)] (80)

= —nE[sign(Vf(z)+ Z, + Zpp] (81)

— _yErf Vi) (82)
%)

Instead, the covariance becomes

Vi(z)

COV(A)Z‘J‘ :772IE77DP sign(Vf7 + ZDP) — EI‘f — : (83)
(S5 1 5)
Vf(x
sign(Vf, + Zpp) — Exf /(=) (84)
C202
2 DP +
(T +5)))
=B+, pp [sign(V fy + Zpp)isign(V fy + Zpp);] (85)
— ? Exf 0.f (x) Exf a’f (z) (86)
2(F=e5))  \|2(Gr5)

22
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If ¢ = j, we have

Cov(A)y; =n* | 1 — Exf 9/ (x) ; (87)

C20%p o3
2( a2

while if i # j

Cov(A)s; —n? Ex 0:f (@) Ff %) (88)
C20hp a3 C20hp a3
2( B +f) 2( B +f)
P Exf 0if (@) Ff 9/ (@) —0,  (39)
2(Tgb= + F) 2(Zgh= + F)
Define now
b(x) = — Exf V/@)
C?0%p o3
2(“5ke+ %)
2
Y(x) = I — Exf Vf(x)

(%54 7)

Then, from Lem [B.3]and Thm. [B 4] the claim follows.
(|

Corollary B.10 Under our assumptions, the SDEs (Eq.[62|and Eq.[63) modelling the two phases of
DP-SignSGD as follows:

e Phase 1:
2 B 2 B2K (v
dX, = —\) — K )Vf (X: dt+\f\/1 ——27(2) g(Vf(X¢))?dWy; (90)
d O'DPO'ry UDPO-’Y
e Phase 2:
2 1 2 1 . y
dX; = — *—Vf(Xt) +n I;— =T o E—— dlag(vf(Xt)) dWy.
T [Corp 2 mCpe 4 %

oD

. 9i f+ (=)
Proof: Let us w.l.o.g. assume that that NEOIE

< 1 when [|Vf,(x)]]2 > C: This is not
restrictive when the number of trainable parameters d is large as it is under our assumptions. Addi-

tionally, we recall that under our assumptions, —19J@I| 1 Then one can write:
2(0%, p+02/B)

Phase 1: Since %
as follows: Erf(z) ~ 2. Thanks to Lemma|A.1| we have

(B VE@ ] _g [2B Viw ] [2BEL,
s, [en (aDpﬁvm)z)] B [ﬁ P IIva(:v)IIQ] @awvw ) 6
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Therefore, Eq. [62] becomes
2 BK 2 B?2K(v
dX; = —4/ o (V)V f(Xe)dt + \f\/ d— —722) g(Vf(Xy))2dW,. (93)
v

T OpPO~ UDP
Phase 2: Since Zfi(m) < 1fori=1,...,d, one can use the same argument as before to
2(0%p +Uf‘; /B)
use a linear approximation of the error function. In detail, one has
\Y 2 Vf
Erf /(@) -z = 4 / v F(z). (94
c? "DP

C202 T C2q2 ’v
9 ( DP 4 ) 2 ( DP f

Therefore, Eq. [63]becomes

2 1 2 1
— - - - s 2
dX, = -/ — ggvf(Xt)*”\/Id T diag(Vf(X,))2dW,.  (95)

2
B2 B
|
Theorem B.11 Let f be L-smooth and p-PL. Then, for t € [0, 7], we have that
e Phase 1, i.e., when the gradient is clipped, the loss satisfies:
—uB e —uB e Ld
O] S FXo)em H 4 (1 o) RLULLES 6)
I e’

® Phase 2, i.e., when the gradient is not clipped, the loss satisfies:

—pet —pet

275, o242 C’2<I>2 TnLd /252 1
E[f(X)] S f(X0)e V=TT 4 [ 1= V=5 FEr f—”v;w(/‘;‘fl. O7)

Proof: First of all, observe that, in both phases, it holds that ¥(z) < I.

e Phase 1: Since f is u-PL and L-smooth it follows that 2. f (z) < ||V f(z)||? and V2 f(x) < LI,.
Then, By applying the It6 formula we have

K(v)  Be 2
df (Xy) < — d7rT - qlog(l/é)”vf(Xt)||2dt+ Tr (V f(Xt)Id) dt + O(Noise) (98)
2 K(v) Be ndL .
< —2u T o, qlog(l/é)f(Xt)dt+Tdt+O(NOISe)' (99)
Therefore,
EF(X)] < f(Xo)e (V7 5 awifim ) (100)

3
+ <1 _ (VT S attm ) > T ndz Loy glog(1/0) 4,

2 4uK(v) Be

e Phase 2: As for Phase 1, by applying the It6 formula one has

el|Vf(Xy)||5dt (102)

2 1
\/;\/EQB*U?{ + B=2C2¢2 log(1/6)T

+ Q Tr (V2£(X4)1,) dt + O(Noise) (103)

< 2p\/> (Xt)dt+idt+O(Nmse) (104)
™\ JEB102 + BECR log(1/8)T
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Therefore

_\/2 2 et
4 \/5237162{+572C2q2 log(1/8)T

E[f(X:)] <f(Xo)e (105)

+ 1_ei\/g\/523_10%+B2_H202q2log(l/S)TEt ﬂ’r]dL EQU'QY _‘_C2q210g(1/6)1
V 2 4u BT B2 e’

Finally, by suppressing problem-independent constants, such as 2, 7, K (v), the thesis follows.

O

Theorem B.12 Let f be an L-smooth function. Define

dm o,qlog(1/T) \/8202 C2%¢%log(1/9)
K. = 7y 2l .
3 max{\/ 4 Bk(w) VBT " B2 (106)
Then
f(Xo) 1

E [||Vf(X;)|2 §K< +ndIVT ) =, 107

where t ~ Unif(0, ).

Proof: Since in both phases the diffusion coefficient i(x) = 14, the drift is the only term worth
comparing for a worst-case analysis. Let then K73 as in Eq.[I06] Applying the It6 formula to the
worst-case SDE we have

df (X,) < —e(VTK3) M|V F(X,)|2dt + gTr (V2f(X;)1,) dt + O(Noise) (108)
< —6(\/TK3)’1||Vf(Xt)||§dt+ ndTLdt+(’)(Noise). (109)
Then, by integrating and taking the expectation
E/ IVF(Xo)ll3dt < KsV'T (f(Xo) — f(X5) + ”dfT) et (110)
0

1 9 K3 ndLt\ _,

= [ IV < (%) - 106 + 257 ) e am
NP f(Xo) = f(X5) | ndLVT \ 1

—E [|VA(XDIl}]| < K < v R ) - (112)

where in the last step we used the Law of the unconscious statistician and  ~ Unif(0, 7). Finally,
by suppressing problem-independent constants, we get the thesis.

O
Finally, we derive the stationary distribution of DP-SignSGD: We empirically validate it in

Fig.

Theorem B.13 Let f(z) = %xTHm where H = diag(\1, ..., \q). The stationary distribution of
Phase 2 is

E[X7] =Xoe KA, (113)
Cov(X7p) =X2e 2KHT (e*ﬂKQHT - 1) (114)
+77<2KH+’I7H2K2)71 (l_e_(zKH+7IK2H2)T) (115)

2 1
where K = \/j E.
m \/EQB*10'?Y+B*2C2q2 log(1/6)T
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Proof: Since H is diagonal, we can work component-wise. Let us remember the SDE:

2 1 2
AXti = =\ = N K+ Vi |1~ — o MK AW, (116)
BQDP + f’y ™ ( B2 + f)

1
024+B=2C?¢?log(1/6)T

t
Xpi = woe 5N+ [ e BN 1 - K2N2X2 AW, (117)
0

Due to the properties of the stochastic integral, we immediately have

. Hence, we can write X ;

To ease the notation, we write K = \/E -
T \/EZB—l

in closed form as

—/2 L eXi
E[Xp ] = Xoge VOO Iremeiaman (118)
Using the It6 formula on g(z) = 22, we have
d(X2,) = —2K\X2,dt + det - gQKQAfXZidt + O(Noise) (119)
B = KR (1 e
’ ’ i T NA;
therefore
Cov(Xy,) = E[X7;] — E[X,]? (121)
_ Xgie—(QK)\,;—&-nKzAf)t n e J:? e (1 _e—(2KA1+nK2>\?)t) X2, 2Nt
: Y :
= X2 e N (e—"m?t - 1) R T TRE f Vie (1 - e—<2K%+’7Kz*?>t) . (122)
’ i T NA]

O

Finally, we present a result that allows us to determine which of DP-SignSGD and DP-SignSGD
is more advantageous depending on the training setting.

2
Corollary B.14 If % > 1, then DP-S51gnSGD always achieves a better privacy-utility trade-off

2
than DP—SGD, though its convergence is slower. If % < 1, there exists a critical privacy level

. C2TB 1
e = \/n2 (B ) log (6), (123)

such that DP—S1ignSGD outperforms DP—-SGD in utility whenever € < €*, but still converges more
slowly than DP-SGD.

Proof: The Phase 2 asymptotic terms at t = 7" are

TndL /262 \/T dL 2,2
Asop = L2 (G + CPE) L, Ag = T” LN LY (124)
We compare Agjgn < Asgp. Cancelling the common factor % gives
\/T 820'2 2 T 620'2 2
TN 0% < S(FF+0%) (125)

Multiplying by £2 and dividing by the positive square root yields

2 _2 b
VT < T\ 553 + 022, (126)
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All quantities are non-negative, so squaring preserves the inequality:

20_2 0_2
ST < T2 (57 +C2%) = (1-F) < &1, (127)
Using & = 1 /log(1/0) gives
a2\ o C?
(1-%)e* < 5T0g(}). (128)
n
2 2
If % > 1, the left coefficient is non-positive and the inequality holds for all ¢ > 0. If % < 1,
solving for ¢ yields
C?TB 1 N
6<\/7’12(‘B—U3)10g(5)_ g, (129)
which proves the claim. (|

Interestingly, by keeping 7 and C' depend on the optimizer, we get

o2 CZ% 2 o2  C? 97
T sign —L Ten < T s, —L sgd . 130

VTisn!| i+ ~paca et \ BT T B2 (130)

We observe that if 0, — oo, DP-SignSGD is always better than DP-SGD, while if o, — 0, there
is always a threshold *. Since the algebraic expressions are complex, we believe this is enough to
show that our insight is much more general than the case derived here and presented in the main

paper.
C EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

Our empirical analysis is based on the official GitHub repository https://github.com/kenziyuliu/
DP2|released with the Google paper (L1 et al., 2023). In particular we consider the two following
classification problems:

IMDB (Maas et all [2011) is a sentiment analysis dataset for movie reviews, posed as a binary
classification task. It contains 25,000 training samples and 25,000 test samples, with each review
represented using a vocabulary of 10,000 words. We train a logistic regression model with 10,001
parameters.

StackOverflow (Kagglel [2022), (TensorFlow Federated, 2022)) is a large-scale text dataset derived
from Stack Overflow questions and answers. Following the setup in (TensorFlow Federated, |[2022),
we consider the task of predicting the tag(s) associated with a given sentence, but we restrict our
experiments to the standard centralized training setting rather than the federated one. We randomly
select 246,092 sentences for training and 61,719 for testing, each represented with 10,000 features.
The task is cast as a 500-class classification problem, yielding a model with approximately 5 million
parameters.

Hyper-parameters. Unless stated otherwise, we fix the following hyperparameters in our exper-
iments: for IMDB and StackOverflow respectively, we train for 100,50 epochs with batch size
B = 64. The choice of batch size follows the setting in (L1 et al., 2023). We also aimed to avoid
introducing unnecessary variability, keeping the focus on the direction suggested by our theoretical
results. Finally, we set § = 10~°, 107, corresponding to the rule § = 10~*, where k is the smallest
integer such that 10~% < 1/n for the training dataset size n.

Protocol A: we perform a grid search on learning rate n = {0.001,0.01,0.1,1,3, 5,10} and clip-
ping threshold C' = {0.1,0.25,0.5,1,5} for DP-SGD, DP-SignSGD and DP-Adam on both
datasets, using opp = 1: this gives ¢ = 2.712 and ¢ = 0.424 for IMDB and StackOverflow
respectively. We summarize the best set of hyperparameters for each method on both datasets in

Table[C1l

Protocol B: For each noise multiplier, we tune a new pair of learning rate and clipping parameter
by performing a grid search. For DP-SignSGD and DP-Adam, we consider the following learn-
ing rates n = {0.01, 0.05, 0.10, 0.15, 0.22, 0.27, 0.33, 0.38, 0.44, 0.50} and clipping thresholds
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Dataset DP-SGD DP-SignSGD DP-Adam
IMDB (5,0.5) (0.1, 0.5) (0.1, 0.5)
StackOverflow (3,0.25) (0.01, 0.5) (0.01,0.5)

Table C.1: Tuned hyperparameters for different methods across the two datasets.The values refer to
(learning rate, clipping parameter); For DP—Adam we also used 51 = 0.9, S = 0.999 and adaptivity
€ = 1078 in both cases.

C = {0.05, 0.1, 0.25, 0.5}, while for DP-SGD we consider a different range of learning rates
n=1{0.5, 0.7, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0} and C = {0.1, 0.25, 0.5}. This
tuning is designed to identify the best hyperparameters across a broad range of privacy budgets
e =4{0.01, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0}, which correspond to the following noise
multipliers: {271.23, 13.56, 6.78, 4.52, 3.39, 2.71, 2.26, 1.94, 1.70, 1.51, 1.36}.

C.1 DP-SGD AND DP-S16NSGD: SDE VALIDATION (FIGURE[C.T)).

In this section, we describe how we validated the SDE models derived in Theorem [B.3] and Theo-
rem (Figure @ In line with works in the literature Compagnoni et al.| (2025cfa)), we optimize
a quadratic and a quartic function. We run both DP—-SGD and DP-SignSGD, calculating the full
gradient and injecting noise as described in Assumption[B.2] Similarly, we integrate our SDEs using
the Euler-Maruyama algorithm (See, e.g., (Compagnoni et al} [2025c), Algorithm 1) with At = 7.
Results are averaged over 200 repetitions. For each of the two functions, the details are presented in
the following paragraphs.

Quadratic function: We consider the quadratic function f(z) = %xTH x, with H =
0.1diag(2,1,...,1), in dimension d = 1024. The clipping parameter is set to C' = 5, and each
algorithm is run for 7" = 10000 iterations. The gradient noise scale is 0, = 1/ Vd. The learning
rate is = 0.1 for DP-SGD and n = 0.01 for DP-SignSGD. The differential privacy parameters
are (,9,q) = (5, 10;04, 10~*), corresponding to a noise multiplier of o pp = 0.03. The initial point

is sampled as xg = WN (0, I;), using an independent seed for each method.

Quartic function: We also test on the quartic function f(z) = 3% Hya? + 2 X0 at —

£S5 a3, where H = diag(—2,1,...,1), A = 0.5, and £ = 0.1. The problem dimension,
clipping, and number of iterations are the same: d = 1024, C' = 5, T' = 10000, with gradient noise
oy =1/ V/d. Both methods use a learning rate of 7 = 0.01. The differential privacy parameters are
(¢,6,q) = (5,107%,10~%) for DP-SGD and (5,107%,2 x 10~*) for DP-S1ignSGD, corresponding
to noise multipliers cpp = 0.03 and opp = 0.06, respectively. Initialization is ¢y = %J\/’ (0,1,)
for DP—SGD and yg = —x¢ for DP-SignSGD.

DP-SGD
Gradient Norm - Quadratic

SDE DP-SGD e = DP-SignSGD SDE DP-SignSGD

Trajectories - Quadratic Gradient Norm - Quartic
/ \ S

2 L ¥

\x 10 ;‘ 104

Trajectories - Quartic
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10°

HIVAXI?]
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10t
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X
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10°

Iterations

10t
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Figure C.1: Consistent with Theorern and Theorern we empirically validate that the SDEs
of DP-SGD and DP-SignSGD model their respective optimizers. For a convex quadratic function
(left two panels) and a nonconvex quartic function (right two panels), the SDEs accurately track
both the trajectories and the gradient norm of the corresponding algorithms, averaged over 200 runs.
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C.2  AsyMPTOTIC Loss BOUND (FIGURES[I]AND [C.4)

This section refers to Figure [T] and Figure[C.4 We consider three different scenarios: A quadratic
function, IMDB, and StackOverflow. Each setup is optimized using DP-SGD, DP-SignSGD, and
DP-Adam, and we plot the final averaged training loss across a range of privacy levels. In the left
panel, we include the exact bounds from Theorem .1 and Theorem [.3] to show agreement with
theory; in the central and right panels, we compare the final losses with the trends in ¢ predicted by
the same theorems. Experimental details are as follows.

Quadratic: f(z) = S22 " Hz, H = 1014 d = 1024, C = 5, T = 50000, 0, = 0.01; learning rate
n = 0.01 - n; with n; = (1 + nt)~%%; Adam parameters: 3; = 0.9, 32 = 0.999,¢ = 1078, We
used 8 noise multipliers, linearly spaced from 0 to 2, which with ¢ = 10~%,§ = 10~* correspond to
e € {00, 6.78, 2.38, 1.19, 0.79, 0.59, 0.48, 0.40, 0.34}.

IMDB: Hyperparameters are given in Table [C.I] We performed 10 runs for each
noise multiplier {0.5, 1.0, 2.0, 4.0, 6.0, 8.0, 10.0, 12.0}, yielding the following values for &
{5.425, 2.712, 1.356, 0.678, 0.452, 0.339, 0.271, 0.226}, respectively. We report the average
training and test loss of the final epoch with confidence bounds (Figure[T]and Figure [C.4).

StackOverflow: Hyperparameters are given in Table We performed 3 runs using
for each multiplier {0.1, 0.3, 0.5, 1.0, 2.0, 4.0, 6.0, 8.0}, yielding the following values for &
{4.238, 1.413, 0.848, 0.424, 0.212, 0.106, 0.071, 0.053}, respectively. We report the average
training and test loss of the final epoch with confidence bounds (Figure[T]and Figure [C.4).

C.3 CONVERGENCE SPEED ANALYSIS (FIGURE[2))

This section refers to Figure 2] We consider two different scenarios: IMDB and StackOverflow.
Each setup is optimized using DP—-SGD, DP-SignSGD, and DP—-Adam and six different privacy
levels: We plot the average trajectories of the training losses and observe that, when it converges,
the convergence speed of DP—-SGD does not depend on the level of privacy, while the two adaptive
method are more resilient to the demands of high levels of privacy, but their convergence speed
changes for every ¢, as predicted in Theorem 4.3

IMDB: Hyperparameters are given in Table [C.I} We performed 10 runs for
each noise multiplier {0.8, 1.0, 1.2, 1.6, 4.0, 6.0} and  corresponding  epsilons
{3.390, 2.712, 2.260, 1.695,0.678,0.452}. We report the average trajectories of the training
loss with confidence bounds (Figure [2).

StackOverflow: = Hyperparameters are given in Table We performed 3 runs
for each noise multiplier {0.37, 0.5, 0.64, 1.19, 1.46, 1.73} and corresponding epsilons
{1.146, 0.848, 0.662, 0.356, 0.290, 0.245}. We report the average trajectories of the training loss
with confidence bounds (Figure [2)).

C.4 WHEN ADAPTIVITY REALLY MATTERS (FIGURE[3)

This section refers to Figure [3] and Figure [C.2] Each setup is optimized using DP-SGD,
DP-SignSGD, and DP-Adam. We consider different batch sizes and for each we plot the final
loss values for different privacy levels, similarly to Section [C.2] We highlight the possible range of
¢* and a dash-dotted line to mark its approximate value, suggested by each graph. As predicted by
Theorem[4.5] the empirical value of e* shifts left as we increase the batch size. Experimental details
are as follows.

IMDB: Hyperparameters are given in Table We select a wide range of noise multipliers:
{0.5, 1.0, 1.2, 1.5, 1.8, 2.0, 2.2, 2.5, 2.8, 3.0, 3.2, 3.5, 3.8, 4.0, 4.5, 5.0, 6.0, 8.0, 10.0, 12.0}
and increasing batch sizes B = {48, 56, 64, 72, 80}. The corresponding epsilons are

B = 48: {4.698, 2.349, 1.879, 1.566, 1.342, 1.174, 1.044, 0.940, 0.854, 0.783, 0.723, 0.671,
0.626, 0.587, 0.522, 0.470, 0.391, 0.294, 0.235, 0.196};

B = 56: {5.070, 2.535, 2.028, 1.690, 1.449, 1.268, 1.127, 1.014, 0.922, 0.845, 0.780, 0.724,
0.676, 0.634, 0.563, 0.507, 0.423, 0.317, 0.254, 0.211};
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B = 64: {5.425, 2.712, 2.170, 1.808, 1.550, 1.356, 1.205, 1.085, 0.986, 0.904, 0.835, 0.775,
0.723, 0.678, 0.603, 0.542, 0.452, 0.339, 0.271, 0.226};

B = 72: {5.740, 2.870, 2.296, 1.913, 1.640, 1.435, 1.276, 1.148, 1.044, 0.957, 0.883, 0.820,
0.765, 0.717, 0.638, 0.574, 0.478, 0.359, 0.287, 0.239};

B = 80: {6.070, 3.035, 2.428, 2.023, 1.734, 1.517, 1.349, 1.214, 1.104, 1.012, 0.934, 0.867,
0.809, 0.759, 0.674, 0.607, 0.506, 0.379, 0.303, 0.253}.

For each batch size, we performed 10 runs and plotted the average final value of the Train Loss and
the empirical €*: these observed values follow the direction indicated in Thm.[4.5] For visualization
purposes we show only a smaller window of ¢ values satisfying 0.75 < ¢ < 1.25.

StackOverflow: Due to the higher computational cost required, with our limited resources we man-
aged to select only a limited range of noise multipliers: {0.1, 0.3, 0.5, 1.0, 2.0, 4.0, 6.0, 8.0} and
batch sizes: {48, 56, 64}. The corresponding epsilons are

B = 48: {1.223, 0.734, 0.367, 0.184, 0.092, 0.061, 0.046};
B = 56: {1.322, 0.793, 0.396, 0.198, 0.099, 0.066, 0.050};
B = 64: {1.413, 0.848, 0.424, 0.212, 0.106, 0.071, 0.053}.

For each batch size, we performed 3 runs and plotted the average final value of the Train Loss and
the empirical €*: these observed values follow the direction indicated in Thm.[4.5] For visualization
purposes, we show only a smaller window of € values satisfying 0.08 < e < 1.1.

DP-SGD  —@— DP-SignSGD  —&— DP-Adam
4.00 Batch size 48 Batch size 56 Batch size 64
—— ' =0.571 —— £" =0.458 —— £'=0.418

3.0 ! i
015 0.50 0.45 0.60 0.75 0.15 0.30 0.45 0.60 0.75 0.15 0.30 0.45 0.60 0.75
£ I3 I3

Figure C.2: StackOverflow: From left to right, we decrease the batch noise, i.e., increase the batch
size, taking values B = 48, 56, 64: As per Theorem [4.5] the privacy threshold * that determines
when DP-SignSGD is more advantageous than DP—SGD shifts to the left. This confirms that if
there is more noise due to the batch size, less privacy noise is needed for DP-SignSGD to be
preferable over DP-SGD.

C.5 BEST-TUNED HYPERPARAMETERS (FIGURE [4))

This section refers to Figure d] On top of the hyperparameter sweep performed described in Sec-
tion |C}, we additionally tune DP-SGD for the smaller values of €. As predicted by Theorem
the optimal learning rate for DP—-SGD scales with ¢, while those of the adaptive methods is almost
constant. Furthermore, we see that once we reach the limits of the hyperparameters grid, DP—-SGD
loses performance drastically.

IMDB: We additionally tune DP—SGD using = {0.001, 0.005, 0.01, 0.05, 0.1, 0.5} and C' =
{0.1, 0.25, 0.5} and add the corresponding values using the cyan line. On the left, we plot the
average of the final 5 train loss values and confidence bound for each method against the privacy
budget €; On the right, we focus on the scaling of the optimal learning rate with respect to €.

StackOverflow: We currently lack the compute to extend the validation of this result on such a
larger dataset. We plan to have this experiment ready soon.

C.6 STATIONARY DISTRIBUTIONS

In this paragraph, we describe how we validated the convergence behavior predicted in Theorem [B.§]
and Theorem To produce Figure we run both DP-SGD and DP-SignSGD on f(x) =
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1a"Hx, where H = diag(2,1), o = (0.01, 0.005), n = 0.001, 0, = opp = 0.1, C = 5.
We average over 20000 runs and plot the evolution of the moments compared to the theoretical
prediction provided in Theorem B8 and Theorem [B.13]

x1073 x1073 x1073 x10~°
2.51 oPsed ¢ 1.0 % 25| wmm DP-signseD X *
== = Theor. Pred. " 20 Theor. Pred. 8 7
2.0 / 0.8 4 ’ 4§
§ r 3
— J —6
—15 .’ < 0.6 y = 15 0 /
= / 5 /] S0 54 /
1 m F 4 . {U
Do)/ S04 / m 8 /
/ 051 # /
0.54 il 0.21 / 2 e
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Figure C.3: The empirical dynamics of the first and second moments of the iterates X; of DP—-SGD
(left two panels) and of DP—-S1ignSGD (right two panels) match that prescribed in Theorem and
Theorem [B.T3] respectively.

C.7 ADDITIONAL RESULTS — TEST LOSS

Interestingly, the insights provided in Theorem {.T]and Theorem [4.3]regarding both the asymptotic
bound and the convergence speed extend, in practice, also to the test loss. In the same set-up of
Section we plot the asymptotic values of the Test Loss and interpolate with O(1/e) and O(1/&?)
to show that they match the predicted scaling.

IMDB StackOverflow
2x10!
. DP-SGD i DP-SGD
\ —e— DP-SignSGD t —e— DP-SignSGD
\ —&— DP-Adam A —&— DP-Adam
2 \ -1 g 104 -1
3 0l % --- O™ 3 \ --= 0™
7 N —= 0e7?) 7 i —= 0e™?)
S \ ©26x100
\.
6x10°1 e’ =
3x10°

0.00 0.25 0.50 0.75 1.00 1.25
&

Figure C.4: Privacy-utility trade-off on the test loss, comparing DP-SGD, DP-SignSGD, and
DP-Adam. Left: Logistic regression on the IMDB dataset. Right: Logistic regression on the
StackOverflow dataset. In both cases, the empirical scalings predicted by Thm. [f.1] and Thm. f.3]
carry over from training to test: DP—SGD follows the 6% trend, while adaptive methods follow the
% trend. This demonstrates that not only do our theoretical insights generalize to the widely used
DP-Adam, but also extend from training to test loss.

Similarly, in the same set-up as Section[C.3] we plot the trajectories of the Test Loss (Fig.[C.3): we
observe that once again the convergence speed of DP—SGD is not affected by the choice of , while
adaptive methods clearly present different e-dependent rates.
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Figure C.5: We compare the Test Loss of DP-SGD, DP-SignSGD, and DP—-Adam as we train
a logistic regression on the IMDB dataset (Top Row) and on the StackOverflow dataset (Bottom
Row).

D LIMITATIONS

As highlighted by |Li et al.|(2021b)), the approximation capability of SDEs can break down when the
learning rate 7 is large or when certain regularity assumptions on V f and the noise covariance matrix
are not fulfilled. Although such limitations can, in principle, be alleviated by employing higher-order
weak approximations, our position is that the essential function of SDEs is to provide a simplified
yet faithful description of the discrete dynamics that offers practical insight. We do not anticipate
that raising the approximation order beyond what is required to capture curvature-dependent effects
would deliver substantial additional benefits.

We stress that our SDE formulations have been thoroughly validated empirically: the derived SDEs
closely track their corresponding optimizers across a wide range of architectures, including MLPs,
CNNs, ResNets, and ViTs (Paquette et al., 2021; Malladi et al., |2022; |Compagnoni et al.l 2024;
2025cia; [ Xiao et al.| 2025 Marshall et al.| [2025)).
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