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Abstract

Debatepedia is a publicly available dataset con-
sisting of arguments and counter-arguments on
controversial topics that has been widely used
for the single-document query-focused abstrac-
tive summarization task in recent years. How-
ever, it has been recently found that this dataset
is limited by noise and even most queries in
this dataset do not have any relevance to the
respective document. In this paper, we present
a methodology for cleaning the Debatepedia
dataset by leveraging the generative power
of large language models to make it suitable
for query-focused abstractive summarization.
More specifically, we harness the language gen-
eration capabilities of ChatGPT to regenerate
its queries. We evaluate the effectiveness of
the proposed ChatGPT annotated version of
the Debatepedia dataset using several bench-
mark summarization models and demonstrate
that the newly annotated version of Debatepe-
dia outperforms the original dataset in terms of
both query relevance as well as summary gener-
ation quality. We will make this annotated and
cleaned version of the dataset publicly avail-
able.

1 Introduction

Abstractive summarization is a natural language
processing technique that involves generating a
concise and coherent summary of a longer piece of
text while preserving its most important informa-
tion (Yao et al., 2017). Query-focused abstractive
summarization is a specific type of abstractive sum-
marization that generates a summary of the given
text that is tailored to a specific query or topic of
interest (Baumel et al., 2018; Goodwin et al., 2020;
Su et al., 2020; Xu and Lapata, 2021; Laskar et al.,
2020a,b, 2022d). In other words, the summary is
focused on answering a specific question or ad-
dressing a particular topic, rather than providing
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a general overview of the text. One widely used
dataset for this task is the Debatepedia1 dataset that
consists of arguments and counter-arguments on
conversational topics (Nema et al., 2017).

The query-focused summarization of argumen-
tative text is a challenging task that has gained
increasing attention in recent years due to its poten-
tial applications in various domains, such as policy-
making, journalism, and legal reasoning (Nema
et al., 2017; Laskar et al., 2020a). However, it
has been recently found that the quality of the De-
batepedia dataset that is widely used for the query-
focused abstractive summarization task is limited
by noise, with many of the queries in this dataset
does not have any relevance with the source docu-
ment (Laskar et al., 2022d). Since Debatepedia is a
rich source of argumentative text on controversial
topics that can serve as a valuable resource for de-
veloping and evaluating summarization models, in
this paper, we present a novel methodology to an-
notate the Debatepedia dataset to make it a useful
resource for query-focused abstractive summariza-
tion. Our data annotation approach leverages the
language modeling (Radford et al., 2019) capabil-
ities of ChatGPT2, a large pre-trained language
model (Devlin et al., 2018; Brown et al., 2020;
Ouyang et al., 2022) that has shown an impressive
capability of generating fluent and coherent text
(Qin et al., 2023; Bang et al., 2023; Yang et al.,
2023; Kuzman et al., 2023; Gao et al., 2023; Wang
et al., 2023; Zhou et al., 2023; Kocoń et al., 2023;
Kocmi and Federmann, 2023). Using ChatGPT as
the annotator, we regenerate the queries in the De-
batepedia dataset to remove the noise in this dataset.
We validate the effectiveness of our methodology
by conducting extensive experiments on our newly
constructed dataset that leverages ChatGPT as the
annotator. Our major contributions in this paper

1https://github.com/PrekshaNema25/
DiverstiyBasedAttentionMechanism

2https://openai.com/blog/chatgpt/

https://github.com/PrekshaNema25/DiverstiyBasedAttentionMechanism
https://github.com/PrekshaNema25/DiverstiyBasedAttentionMechanism
https://openai.com/blog/chatgpt/


are summarized below:

• We proposed a novel methodology for clean-
ing and annotation of the Debatepedia dataset
using a large language model, i.e., ChatGPT
to improve its suitability for query-focused
abstractive summarization. This paper also
opens up a promising avenue to utilize Chat-
GPT as the annotator for other tasks beyond
text summarization that can significantly re-
duce the overall cost of data annotation.

• We conducted extensive experiments using
benchmark summarization models on our
ChatGPT-annotated cleaned version of De-
batepedia for Query-Focused Abstractive
Summarization and observe that it outper-
forms the original dataset in terms of both
query relevance and summary generation qual-
ity.

• Our annotated dataset will be made publicly
available such that it can serve as a valuable
resource for further research on query-focused
abstractive summarization.

2 Related Work

Query-focused abstractive summarization using
neural models has gained increasing attention in
recent years (Baumel et al., 2018; Laskar et al.,
2022d). The recent success of transformer-based
encoder-decoder models (Liu and Lapata, 2019;
Lewis et al., 2019; Raffel et al., 2019; Zhang et al.,
2019) on generic3 abstractive summarization has
also inspired researchers to utilize such models
for query-based abstractive summarization (Good-
win et al., 2020; Vig et al., 2021; Laskar et al.,
2020a,b, 2022d), leading to state-of-the-art per-
formance in benchmark query-based summariza-
tion and answer generation datasets, such as DUC4

(Feigenblat et al., 2017; Roitman et al., 2020; Xu
and Lapata, 2021, 2020), AQuaMuSe (Kulkarni
et al., 2020), QMSum (Zhong et al., 2021), Wik-
iHowQA (Deng et al., 2019), PubMedQA (Jin
et al., 2019), MediQA (Savery et al., 2020), MS-
MARCO (Wang et al., 2018), Debatepedia (Nema
et al., 2017), etc. Though some studies (Abdul-
lah and Chali, 2020) also attempted to generate
the queries in generic summarization datasets (e.g.,

3In Generic Abstractive Summarization, the summaries
are generated based on only the given source document.

4https://duc.nist.gov/data.html

CNNDM (Nallapati et al., 2016)) using the source
document and the reference summary to enable
such datasets for query-focused summarization, we
find that these queries are generated by directly
extracting words or tokens from the reference sum-
maries. As a result, the summarization models
have unexpected access to the keywords in the gold
reference summaries.

Among the datasets mentioned above, DUC and
AQuaMuSe require generating summaries from
multiple documents, usually from the news do-
main. The QMSum dataset is proposed for query-
based meeting summarization, while WikiHowQA
is constructed from the WikiHow knowledgebase
and used for answer summary generation for ques-
tions that start with “How to”. Meanwhile, Pub-
MedQA and MediQA datasets are constructed from
the biomedical domain. One notable exception
among these datasets is the Debatepedia dataset
since it requires generating abstractive summaries
from a short document containing argumentative
text. None of the other datasets mentioned above
addressed the issue of generating query-based sum-
maries from documents containing arguments and
counter-arguments. This makes Debatepedia a
great resource for researchers to develop methods
to summarize a short document containing argu-
mentative text for the given query.

However, it has been found recently that many
samples in the Debatepedia dataset are not actually
query oriented (Laskar et al., 2022d). Moreover, it
was also observed that fine-tuning pre-trained neu-
ral models in this dataset without considering the
query incorporation could achieve almost similar
performance as the query-focused summarization
models (Laskar et al., 2022d). Thus, there remains
a scarcity of datasets specifically tailored for cre-
ating condensed summaries of argumentative texts
that are relevant to a single query.

To address the above issue, in this work, we seek
to clean the Debatepedia dataset to make it usable
for query-focused single document abstractive sum-
marization of argumentative text. For that purpose,
we propose a novel methodology that leverages
the text generation capability of prompt-based lan-
guage models (Liu et al., 2023; Ouyang et al., 2022;
Brown et al., 2020). To this end, we utilize Chat-
GPT, a powerful generative Large Language Model
(LLM) developed by OpenAI5 which has received
a lot of attention recently due to its impressive

5https://openai.com/
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Example 1: Query having no relevance with the document and the summary.

Query: Does an MBA enhance leadership skills?

Document: Business schools might improve your quantitative presentation and communication skills. It might but get
you thinking about ethical and strategy. But two years of case studies aren’t go to turn you into a leader if you weren’t
died one. There’s no learning charisma persuasiveness elegance or gut instinct.

Reference Summary: PhD will not improve cm factors of leaders.

Example 2: One word summary having no relevance with the query or document.

Query: Education : do child benefit from watching tv?

Document: by watching news child can learn about geography politics advances in science – everything simply and
later explained . furthermore child learn about real-life situation that happens on everyday basis which will benefit them
in the future.

Reference Summary: News.

Example 3: The length of the summary is longer than the document with the query being irrelevant.

Query: activists : where do the keys activists and organizations stand ?

Document: see an analyses of the article ...

Reference Summary: philip martin of berkeley davis and michael teitelbaum the mirage of mexican guest workers
nov/dec # foreign affairs .

Example 4: More of a close-ended question.

Query: friendships : does twitter harms relationships ?

Document: twitter helps those stay in touches no matter how far they may be from each other .

Reference Summary: long-distance friendships .

Table 1: Some examples demonstrating the limitations in the Debatepedia dataset.

language generation capability – ensuring high flu-
ency, coherence, and grammatical correctness on
its generated texts (Qin et al., 2023). ChatGPT like
such Generative LLMs (Scao et al., 2022; Tay et al.,
2022; Thoppilan et al., 2022; Fedus et al., 2021;
Hoffmann et al., 2022; Zeng et al., 2022; Chowdh-
ery et al., 2022; Sanh et al., 2021a) that leverage the
prompt-based learning mechanism have obtained
impressive performance in few-shot and zero-shot
learning scenarios, inspiring researchers to also
explore some new applications of these models,
such as data annotation (Wang et al., 2021; Ding
et al., 2022). In this paper, we also harness the text
generation power of ChatGPT to fix the queries
in the Debatepedia dataset to construct a cleaned
version of the dataset that could be used for query-
focused abstractive summarization of argumenta-
tive text. With extensive experiments, we validate
that our proposed cleaned version of the Debatepe-
dia dataset overcomes the limitations of the existing
noisy version of this dataset.

3 Debatepedia Dataset Limitations

Debatepedia is a publicly available dataset of ar-
guments and counter-arguments on debate topics,
proposed by Nema et al. (Nema et al., 2017). It

contains 13,573 query-document-summary pairs.
The average number of words per document, sum-
mary, and query in the Debatepedia dataset is 66.4,
11.16, and 9.97, respectively. The dataset covers a
wide range of topics, such as politics, sports, and
technology, and has been extensively used in recent
years to build query-based summarization models
for argumentative text.

However, the quality of Debatepedia as a dataset
for query-based summarization has lots of lim-
itations (see Table 1 for some examples), as it
has been found recently that many queries in this
dataset are not relevant to the document (Laskar
et al., 2022d). Based on a randomly sampled 100 in-
stances, it has been found in a recent study (Laskar
et al., 2022d) that:

• 52% of the queries in this dataset have no
relevance to the documents or the summaries,
as demonstrated in Table 1.

• 70% of the queries are close-ended (i.e.,
Yes/No type) questions (see Example 4 in Ta-
ble 1).

• Though, many queries in this dataset are rel-
evant to the documents but the summaries



are more of generic due to shorter document
length. Note that the average size of the doc-
ument in this dataset is only 66.4 words on
average.

In addition, many instances in this dataset only
contain one word summary (see Example 2 in Table
1) for a given query that appears both in the train-
ing and evaluation sets, which may also help the
model to memorize such words for similar queries
during the training phase. These issues may lead to
an unexpected increase in the ROUGE score when
the model starts learning to reproduce those words
in the summary during the evaluation phase. Fur-
thermore, we also find some instances where the
length of the summary is longer than the document
length, which usually happens in short documents
(see Example 3 in Table 1).

To address these limitations, we propose a
methodology for cleaning the Debatepedia dataset
via leveraging ChatGPT as the data annotator to re-
generate the queries. In the following, we describe
our methodology.

4 Our Annotation Methodology

The recently released ChatGPT model has demon-
strated impressive performance to solve a wide-
range of problems, from generating fluent and co-
herent summaries from documents to solving math-
ematical problems, along with solving challenging
information retrieval tasks, such as open-domain
question answering, neural machine translation,
writing programming solutions, and etc (Qin et al.,
2023; Guo et al., 2023). In this work, we leverage
ChatGPT as the annotator to fix the issues in the
Debatepedia dataset to use it for query-focused ab-
stractive summarization. We denote our ChatGPT
annotated cleaned dataset for Query Focused Ab-
stractive Summarization based on Debatepedia as
the CQSumDP dataset.

As demonstrated in the previous section
the Debatepedia dataset has several limitations,
containing noisy and irrelevant contents (e.g.,
queries/documents/summaries). To address these
issues, we first clean the Debatepedia dataset to
sample relevant instances from the dataset. Our
objective for data sampling here is that the selected
samples in the dataset could then be more rele-
vant for query-focused summarization. Afterward,
the sampled instances are used for data annotation
using ChatGPT. Below we first describe our data
sampling technique, followed by our approach of

using ChatGPT as the annotator to construct the
CQSumDP dataset.

4.1 Cleaned Data Sampling

Our data sampling strategy to use a cleaned ver-
sion of the dataset for query focused abstractive
summarization is as follows:

• We set a minimum threshold of 75 words for
the length of each selected document. This
is because for the smaller-sized documents,
the reference summaries are mainly the over-
all generic summary of the document where
the additional query does not help. By ex-
cluding these smaller-sized documents by us-
ing a threshold, we can ensure that the refer-
ence summaries are more query-focused. Fur-
thermore, setting the threshold at 75 words
also helps us to address the noisy scenario in
the Debatepedia dataset when the reference
summary length is longer than the document
length.

• As we demonstrated in Section 3 that many
summaries in the Debatepedia dataset are very
short (there are many summaries of only 1
word length too), we exclude instances where
the length of the summary is shorter than 5
words. This helps us to clean the dataset in
a way such that instead of having a dataset
with very short answers, we rather propose
a dataset consisting of concise but coherent
and fluent summaries. This helps us to keep
the dataset more relevant to summarization
instead of close-ended question answering.

4.2 Using ChatGPT for Data Annotation

As ChatGPT like LLMs has the impressive capabil-
ity to solve tasks based on the given prompt (Qin
et al., 2023; Guo et al., 2023), we manually con-
struct a prompting template that asks ChatGPT to
generate the query for a given document-summary
pair. Prompt learning is a technique where a ma-
chine learning model is trained to complete a task
based on the prompted input (Liu et al., 2023; Sanh
et al., 2021b). This approach involves presenting
the model with a prompt (i.e., a partial input), and
the model is then tasked with generating the com-
plete output. Prompt learning has become increas-
ingly popular due to its ability to generate highly ac-
curate results with very little data. It is also highly
flexible, as it allows the user to modify the prompt



Figure 1: Our Input Prompt to ChatGPT for Query Generation

Split Total Number of Samples Avg. Query Length Avg. Document Length Avg. Summary Length

Training 5212 11.64 106.82 9.77

Validation 301 11.54 107.22 9.62

Test 401 11.90 104.75 9.77

Table 2: Data distribution on each split (train/valid/test) in our cleaned annotated version of Debatepedia: The
CQSumDP Dataset.

to achieve the desired result. We show an exam-
ple prompt in Figure 1 where ChatGPT is asked
to generate a query that is relevant to the given
document-summary pair.

The ChatGPT version that we used for data an-
notation was based on the version that was last
released6 on January 30th. We choose ChatGPT
over other text generation models due to its impres-
sive capability of generating high quality responses
(Qin et al., 2023; Guo et al., 2023) while being
free to use (in contrast to their powerful models
in OpenAI that requires the use of paid API sub-
scription). One of the key reasons for ChatGPT to
generate human like responses is because it was
trained using the reinforcement learning from hu-
man feedback technique (Qin et al., 2023; Guo
et al., 2023; Ouyang et al., 2022). In this technique,
the model generates a response to a user’s input,
and then humans provide feedback on the quality
and appropriateness of the response. This helps
the model to generate human like responses while
ensuring high accuracy, appropriateness, and flu-
ency. For these reasons, we use ChatGPT for data
annotation.

Though prior research has demonstrated that
many queries in the Debatepedia dataset have no
relevance with the document (Laskar et al., 2022d),

6https://help.openai.com/en/articles/
6825453-chatgpt-release-notes

there does not have any major issues found on the
summaries in the Debatepedia dataset. Thus, we
use both the document and the summary as input
to ChatGPT since we already cleaned the Debate-
pedia dataset by removing noisy instances where
the summary length is very small or exceeds the
document length. While we could ask ChatGPT to
generate a query followed by a query-based sum-
mary by only giving the document with the input
prompt, we did not do so as it has been observed
that ChatGPT tends to generate longer summaries
(Qin et al., 2023) and so we use both the docu-
ment and the summary as input to only regenerate
the queries in the Debatepedia dataset. This also
allows us to use the original gold reference sum-
maries in our proposed CQSumDP dataset without
any modification.

A total of 5914 samples were annotated using
ChatGPT. After the data annotation is completed,
we create the training, validation, and test set based
on the split provided by Nema et al. (Nema et al.,
2017) for the original version of the Debatepedia
dataset7. As we construct a cleaned version of the
dataset by excluding noisy instances, the number
of samples in each split in our cleaned version of
the dataset is smaller than the original one. The

7https://github.com/PrekshaNema25/
DiverstiyBasedAttentionMechanism/tree/master/
data
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Model Dataset ROUGE 1 ROUGE 2 ROUGE L

BART-Base CQSumDP 42.26 22.45 38.84
Pegasus-Base CQSumDP 36.01 16.30 32.59

T5-Base CQSumDP 39.95 21.24 36.79

BART-Base Original Debatepedia 39.97 21.50 36.87
Pegasus-Base Original Debatepedia 29.70 11.91 26.77

T5-Base Original Debatepedia 37.68 18.92 34.49

Table 3: Performance of different models trained and evaluated on the respective versions of the Debatepedia
dataset.

Model Training Dataset Evaluation Dataset ROUGE 1 ROUGE 2 ROUGE L

BART-Base CQSumDP MS-MARCO 44.01 26.95 38.34
Pegasus-Base CQSumDP MS-MARCO 50.34 33.07 45.80

T5-Base CQSumDP MS-MARCO 48.90 28.66 43.84

BART-Base Original Debatepedia MS-MARCO 43.09 23.72 37.90
Pegasus-Base Original Debatepedia MS-MARCO 46.94 29.24 42.42

T5-Base Original Debatepedia MS-MARCO 47.85 27.89 42.81

BART-Base MS-MARCO CQSumDP 28.42 10.30 23.56
BART-Base MS-MARCO Original Debatepedia 23.56 7.38 20.88

Table 4: Domain generalization performance of different models trained on respective versions (CQSumDP and
Original) of the Debatepedia dataset and evaluated on the MS-MARCO dataset, as well as trained on MS-MARCO
and evaluated on the CQSumDP and Original versions of the Debatepedia dataset.

overall statistics of our cleaned, annotated version
of the Debatepedia dataset: the CQSumDP dataset
is shown in Table 2.

5 Experimental Settings

In this section, we present our experimental set-
tings. Below, we first describe the models we use
to evaluate our ChatGPT annotated cleaned ver-
sion of the Debatepedia dataset, the CQSumDP
dataset, followed by our model implementation de-
tails. To keep the experimental comparisons fair,
we only use the cleaned samples of both versions of
the dataset (e.g., 5914 cleaned samples, with 5212,
301, 401 instances in the training, validation, and
test sets respectively, as demonstrated in Section
4). From now on, we refer to the version of the
Debatepedia dataset that has the original queries
but only contains our sampled 5914 instances as
Original Debatepedia.

5.1 Models

To evaluate the effectiveness of our ChatGPT anno-
tated CQSumDP dataset, we fine-tune some state-
of-the-art pre-trained sequence to sequence mod-
els (Lewis et al., 2019; Raffel et al., 2019; Zhang
et al., 2019; Goodwin et al., 2020). For this pur-
pose, we concatenate the query with the document
and give as input to these models to generate the

query-focused abstractive summaries as this ap-
proach has shown impressive performance in the
query-focused abstractive summarization task re-
cently (Laskar et al., 2022d). We describe these
models below:

BART (Bidirectional and Auto-Regressive
Transformer): BART (Lewis et al., 2019) is
a pre-trained sequence-to-sequence model based
on the encoder-decoder architecture that was pre-
trained on a large amount of diverse text data using
the denoising auto-encoding technique to recover
the original form of a corrupted document. The
pre-training involved various objectives such as ro-
tating the document, permuting sentences, infilling
text, masking tokens, and deleting tokens. We use
the pre-trained BART model since fine-tuning this
model was found to be very effective on a wide
range of language generation tasks, including ab-
stractive summarization.

T5 (Text-to-Text Transfer Transformer): The
T5 model (Raffel et al., 2019) is a transformer-
based model that uses the BERT architecture. Un-
like traditional BERT-based models that classify
input text into a specific category, the T5 model
treats all tasks such as text classification, question
answering, neural machine translation, and text
summarization as a sequence-to-sequence problem



using various pre-training objectives. After pre-
training, the model is fine-tuned to generate the
output for a given input sequence in the required
task, leading to impressive performance gain on
many downstream summarization datasets.

Pegasus (Pre-training with Extracted Gap-
sentences for Abstractive Summarization): Pe-
gasus (Zhang et al., 2019) is a transformer-based
pre-trained encoder-decoder model for abstractive
summarization. Its pre-training objective involves
generating summary like text from an input docu-
ment. To achieve this, the PEGASUS model first
selects and masks some sentences from the input
document(s). It then concatenates these selected
sentences to create a pseudo-summary. The model
uses different approaches to select these sentences,
such as randomly selecting a certain number of
sentences, selecting the first few sentences, or com-
puting the ROUGE-1 score between each sentence
and the rest of the document to choose the top-
scoring sentences. This pseudo-summary is then
used for self-supervised learning. By pre-training
on large datasets using this approach, the model
achieves impressive fine-tuning performance on
downstream summarization datasets.

5.2 Implementation

We use the HuggingFace8 (Wolf et al., 2019)library
to implement the baseline models for performance
evaluation. Similar to the prior work, we concate-
nated the query with the document to give as input
to the pre-trained baselines (i.e., BART, Pegasus,
T5). The pre-trained model is then fine-tuned us-
ing 4 NVIDIA V100 GPUs. The training batch
size for BART was set to 16, while it was set to
4 for Pegasus and T5. The other hyperparameters
were similar for all models, with the learning rate
being set to 2e − 3 and the maximum input (i.e.,
the concatenated query and document) sequence
length being 150 tokens. The minimum and the
maximum target (i.e., the generated summary) se-
quence lengths were 5 and 25, respectively. A total
of 10 epochs were run to fine-tune the pre-trained
summarization models. We computed the ROUGE
(Lin, 2004) scores in terms of ROUGE-1, ROUGE-
2, and ROUGE-L using the Evaluate9 library to
compare the performance of different models on
the respective test set.

8https://huggingface.co/
9https://huggingface.co/spaces/

evaluate-metric/rouge

6 Results & Discussions

We conduct a series of experiments to evaluate the
performance of strong baseline models in our pro-
posed cleaned annotated version of Debatepedia:
the CQSumDP dataset. In this section, we present
our experimental findings.

6.1 Effectiveness of ChatGPT Generated
Queries

To investigate the effectiveness of our CQSumDP
dataset that leverages ChatGPT to generate the
queries, we compare the performance of BART,
Pegasus, and T5 models on both the CQSumDP
and the Original Debatepedia datasets (results are
given in Table 3). We use the Base versions of these
models from HuggingFace (Wolf et al., 2019), and
trained and evaluated on the respective datasets.

From Table 3, we find that all three models per-
form better in the CQSumDP dataset in comparison
to their performance on the Debatepedia dataset.
This gives a strong indication that the queries gen-
erated by ChatGPT are more helpful to improve
the model performance. While comparing the per-
formance between different models, we found that
BART outperforms the other two models on both
datasets in all three ROUGE metrics. More specifi-
cally, in the CQSumDP dataset, BART achieves the
highest ROUGE-1 (42.26), ROUGE-2 (22.45), and
ROUGE-L (38.84) scores. Though in the Original
Debatepedia dataset, BART also outperforms other
models by achieving ROUGE-1, 2, and L scores
of 39.97, 21.50, and 36.87, respectively; its perfor-
mance on the Original Debatepedia is much lower
than its performance on the CQSumDP dataset.

Our experimental results show the effectiveness
of our proposed CQSumDP dataset that helps all
these models to obtain better ROUGE scores than
their counterparts on the Original Debatepedia
dataset. The poor performance of these models
on the Original Debatepedia dataset compared to
the CQSumDP dataset further demonstrates the lim-
itations in terms of query relevance in the Original
Debatepedia.

6.2 Generalization Capability

In the previous section, we find that all the base-
line models fine-tuned on our CQSumDP dataset
perform better than their counterparts that are fine-
tuned on the Original Debatepedia dataset. In this
section, to further study the relevance of the Chat-
GPT generated queries in our proposed CQSumDP

https://huggingface.co/
https://huggingface.co/spaces/evaluate-metric/rouge
https://huggingface.co/spaces/evaluate-metric/rouge


Model ROUGE-1 ROUGE-2 ROUGE-L

BART-Large 51.66 33.96 49.03

BART-Base 42.26 22.45 38.84

Table 5: Performance comparisons based on model size between BART-Large and BART-Base on CQSumDP.

Model ROUGE-1 ROUGE-2 ROUGE-L

BART-Large 51.66 33.96 49.03

without query incorporation 46.45 29.92 44.11

Table 6: Ablation test results after removing the query relevance in the CQSumDP dataset.

dataset, we evaluate the performance based on do-
main generalization. In this regard, we use the sim-
ilar setting of Laskar et al., (Laskar et al., 2022d)
where they used the QA-NLG version of the MS-
MARCO dataset (Wang et al., 2018) to fine-tune
their query-focused summarization model for ab-
stractive answer generation and then evaluate on
Debatepedia. We also use the MS-MARCO dataset
for our analysis based on the following two scenar-
ios:

• Training: MS-MARCO, Evaluation: De-
batepedia: In this scenario, we trained the
baseline models on the training set of MS-
MARCO (153725 samples) and evaluated on
the respective versions of the Debatepedia
dataset (CQSumDP and Original Debatepe-
dia).

• Training: Debatepedia, Evaluation: MS-
MARCO: In this scenario, we do the oppo-
site, as we trained the baseline models on the
respective versions of Debatepedia and evalu-
ated on the development set of MS-MARCO
(12467 samples).

We show our results in Table 4 and observe that
the domain generalization performance in both sce-
narios: (i) while using Debatepedia for training to
evaluate on MS-MARCO, as well as (ii) while us-
ing MS-MARCO as the training data for evaluation
on Debatepedia, the performance is better when the
CQSumDP version of the Debatepedia dataset is
used in comparison to the scenario when the Orig-
inal Debatepedia is used. These findings further
establish the effectiveness of using ChatGPT gener-
ated queries for the query-focused summarization
task in the Debatepedia dataset.

6.3 Performance Based on Model Scaling
So far, in our prior experiments, we utilize the Base
version of each model and investigate the effective-
ness of our proposed CQSumDP dataset. Though
smaller models are preferred over larger models in
real-world industrial scenarios where computing
resources are limited (Laskar et al., 2022b,a), in
this section, to set a benchmark performance in our
proposed CQSumDP dataset, we investigate how
much performance gain we can achieve via scaling
to a larger model. For this purpose, we select the
best performing BART model (Lewis et al., 2019)
and compare its performance between its Base and
Large versions in our dataset. From our experimen-
tal results given in Table 5, we observe that the
ROUGE score is improved by a large margin (on
average an improvement of 10.37 out of all three
ROUGE metrics) when the BART-Large model is
used. This indicates that the utilization of the Chat-
GPT generated queries in the CQSumDP dataset
also helps the larger summarization models to un-
derstand the query representation better, leading to
an improved ROUGE score.

6.4 Ablation Tests
It was recently found that even without incorpo-
rating query relevance, the summarization mod-
els could achieve performance on the Debatepedia
dataset almost similar to what could have been
achieved via incorporating query relevance (Laskar
et al., 2022d). While analyzing the Debatepedia
dataset, we observe that this happens mostly on
instances where the document size is quite small.
As we already cleaned the Debatepedia dataset by
removing such instances (e.g., short documents or
summaries), in this section, we conduct ablation
studies to investigate the importance of query rele-
vance in the cleaned version of the dataset. For this
purpose, we remove the query relevance while giv-



Model Evaluation Dataset ROUGE 1 ROUGE 2 ROUGE L

Pre-trained BART-Large CQSumDP 26.86 9.46 21.70

Pre-trained BART-Large Original Debatepedia 21.60 6.04 18.52

Table 7: Zero-Shot Learning Performance of different models on the respective evaluation sets of Debatepedia.

# Original Query ChatGPT Query Source Document Gold Summary

1. military : What actions did the
government take to im-
prove the situation for
U.S. troops and veter-
ans?

provided better body armor to our troops . provided the department
of veterans affairs ( va ) with more than $ # . # billion to improve
services to america s veterans . ended media blackout on war casualties
and the return of fallen soldiers to dover afb . announced creation of a
joint virtual lifetime electronic record for members of the u.s. armed
forces to improve quality of medical care . ended the previous stop-loss
policy that kept soldiers in iraq/afghanistan longer than their enlistment
date . signed the veterans health care budget reform and transparency
act authorizing advance appropriations for the department of veterans
affairs by providing two-fiscal year budget authority thus enabling better
medical care for veterans . endorsed by the american legion american
veterans blinded veter ... ans association

improved services benefits
and respect for troops .

2. we economy : has wto
benefited the economy
of the united states ?

Has NAFTA caused job
losses in the U.S?

“ nafta and job losses ” . cyril morong ( PhD ) the wall street journal
may # # - “ did nafta cause the u.s. to lose so many jobs [ citing figures
provided in the range of # million and # # ] especially high-paying
manufacture jobs ? probably not . i say probably since causality in any
social science ( economics included ) is difficult to prove since so many
factors change so quickly in the real world . but if many high-paying
manufacture jobs were lost it took many years until after nafta went into
effect before they were ... but what about manufacture jobs ? we had
just about # million in # . it actually rose to # . # million in # and was at
# . # in #.

nafta has decreased the num-
ber of american job

3. entrepreneurs: does an
mba help entrepreneurs
?

Is an MBA necessary
for product managers?

christopher cummings . “ is an mba necessary for product managers
? ” product management meet pop culture . february # # : “ hindsight
. looking back the brass tacks of my mba experience were about the
basics of management economics and business strategy . could that have
been picked up on the job ? maybe . [ ... ] however the more important
throughline of the experience relates to critical thinking perspective and
learning when to lead and when to follow . [ ... ] on the job especially as
a young pm it can be easy to lose perspective to miss the forest for the
trees . at the time i was definitely into the plate-spinning the go-go-go
the tactics and day-to-day . no time to think ; just keep moving . [ ... ]
the mba experience

mba teach strategy plan not
just tactics

Table 8: Comparisons between the original queries and the ChatGPT generated queries in some samples of the
Debatepedia dataset. Note that the personally identifiable information in this dataset is anonymized with the # token.

ing the input to the best performing BART-Large
model and investigate the effect of removing the
query in our proposed dataset. We show our re-
sults in Table 6. We find from the table that the
performance is dropped by a huge margin when the
query is removed from the input text, demonstrat-
ing the importance of the query in our proposed
CQSumDP dataset.

6.5 Zero-Shot Learning Performance

In recent times, the zero-shot evaluation of large
pre-trained language models on text generation
tasks, such as abstractive summarization has been
on the rise (Brown et al., 2020; Qin et al., 2023;
Guo et al., 2023). To establish a benchmark in our
proposed dataset, we also conduct a zero-shot eval-
uation of the best performing BART-Large model
in both the CQSumDP and the Original Debatepe-
dia datasets. To do so, we combine the query with
the document and give as input to the pre-trained

BART-Large model. We observe from Table 7 that
in terms of zero-shot evaluation, the pre-trained
BART-Large model evaluated on our dataset per-
forms better than its performance on the Original
Debatepedia, further establishing that the utiliza-
tion of ChatGPT generated queries in CQSumDP
is more helpful than the original queries in the De-
batepedia dataset.

6.6 Qualitative Analysis of the Annotated
Data

In this section, we do some qualitative analyses
between the queries in the Original Debatepedia
dataset as well as the queries generated using Chat-
GPT in our proposed CQSumDP version of the
Debatepedia dataset. For our analysis, we collect a
set of 3 samples from this dataset and present them
in Table 8. While comparing between the queries
in the first example in the table, we find that the
original query is just one word length and very



ambiguous, while the ChatGPT generated query is
more descriptive and more relevant to both the doc-
ument and the summary. For the second example,
we find that even though the original query is de-
scriptive, it does not have any relevance to the gen-
erated summary. Whereas the ChatGPT generated
query is very relevant to both the document and the
summary. For the third example, we find that the
original query is related to “entrepreneurs”. How-
ever, the document is about “product managers”,
not “entrepreneurs”. Meanwhile, the ChatGPT gen-
erated query is also very relevant to the document.
This analysis further demonstrates the relevance of
our ChatGPT generated query in comparison to the
original query in Debatepedia.

6.7 Cost Efficiency Analysis

Recently, it was shown that using the GPT-3
(Brown et al., 2020) model could significantly
reduce the labeling cost without sacrificing the
model’s performance much, making it possible to
train models on larger datasets without the need
for extensive manual labeling (Wang et al., 2021;
Ding et al., 2022). However, to use GPT-3, it re-
quires the use of its API10, which is not free. On
the contrary, ChatGPT is free to use. Meanwhile,
we observe that generating the query in the Debate-
pedia dataset was also quite fast, as we observe that
we could generate the queries for about 4 samples
on average per minute while using ChatGPT for
data annotation. This is also quite fast than giving
the data for human annotation, as the human not
only needs to read the document and the summary,
but also needs some time to think about what could
be the most effective query for the given document-
summary pairs. Thus, in terms of both cost and
time, it is more efficient to use ChatGPT for data
annotation.

7 Conclusions and Future Work

In this paper, we presented a methodology for
cleaning the Debatepedia dataset to make it suit-
able for query-focused abstractive summarization.
We removed the noise from the dataset to construct
a cleaned version of the dataset while using Chat-
GPT’s language generation capabilities to address
the limitations of the queries in this dataset. Our ap-
proach results in a cleaner version of Debatepedia
that is found to be very effective for training and
evaluating query-focused summarization models

10https://platform.openai.com/docs/models

via outperforming the original dataset in terms of
query relevance and summary generation quality.
This indicates that our cleaning approach is effec-
tive in improving the dataset’s quality for research
in summarization.

In the future, we will explore if the chain of
thought prompts (Wei et al., 2022) with ChatGPT
leads to better query generation. We will also
explore the performance of fine-tuning other pre-
trained models on our proposed dataset (Sanh et al.,
2021c; Muennighoff et al., 2022; Chowdhery et al.,
2022). In addition, we will investigate the poten-
tial of using ChatGPT as the annotator for other
tasks in Information Retrieval (Lin et al., 2021;
Laskar et al., 2020c, 2022c,a; Huang and Hu, 2009;
Huang et al., 2005; Liu et al., 2007) to assess its
generalizability. Finally, we will release our an-
notated version of the Debatepedia: the proposed
CQSumDP dataset to encourage further research in
the query-focused abstractive summarization task.
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8 Limitations

ChatGPT itself is continuously upgraded by Ope-
nAI. Meanwhile, the ChatGPT-generated responses
are quite random. Thus, it may not be possible to re-
produce the same queries using ChatGPT. Nonethe-
less, this also mimics the real-world scenario as
different human annotators may write different
queries (e.g., in many text summarization datasets,
there can have multiple gold reference summaries
written by different human annotators). ChatGPT-
generated responses are also random, as it may
generate different responses for the same input at
different times. However, similar to the work of
Guo et al. (2023), we also notice that this differ-
ence is very small and so we also generate only
one query for each example. Though a new version
of ChatGPT called GPT-4 (?) has been published
which may generate more powerful queries, in this
work, we did not utilize GPT-4 as it is only ac-
cessible for the ChatGPT plus subscribers. Also,
it is more expensive than the original ChatGPT
while being significantly slower. Nonetheless, fu-
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ture work may compare with other more powerful
LLMs (including GPT-4) for data annotation.

9 Ethics Statement

This paper does not leverage any 3rd-party to gen-
erate the ChatGPT responses and so no additional
compensation was needed. Since this paper only
utilizes ChatGPT to generate the queries for the
given document-summary pairs, it does not lead
to any unwanted biases or ethical concerns. How-
ever, all the responses generated by ChatGPT are
still manually checked by the authors to ensure
that the ChatGPT-generated queries in the cleaned
version of the dataset do not pose any ethical con-
cerns or unwanted biases as well as do not contain
any nonsensical queries due to hallucination. Only
a publicly available academic dataset is used that
did not require any licensing. Thus, no personally
identifiable information has been used while utiliz-
ing ChatGPT to fix the queries in the Debatepedia
dataset.
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Chatgpt: Beginning of an end of manual annotation?
use case of automatic genre identification. arXiv
preprint arXiv:2303.03953.

Md Tahmid Rahman Laskar, Cheng Chen, Jonathan
Johnston, Xue-Yong Fu, Shashi Bhushan TN, and Si-
mon Corston-Oliver. 2022a. An auto encoder-based
dimensionality reduction technique for efficient en-
tity linking in business phone conversations. In Pro-
ceedings of the 45th International ACM SIGIR Con-
ference on Research and Development in Information
Retrieval, pages 3363–3367.

Md Tahmid Rahman Laskar, Cheng Chen, Aliak-
sandr Martsinovich, Jonathan Johnston, Xue-Yong
Fu, Shashi Bhushan Tn, and Simon Corston-Oliver.
2022b. Blink with elasticsearch for efficient entity
linking in business conversations. In Proceedings of
the 2022 Conference of the North American Chapter
of the Association for Computational Linguistics: Hu-
man Language Technologies: Industry Track, pages
344–352.

Md Tahmid Rahman Laskar, Cheng Chen, Aliak-
sandr Martsinovich, Jonathan Johnston, Xue-Yong
Fu, Shashi Bhushan Tn, and Simon Corston-Oliver.
2022c. BLINK with Elasticsearch for efficient entity
linking in business conversations. In Proceedings of
the 2022 Conference of the North American Chapter
of the Association for Computational Linguistics: Hu-
man Language Technologies: Industry Track, pages
344–352, Hybrid: Seattle, Washington + Online. As-
sociation for Computational Linguistics.

Md Tahmid Rahman Laskar, Enamul Hoque, and Jimmy
Huang. 2020a. Query focused abstractive summa-
rization via incorporating query relevance and trans-
fer learning with transformer models. In Canadian
Conference on Artificial Intelligence, pages 342–348.
Springer.

Md Tahmid Rahman Laskar, Enamul Hoque, and
Jimmy Xiangji Huang. 2022d. Domain adaptation

with pre-trained transformers for query-focused ab-
stractive text summarization. Computational Linguis-
tics, 48(2):279–320.

Md Tahmid Rahman Laskar, Enamul Hoque, and Xi-
angji Huang. 2020b. WSL-DS: Weakly supervised
learning with distant supervision for query focused
multi-document abstractive summarization. In Pro-
ceedings of the 28th International Conference on
Computational Linguistics, pages 5647–5654.

Md Tahmid Rahman Laskar, Xiangji Huang, and Ena-
mul Hoque. 2020c. Contextualized embeddings
based transformer encoder for sentence similarity
modeling in answer selection task. In Proceedings of
the 12th Language Resources and Evaluation Con-
ference, pages 5505–5514.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Ves Stoyanov, and Luke Zettlemoyer. 2019. BART:
Denoising sequence-to-sequence pre-training for nat-
ural language generation, translation, and compre-
hension. arXiv preprint arXiv:1910.13461.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text summariza-
tion branches out, pages 74–81.

Jimmy Lin, Rodrigo Nogueira, and Andrew Yates. 2021.
Pretrained transformers for text ranking: Bert and
beyond. Synthesis Lectures on Human Language
Technologies, 14(4):1–325.

Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang,
Hiroaki Hayashi, and Graham Neubig. 2023. Pre-
train, prompt, and predict: A systematic survey of
prompting methods in natural language processing.
ACM Computing Surveys, 55(9):1–35.

Yang Liu, Xiangji Huang, Aijun An, and Xiaohui Yu.
2007. ARSA: a sentiment-aware model for predict-
ing sales performance using blogs. In Proceedings
of the 30th International ACM SIGIR Conference on
Research and Development in Information Retrieval,
pages 607–614.

Yang Liu and Mirella Lapata. 2019. Text summariza-
tion with pretrained encoders. In Proceedings of the
2019 Conference on Empirical Methods in Natural
Language Processing and the 9th International Joint
Conference on Natural Language Processing, pages
3721–3731.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika,
Adam Roberts, Stella Biderman, Teven Le Scao,
M Saiful Bari, Sheng Shen, Zheng-Xin Yong, Hailey
Schoelkopf, et al. 2022. Crosslingual generaliza-
tion through multitask finetuning. arXiv preprint
arXiv:2211.01786.

Ramesh Nallapati, Bowen Zhou, Cicero dos Santos,
Caglar Gulcehre, and Bing Xiang. 2016. Abstractive
text summarization using sequence-to-sequence rnns
and beyond. In Proceedings of The 20th SIGNLL
Conference on Computational Natural Language
Learning, pages 280–290.

https://doi.org/10.18653/v1/2022.naacl-industry.38
https://doi.org/10.18653/v1/2022.naacl-industry.38
V=https://arxiv.org/abs/2211.01786
V=https://arxiv.org/abs/2211.01786


Preksha Nema, Mitesh M Khapra, Anirban Laha, and
Balaraman Ravindran. 2017. Diversity driven atten-
tion model for query-based abstractive summariza-
tion. In Proceedings of the 55th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 1063–1072.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car-
roll L Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, et al.
2022. Training language models to follow in-
structions with human feedback. arXiv preprint
arXiv:2203.02155.

Chengwei Qin, Aston Zhang, Zhuosheng Zhang, Jiaao
Chen, Michihiro Yasunaga, and Diyi Yang. 2023. Is
chatgpt a general-purpose natural language process-
ing task solver? arXiv preprint arXiv:2302.06476.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Language
models are unsupervised multitask learners. OpenAI
Blog, 1(8):9.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2019. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. arXiv preprint arXiv:1910.10683.

Haggai Roitman, Guy Feigenblat, Doron Cohen, Odel-
lia Boni, and David Konopnicki. 2020. Unsupervised
dual-cascade learning with pseudo-feedback distil-
lation for query-focused extractive summarization.
In Proceedings of The Web Conference 2020, pages
2577–2584.

Victor Sanh, Albert Webson, Colin Raffel, Stephen H
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine
Chaffin, Arnaud Stiegler, Teven Le Scao, Arun
Raja, et al. 2021a. Multitask prompted training en-
ables zero-shot task generalization. arXiv preprint
arXiv:2110.08207.

Victor Sanh, Albert Webson, Colin Raffel, Stephen H
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine
Chaffin, Arnaud Stiegler, Teven Le Scao, Arun
Raja, et al. 2021b. Multitask prompted training en-
ables zero-shot task generalization. arXiv preprint
arXiv:2110.08207.

Victor Sanh, Albert Webson, Colin Raffel, Stephen H
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine
Chaffin, Arnaud Stiegler, Teven Le Scao, Arun
Raja, et al. 2021c. Multitask prompted training en-
ables zero-shot task generalization. arXiv preprint
arXiv:2110.08207.

Max Savery, Asma Ben Abacha, Soumya Gayen, and
Dina Demner-Fushman. 2020. Question-driven sum-
marization of answers to consumer health questions.
Scientific Data, 7(1):1–9.

Teven Le Scao, Angela Fan, Christopher Akiki, El-
lie Pavlick, Suzana Ilić, Daniel Hesslow, Roman
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