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Abstract

We provide an efficient O(n2) implementation for solving the all pairs minimax1

path problem or widest path problem in an undirected dense graph. The distance2

matrix is also called the all points path distance (APPD). We conducted experiments3

to test the implementation and algorithm, compared it with several other algorithms4

for solving the APPD matrix. Result shows Algorithm 4 works good for solving the5

widest path or minimax path APPD matrix. It can drastically improve the efficiency6

for computing the APPD matrix. There are several theoretical outcomes which7

claim the APPD matrix can be solved accurately in O(n2) . However, they are8

impractical because there is no code implementation of these algorithms. Algorithm9

4 is the first algorithm that has an actual code implementation for solving the APPD10

matrix of minimax path or widest path problem in O(n2), in an undirected dense11

graph.12

1 Introduction13

The minimax path problem is a classic problem in graph theory and optimization. It involves finding14

a path between two nodes in a weighted graph such that the maximum weight of the edges in the path15

is minimized. 116

Given a graph G = (V,E) where V is the set of vertices and E is the set of edges, each edge e ∈ E17

has a weight ew. For an undirected graph with n vertices, the maximum number of edges is n(n−1)
2 . A18

dense graph has close to n(n−1)
2 edges. We can say a dense graph has O(n2) edges. In an undirected19

graph, each edge is bidirectional, meaning it connects two vertices in both directions.20

The objective of the minimax path problem is to find a path P from a starting node i to a destination21

node j such that the maximum weight of the edges in the path P is minimized. A minimax path22

distance between a pair of points is the maximum weight in a minimax path between the points23

(Equation 2).24

Φ = {max_weight(p) | p ∈ Θ(i,j,G)} (1)

M(i, j | G) = min(Φ) (2)

where G is the undirected dense graph. Θ(i,j,G) is the set of all paths from node i to node j. p is a25

path from node i to node j, max_weight(p) is the maximum weight in path p. Φ is the set of all26

maximum weights. min(Φ) is the minimum of Set Φ [16].27

1https://en.wikipedia.org/wiki/Widest_path_problem
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(a) Algorithm 4 (b) Python implementation of Algorithm 4

Figure 1: Algorithm 4 and its Python implementation. The three embedded for-loops make it look
like an O(n3) algorithm, but it is actually an O(n2) algorithm.

The distance can also be called the longest-leg path distance (LLPD) [15] or Min-Max-Jump distance28

(MMJ distance) [16]. The all pairs minimax path distances calculate the distance between each pair29

of points in a dataset X or graph G . It is also called all points path distance (APPD) [15]. It is a30

matrix of shape n× n. A dataset X can be straightforwardly converted to a complete graph.31

We can use a modified version of the Floyd–Warshall algorithm to solve the APPD in both directed32

and undirected dense graphs [21], or use the Algorithm 1 (MMJ distance by recursion) in [16], both33

of them take O(n3) time. However, in an undirected dense graph, we have a better choice. We may34

use an O(n2) algorithm to calculate the APPD matrix. There are several theoretical outcomes which35

claim the APPD matrix can be solved accurately in O(n2) [20, 8, 9, 2]. However, there is no code36

implementation of these algorithms, which implies they are impractical.37

Code implementation is the process of translating a design or algorithm into a programming language.38

It is critical in algorithm design where ideas are turned into practical, executable code that performs39

specific tasks.40

In section 4.3 (MMJ distance by calculation and copy) of [16], Liu proposes an algorithm which also41

claims to solve the APPD matrix accurately in O(n2), in an undirected dense graph. The algorithm is42

referred to as Algorithm 4 (MMJ distance by Calculation and Copy). In the paper, the algorithm is43

left unimplemented and untested. In this paper, we introduce a code implementation of Algorithm 4,44

and test it.45

The widest path problem is a closely related topic to minimax path problem. In contrary, The objective46

of the widest path problem is to find a path P from a starting node s to a destination node t such that47

the minimum weight of the edges in the path P is maximized. Any algorithm for the widest path48

problem can be easily transformed into an algorithm for solving the minimax path problem, or vice49

versa, by reversing the sense of all the weight comparisons performed by the algorithm. Therefore,50

we can roughly say that the widest path problem and the minimax path problem are equivalent.51

2 RELATED WORK52

Numerous distance measures have been proposed in the literature, including Euclidean distance,53

Manhattan Distance, Chebyshev Distance, Minkowski Distance, Hamming Distance, and cosine54

similarity. These measures are frequently used in algorithms like k-NN, UMAP, and HDBSCAN.55

Euclidean distance is the most commonly used metric, while cosine similarity is often employed56

to address Euclidean distance’s issues in high-dimensional spaces. Although Euclidean distance is57

widely used and universal, it does not adapt to the geometry of the data, as it is data-independent.58

Consequently, various data-dependent metrics have been developed, such as diffusion distances [6, 7],59

which arise from diffusion processes within a dataset, and path-based distances [10, 4].60

Minimax path distance has been used in various machine learning models, such as unsupervised61

clustering analysis [15, 12, 11, 10], and supervised classification [5, 16]. The distance typically62

performs well with non-convex and highly elongated clusters, even when noise is present [15].63
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Figure 2: A variant of the Floyd-Warshall algorithm for solving the minimax path problem

Figure 3: Python implementation of MST_shortest_path, see Table 1

2.1 Calculation of minimax path distance64

The challenge of computing the minimax path distance is known by several names in the literature,65

such as the maximum capacity path problem, the widest path problem, the bottleneck edge query66

problem [18, 14, 3, 13], the longest-leg path distance (LLPD) [15], and the Min-Max-Jump distance67

(MMJ distance) [16].68

A straightforward computation of minimax path distance is computationally expensive due to the large69

search space [15]. However, for a fixed pair of points x and y connected in a graph G = G(V,E),70

the distance can be calculated in O(|E|) time [19].71

A well-known fact about minimax path distance is: “the path between any two nodes in a minimum72

spanning tree (MST) is a minimax path.”[14] With this conclusion, we can simplify an undirected73

dense graph into a minimum spanning tree, when calculating the minimax path distance.74

2.2 Computing the all points path distance75

Computing minimax path distance for all points is known as the all points path distance (APPD)76

problem. Applying the bottleneck spanning tree construction to each point results in an APPD77

runtime of O(min{n2 log(n) + n|E|, n|E| log(n)}) [15, 3, 13]. The resulting APPD may not be78

accurate when calculating with bottleneck spanning tree, because a MST (minimum spanning tree) is79

necessarily a MBST (minimum bottleneck spanning tree), but a MBST is not necessarily a MST. A80

variant of the Floyd-Warshall algorithm can calculate the APPD accurately in O(n3) [1]. Several81
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Figure 4: Performance of the algorithms (implementations)

Implementation ID Implementation name Complexity Coding language Notes
0 Algo_1_Python O(n3) Python Algorithm 1 (MMJ distance by recursion)
1 Algo_1_C++ O(n3) C++ Algorithm 1 (MMJ distance by recursion)
2 Floyd_Warshall_Python O(n3) Python A variant of Floyd-Warshall Algorithm
3 Floyd_Warshall_C++ O(n3) C++ A variant of Floyd-Warshall Algorithm
4 MST_shortest_path O(n3log(n)) Python Calculate the shortest path in a MST
5 Algo_4 O(n2) Python Algorithm 4 (MMJ distance by Calculation and Copy )

Table 1: Profiles of the four algorithms. Two of them are implemented with different programming
languages, Python and C++

theoretical results suggest that the APPD matrix can be accurately solved in O(n2) time [20, 8, 9, 2].82

However, the absence of code implementations for these algorithms indicates their impracticality.83

3 Implementation of the algorithm84

As described in Section 1, the Algorithm 4 (MMJ distance by Calculation and Copy) in [16] also85

claims to solve the APPD matrix accurately in O(n2), in an undirected dense graph. But it is left86

unimplemented and untested. Figure 1a is Algorithm 4 (MMJ distance by Calculation and Copy) in87

[16], for convenience of reading, we re-post it here. Figure 1b is its python implementation.88

data 139 (N = 120) data 109 (N = 300) data 18 (N = 500) data 19 (N = 850) data 16 (N = 2500) data 35 (N = 5000) data 136 (N = 10000)
Algo_1_Python 13.451s 208.363s 990.308s 4681.911s >7200s >7200s >7200s
Algo_1_C++ 0.033s 0.414s 1.794s 9.032s 237.961s 1986.928s >7200s
Floyd_Warshall_Python 1.489s 23.353s 106.745s 534.683s >7200s >7200s >7200s
Floyd_Warshall_C++ 0.033s 0.436s 2.324s 10.035s 253.909s 2162.514s >7200s
MST_shortest_path 0.399s 4.229s 24.926s 110.449s 2503.483s >7200s >7200s
Algo_4 0.02s 0.073s 0.191s 0.511s 4.311s 17.015s 67.048s

Table 2: Performance of the four algorithms. N is the number of points in the datasets.
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Note the three embedded for-loops make it look like an O(n3) algorithm, but it is actually an O(n2)89

algorithm. Because when the variable i in Line 21 is small, both tree1 and tree2 are of size O(n);90

but when the variable i is large, both tree1 and tree2 are of size O(1). The final net effect is that the91

three embedded for-loops only access each cell of the APPD matrix only once. Therefore, it is an92

O(n2) algorithm.93

In the implementation, we first construct a minimum spanning tree (MST) of the undirected dense94

graph. The complexity of constructing a MST with prim’s algorithm is O(n2). Then, we sort the95

edges of the MST in descending order. It is critical to remove the edges from the MST one-by-one,96

from large to small. Only by this we can get the two sub-trees, tree1 and tree2. By traversing each97

sub-tree, nodes of the two sub-trees can be obtained, respectively.98

4 Testing of the algorithm99

In an experiment, we tested the Algorithm 4 (MMJ distance by Calculation and Copy) on seven100

datasets with different number of data points, note a dataset can be easily converted to a complete101

graph. The performance of Algorithm 4 is compared with three other algorithms that can calculate102

the APPD matrix.103

Table 1 lists the profiles of the four algorithms. Algo_1 is the Algorithm 1 (MMJ distance by104

recursion) in [16], it has complexity of O(n3); Floyd_Warshall is a variant of the Floyd-Warshall105

algorithm. Figure 2 is its python implementation. It has complexity of O(n3); MST_shortest_path106

firstly construct a minimum spanning tree (MST) of the undirected dense graph, then calculate the107

shortest path between each pair of nodes, then compute the maximum weight on the shortest path.108

Its complexity is O(n3log(n)). Figure 3 is its python implementation. The implementation is based109

on Madhav-99’s code 2; Algo_4 is Algorithm 4 (MMJ distance by Calculation and Copy) in [16], it110

has complexity of O(n2). Both Algo_1 and Floyd_Warshall are implemented with C++ and python,111

respectively, to test the difference between different programming languages.112

4.1 Performance113

Table 2 is performance of the algorithms (implementations). We test each algorithm with seven114

datasets which have different number of data points. The data sources corresponding to the data IDs115

can be found at the official code of Liu’s paper [16]. 3 The values are the time of calculating the116

minimax path APPD by each algorithm, on a desktop computer with “3.3 GHz Quad-Core Intel Core117

i5” CPU and 16 GB RAM.118

To save time, we stop the execution of an algorithm if it cannot obtain the APPD matrix in 7200s (two119

hours). The computing time is recorded only once for each dataset and algorithm. Figure 4 converts120

the values in Table 2 into a figure. It can be seen that Algorithm 4 has achieved a good performance121

than other algorithms. It can calculate the APPD matrix of 10,000 points in about 67 seconds, while122

other algorithms cannot finish it in two hours.123

Reasonably, the C++ implementations of Algo_1 and Floyd_Warshall are much faster than124

their python edition. Interestingly, when implemented in python, Algo_1 is much slower than125

Floyd_Warshall, but a little faster than Floyd_Warshall in C++.126

4.2 Solving the widest path problem127

As stated in Section 7 (Solving the widest path problem) of [16], Algorithm 4 (MMJ distance by128

Calculation and Copy) can be revised to solve the widest path problem APPD in undirected graphs, by129

constructing a maximum spanning tree and sort the edges in ascending order. In another experiment,130

we tested using Algorithm 4 to compute the widest path APPD. Result shows Algorithm 4 works131

good for solving the widest path problem.132

2https://github.com/Madhav-99/Minimax-Distance
3https://github.com/mike-liuliu/Min-Max-Jump-distance
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5 Proof of the algorithm133

A good question is why Algorithm 4 (MMJ distance by Calculation and Copy) works. Here is a134

theoretical proof of the correctness of the algorithm.135

Whenever we are about to remove an edge e from the MST, e must belong to a connected sub-tree of136

MST T . The sub-tree is noted St. A sub-tree is a tree wholly contained in another. Note the MST T137

can be considered as a sub-tree of itself. We can conclude edge e is the largest edge in sub-tree St.138

Since the edges have been sorted in descending order, and edges larger than e have been removed in139

previous steps. It does not matter if there are other edges in St which are as large as e.140

After removing edge e from St, we get two smaller connected sub-trees, tree1 and tree2. For any141

pair of nodes (p, q), where p ∈ tree1, q ∈ tree2, the minimax path distance between p and q must be142

the weight of edge e. Because “the path between any two nodes in a minimum spanning tree (MST)143

is a minimax path” [14], and edge e is the largest edge in sub-tree St. A path between p and q must144

pass through edge e, and edge e is the largest edge in the path. It does not matter if there are other145

edges in the path which are as large as e. Note a sub-tree that has only one node is considered as a146

valid sub-tree.147

Therefore, the minimax path distance between p and q must be the weight of edge e. The correctness148

of Algorithm 4 (MMJ distance by Calculation and Copy) is proved.149

6 Discussion150

6.1 Merit of Algorithm 1151

Algorithm 1 (MMJ distance by recursion) has a merit of warm-start. Suppose we have calculated the152

APPD matrix MG of a large graph G, then we got a new point (or node) p, where p /∈ G. The new153

graph is noted G+ p. To calculate the APPD matrix of graph G+ p, if we use other algorithms, we154

may need to start from zero. Algorithm 1 has the merit of utilizing the calculated MG for computing155

the new APPD matrix, with the conclusions of Theorem 3.3., 3.5., 6.1., and Corollary 3.4. in [16].156

This is especially useful when the graph is a directed dense graph, where starting from zero needs157

O(n3) complexity, but a warm-start of Algorithm 1 (MMJ distance by recursion) only needs O(n2)158

complexity. We can say Algorithm 1 supports online machine learning4, in which data becomes159

available in a sequential order.160

6.2 Using parallel programming161

If speed is the main concern of calculating the APPD matrix, we can use parallel programming to162

accelerate Algorithm 4. Firstly, we can use different processors for traversing the tree1 and tree2 in163

Line 25 and 26 of Figure 1b. Secondly, we can copy the minimum spanning tree (MST) to many164

processors. For the nth processor, we just remove the n largest edges, obtaining the nth tree1 and165

tree2, traversing them, then fill in the corresponding positions of the APPD matrix that are decided by166

the nth tree1 and tree2. A possible limitation of Algorithm 4 is that it needs some effort to balance167

the workload of each processor, when using parallel computing to accelerate it.168

7 Conclusion169

We implemented the Algorithm 4 (MMJ distance by Calculation and Copy), then tested the imple-170

mentation and compared it with several other algorithms that can calculate the all pairs minimax171

path distances, or also called the all points path distance (APPD). Experiment shows Algorithm 4172

works good for solving the widest path or minimax path APPD matrix. As an algorithm of O(n2)173

complexity, it can drastically improve the efficiency of calculating the APPD matrix. Note algorithms174

for solving the APPD matrix are at least in O(n2) complexity, because the matrix is an n× n matrix.175

In Section 2.3.3. of the paper “Path-Based Spectral Clustering: Guarantees, Robustness to Outliers,176

and Fast Algorithms," [15] Dr. Murphy and his collaborators write:177

4https://en.wikipedia.org/wiki/Online_machine_learning
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“Naively applying the bottleneck spanning tree construction to each point gives an APPD runtime of178

O(min{n2log(n) + n|E|, n|E|log(n)}). However the APPD distance matrix can be computed in179

O(n2), for example with a modified SLINK algorithm (Sibson, 1973), or with Cartesian trees (Alon180

and Schieber, 1987; Demaine et al., 2009, 2014). "181

The author sent an email for further clarity about this statement.182

The author:183

“You indicated the APPD distance matrix can be computed in O(n2). However, I searched the Internet184

and github, I have not found any code implementation that can accurately calculate the APPD185

distance matrix in O(n2). Do you know any code implementation of that? Please indicate it to me. "186

Dr. Murphy:187

“If you can find an implementation of SLINK to do single linkage clustering in O(n2), then you can do188

APPD by reading off the distances from the resulting dendrogram. I don’t know any implementations189

of SLINK, and it may be easier to prove things about than to implement practically. "190

“Regarding tree structures, these are certainly more of theoretical interest, and I would not be surprised191

if there were no practical implementations of them at all. So, achieving O(n2) via those methods192

may be impractical. "193

It is worth noting that although Dr. Murphy indicated the SLINK algorithm can be revised to solve194

the APPD matrix in O(n2) time, there is no code implementation showing how the SLINK algorithm195

can be revised to do so.196

The contributions of the paper can be summarized as following:197

• It provides the first code implementation for solving the all pairs minimax path problem or198

widest path problem in an undirected dense graph, in O(n2) time.199

• It provides the fastest code implementation for solving the all pairs minimax path problem200

or widest path problem in an undirected dense graph.201

• We provide a theoretical proof of the correctness of Algorithm 4 (MMJ distance by Calcula-202

tion and Copy) .203

• It indicated and verified the warm-start merit of Algorithm 1 (MMJ distance by recursion) ,204

which is a key merit of Algorithm 1. This merit makes Algorithm 1 can calculate the all205

pairs shortest paths (APSP) efficiently in dynamic graphs [17].206

• It explores how Algorithm 4 (MMJ distance by Calculation and Copy) can be accelerated207

by parallel computing, which is not straight-forward.208
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to reproduce that algorithm.345

(b) If the contribution is primarily a new model architecture, the paper should describe346

the architecture clearly and fully.347

(c) If the contribution is a new model (e.g., a large language model), then there should348

either be a way to access this model for reproducing the results or a way to reproduce349

the model (e.g., with an open-source dataset or instructions for how to construct350

the dataset).351

(d) We recognize that reproducibility may be tricky in some cases, in which case352

authors are welcome to describe the particular way they provide for reproducibility.353

In the case of closed-source models, it may be that access to the model is limited in354

some way (e.g., to registered users), but it should be possible for other researchers355

to have some path to reproducing or verifying the results.356

5. Open access to data and code357

Question: Does the paper provide open access to the data and code, with sufficient instruc-358

tions to faithfully reproduce the main experimental results, as described in supplemental359

material?360
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Answer: [Yes]361

Justification: We provide an URL to data and code of the paper, to reproduce the main362

experimental results.363

Guidelines:364

• The answer NA means that paper does not include experiments requiring code.365

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu366

blic/guides/CodeSubmissionPolicy) for more details.367

• While we encourage the release of code and data, we understand that this might not be368

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not369

including code, unless this is central to the contribution (e.g., for a new open-source370

benchmark).371

• The instructions should contain the exact command and environment needed to run to372

reproduce the results. See the NeurIPS code and data submission guidelines (https:373

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.374

• The authors should provide instructions on data access and preparation, including how375

to access the raw data, preprocessed data, intermediate data, and generated data, etc.376

• The authors should provide scripts to reproduce all experimental results for the new377

proposed method and baselines. If only a subset of experiments are reproducible, they378

should state which ones are omitted from the script and why.379

• At submission time, to preserve anonymity, the authors should release anonymized380

versions (if applicable).381

• Providing as much information as possible in supplemental material (appended to the382

paper) is recommended, but including URLs to data and code is permitted.383

6. Experimental Setting/Details384

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-385

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the386

results?387

Answer: [Yes]388

Justification: Full details are provided with the code.389

Guidelines:390

• The answer NA means that the paper does not include experiments.391

• The experimental setting should be presented in the core of the paper to a level of detail392

that is necessary to appreciate the results and make sense of them.393

• The full details can be provided either with the code, in appendix, or as supplemental394

material.395

7. Experiment Statistical Significance396

Question: Does the paper report error bars suitably and correctly defined or other appropriate397

information about the statistical significance of the experiments?398

Answer: [NA]399

Justification: The paper does not contain statistical experimental results.400

Guidelines:401

• The answer NA means that the paper does not include experiments.402

• The authors should answer "Yes" if the results are accompanied by error bars, confi-403

dence intervals, or statistical significance tests, at least for the experiments that support404

the main claims of the paper.405

• The factors of variability that the error bars are capturing should be clearly stated (for406

example, train/test split, initialization, random drawing of some parameter, or overall407

run with given experimental conditions).408

• The method for calculating the error bars should be explained (closed form formula,409

call to a library function, bootstrap, etc.)410

• The assumptions made should be given (e.g., Normally distributed errors).411
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• It should be clear whether the error bar is the standard deviation or the standard error412

of the mean.413

• It is OK to report 1-sigma error bars, but one should state it. The authors should414

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis415

of Normality of errors is not verified.416

• For asymmetric distributions, the authors should be careful not to show in tables or417

figures symmetric error bars that would yield results that are out of range (e.g. negative418

error rates).419

• If error bars are reported in tables or plots, The authors should explain in the text how420

they were calculated and reference the corresponding figures or tables in the text.421

8. Experiments Compute Resources422

Question: For each experiment, does the paper provide sufficient information on the com-423

puter resources (type of compute workers, memory, time of execution) needed to reproduce424

the experiments?425

Answer: [Yes]426

Justification: We have provided the information about the type of compute workers CPU427

and RAM.428

Guidelines:429

• The answer NA means that the paper does not include experiments.430

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,431

or cloud provider, including relevant memory and storage.432

• The paper should provide the amount of compute required for each of the individual433

experimental runs as well as estimate the total compute.434

• The paper should disclose whether the full research project required more compute435

than the experiments reported in the paper (e.g., preliminary or failed experiments that436

didn’t make it into the paper).437

9. Code Of Ethics438

Question: Does the research conducted in the paper conform, in every respect, with the439

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?440

Answer: [Yes]441

Justification: The research conducted in the paper conforms with the NeurIPS Code of442

Ethics.443

Guidelines:444

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.445

• If the authors answer No, they should explain the special circumstances that require a446

deviation from the Code of Ethics.447

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-448

eration due to laws or regulations in their jurisdiction).449

10. Broader Impacts450

Question: Does the paper discuss both potential positive societal impacts and negative451

societal impacts of the work performed?452

Answer: [NA]453

Justification: There is no societal impact of the work performed.454

Guidelines:455

• The answer NA means that there is no societal impact of the work performed.456

• If the authors answer NA or No, they should explain why their work has no societal457

impact or why the paper does not address societal impact.458

• Examples of negative societal impacts include potential malicious or unintended uses459

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations460

(e.g., deployment of technologies that could make decisions that unfairly impact specific461

groups), privacy considerations, and security considerations.462
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• The conference expects that many papers will be foundational research and not tied463

to particular applications, let alone deployments. However, if there is a direct path to464

any negative applications, the authors should point it out. For example, it is legitimate465

to point out that an improvement in the quality of generative models could be used to466

generate deepfakes for disinformation. On the other hand, it is not needed to point out467

that a generic algorithm for optimizing neural networks could enable people to train468

models that generate Deepfakes faster.469

• The authors should consider possible harms that could arise when the technology is470

being used as intended and functioning correctly, harms that could arise when the471

technology is being used as intended but gives incorrect results, and harms following472

from (intentional or unintentional) misuse of the technology.473

• If there are negative societal impacts, the authors could also discuss possible mitigation474

strategies (e.g., gated release of models, providing defenses in addition to attacks,475

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from476

feedback over time, improving the efficiency and accessibility of ML).477

11. Safeguards478

Question: Does the paper describe safeguards that have been put in place for responsible479

release of data or models that have a high risk for misuse (e.g., pretrained language models,480

image generators, or scraped datasets)?481

Answer: [NA]482

Justification: The paper poses no such risks.483

Guidelines:484

• The answer NA means that the paper poses no such risks.485

• Released models that have a high risk for misuse or dual-use should be released with486

necessary safeguards to allow for controlled use of the model, for example by requiring487

that users adhere to usage guidelines or restrictions to access the model or implementing488

safety filters.489

• Datasets that have been scraped from the Internet could pose safety risks. The authors490

should describe how they avoided releasing unsafe images.491

• We recognize that providing effective safeguards is challenging, and many papers do492

not require this, but we encourage authors to take this into account and make a best493

faith effort.494

12. Licenses for existing assets495

Question: Are the creators or original owners of assets (e.g., code, data, models), used in496

the paper, properly credited and are the license and terms of use explicitly mentioned and497

properly respected?498

Answer: [Yes]499

Justification: The creators or original owners of assets used in the paper are properly credited.500

The license and terms of use are explicitly mentioned and properly respected.501

Guidelines:502

• The answer NA means that the paper does not use existing assets.503

• The authors should cite the original paper that produced the code package or dataset.504

• The authors should state which version of the asset is used and, if possible, include a505

URL.506

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.507

• For scraped data from a particular source (e.g., website), the copyright and terms of508

service of that source should be provided.509

• If assets are released, the license, copyright information, and terms of use in the package510

should be provided. For popular datasets, paperswithcode.com/datasets has511

curated licenses for some datasets. Their licensing guide can help determine the license512

of a dataset.513

• For existing datasets that are re-packaged, both the original license and the license of514

the derived asset (if it has changed) should be provided.515
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• If this information is not available online, the authors are encouraged to reach out to516

the asset’s creators.517

13. New Assets518

Question: Are new assets introduced in the paper well documented and is the documentation519

provided alongside the assets?520

Answer: [NA]521

Justification: The paper does not release new assets.522

Guidelines:523

• The answer NA means that the paper does not release new assets.524

• Researchers should communicate the details of the dataset/code/model as part of their525

submissions via structured templates. This includes details about training, license,526

limitations, etc.527

• The paper should discuss whether and how consent was obtained from people whose528

asset is used.529

• At submission time, remember to anonymize your assets (if applicable). You can either530

create an anonymized URL or include an anonymized zip file.531

14. Crowdsourcing and Research with Human Subjects532

Question: For crowdsourcing experiments and research with human subjects, does the paper533

include the full text of instructions given to participants and screenshots, if applicable, as534

well as details about compensation (if any)?535

Answer: [NA]536

Justification: The paper does not involve crowdsourcing nor research with human subjects.537

Guidelines:538

• The answer NA means that the paper does not involve crowdsourcing nor research with539

human subjects.540

• Including this information in the supplemental material is fine, but if the main contribu-541

tion of the paper involves human subjects, then as much detail as possible should be542

included in the main paper.543

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,544

or other labor should be paid at least the minimum wage in the country of the data545

collector.546

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human547

Subjects548

Question: Does the paper describe potential risks incurred by study participants, whether549

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)550

approvals (or an equivalent approval/review based on the requirements of your country or551

institution) were obtained?552

Answer: [NA]553

Justification: The paper does not involve crowdsourcing nor research with human subjects.554

Guidelines:555

• The answer NA means that the paper does not involve crowdsourcing nor research with556

human subjects.557

• Depending on the country in which research is conducted, IRB approval (or equivalent)558

may be required for any human subjects research. If you obtained IRB approval, you559

should clearly state this in the paper.560

• We recognize that the procedures for this may vary significantly between institutions561

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the562

guidelines for their institution.563

• For initial submissions, do not include any information that would break anonymity (if564

applicable), such as the institution conducting the review.565
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