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Abstract
Current neural machine translation models gen-001
erate translation output sentence-by-sentence,002
where each translation procedure is carried out003
independently. This sentence-level decoding004
strategy results in an inherent issue of inco-005
herence. Consequently, considerable effort006
has been dedicated to document-level machine007
translation to mitigate the incoherence problem.008
In this work, we propose a simple and effec-009
tive technique to repair document context by010
leveraging the power of large language models.011
The document-level translation task is decom-012
posed into a sentence-level translation task and013
a contextual information repair task. we first014
employ a conventional sentence-level transla-015
tion model to generate sentence-level transla-016
tion outputs. Then, we pair these outputs with017
their corresponding translation references to018
create few-shot examples. Finally, we utilize a019
large language model along with these few-shot020
examples to perform context repair for the test021
sentences. Experimental results on the Bilin-022
gual Web Books test set demonstrate the effec-023
tiveness of the proposed approach in document-024
context translation. Besides, the approach also025
works with other methods. Further analysis026
and human evaluation results indicate that the027
proposed approach outperforms the baseline028
model in terms of human preference.029

1 Introduction030

In recent years, conventional sentence-level ma-031

chine translation has achieved remarkable progress.032

However, it often fails to capture the intricate re-033

lationships and dependencies between sentences,034

leading to inconsistencies and incoherent errors in035

the translation output. As a result, document-level036

machine translation, which aims to translate an en-037

tire document instead of individual sentences from038

one language to another, has received much atten-039

tion over the years (Hardmeier et al., 2012; Wang040

et al., 2017; Jean et al., 2017; Sun et al., 2022). De-041

spite great promise, generating long and coherent042

sequences in document-level machine translation 043

remains a challenge. 044

In recent years, large language models (LLMs) 045

have shown a remarkable ability across a wide 046

range of natural language processing (NLP) 047

tasks (Radford et al., 2019; Ouyang et al., 2022). 048

LLMs exhibit superior translation capabilities for 049

sentence-level (Jiao et al., 2023; He et al., 2023) 050

and document-level translations (Hendy et al., 051

2023; Wang et al., 2023). 052

To further explore the cross-linguistic capability 053

of the LLMs, Raunak et al. (2023) and Chen et al. 054

(2023) propose employing the zero-shot prompt- 055

ing strategy to refine the sentence-level translation 056

output. Koneru et al. (2023) proposes to adapt 057

LLMs as automatic post-editors. Wu et al. (2024) 058

explores fine-tuning large language models on the 059

document-level parallel corpus and uses the fine- 060

tuned model to assist document-level translation 061

and post-translation editing tasks 062

In this work, we propose a simple and ef- 063

fective technique that uses LLMs with few-shot 064

prompt learning to repair the document context for 065

document-level machine translation. The main idea 066

is to exploit the powerful capabilities of LLMs in 067

capturing long-range dependencies and understand- 068

ing complex linguistic structures across sentences. 069

Specifically, we first use a conventional sentence- 070

level translation model to generate sentence-level 071

translation outputs. Then, we pair these outputs 072

with their corresponding translation references to 073

create few-shot examples {document translation, 074

document reference}. Finally, we utilize a large 075

language model along with these few-shot exam- 076

ples to perform context repair for the test sentences. 077

The LLM addresses the context of sentence-level 078

translation in the test set, thereby generating im- 079

proved document-level translations. 080

Experimental results on the Bilingual Web 081

Books (BWB) test set demonstrate the effective- 082

ness of the proposed approach in document-context 083
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translation. The proposed approach can effectively084

identify and rectify inconsistencies and incoher-085

ence errors in the translation output to improve086

overall translation quality. We also conduct exten-087

sive analyses and human evaluations to confirm088

that the proposed approach outperforms the base-089

line model in terms of human preference.090

The advantages of our approach are fourfold: (1)091

It is versatile and can be applied to both conven-092

tional system-level and document-level machine093

translation systems. (2) By employing few-shot094

learning, our approach does not require a large095

amount of costly document-level parallel data. (3)096

The two-pass decoding in the proposed approach097

does not require much extra time overhead. (4) Our098

method can be applied to other methods to achieve099

better results.100

2 Background101

2.1 Machine Translation102

Machine translation is a subfield of computational103

linguistics and artificial intelligence that focuses104

on developing algorithms and models capable of105

automatically translating text or speech from one106

language to another. Over the years, various107

approaches have been explored, including rule-108

based, statistical, and, more recently, neural ma-109

chine translation techniques. Generally, given a110

translation model M trained on the bilingual sen-111

tence pairs, the translation process for a document112

D = [s1, s2, ..., sn] comprising a set of n sentences113

is divided into individual sentence translations. The114

sentence translation producer can be formulated as:115

t = P (s|θM ) : s ∈ Ds (1)116

where θM represents the parameter of the model M ,117

and t is the target sentence translation. Finally, we118

get the document translation Dt = [t1, t2, ..., tn],119

consisted of n target sentences.120

2.2 Large Language Model121

Few-shot prompting(Brown et al., 2020) has122

emerged as a promising paradigm in large language123

models, enabling these models to adapt to new124

tasks and domains with limited labeled data. In con-125

trast to traditional supervised learning approaches126

that require extensively annotated datasets, few-127

shot prompting capitalizes on the pre-training and128

fine-tuning strategies employed by large language129

models. Few-shot prompting ability to generalize130

from limited data has significant implications for131

various natural language processing tasks, partic- 132

ularly in low-resource settings or specialized do- 133

mains where labeled data is scarce. Concretely, 134

few-shot prompting first converts each test data 135

to a prompt and then generates the response by 136

feeding the prompt to the pre-trained LLM. 137

3 Context Repair with LLMs 138

In this section, we introduce the proposed approach 139

to context repair in document-level machine trans- 140

lation, leveraging the capabilities of LLMs. Our 141

approach consists of three main steps: 142

Document translation. We translate the source 143

documents in a sentence-by-sentence manner, uti- 144

lizing a pre-trained translation model to generate 145

document translation as described in Section 2.1. 146

Few-shot prompting preparation. We pair the 147

document translation output with the corresponding 148

reference to construct the few-shot prompting tem- 149

plate. This template serves as a means for LLMs 150

to understand the desired context repair task. 151

Context Repair. For the test source document, 152

we first obtain the initial document translation and 153

then convert the initial translation to a prompt and 154

feed the prompt to the pre-trained LLM. 155

Using the few-shot examples, the LLM learn to 156

identify and rectify inconsistent and incoherent er- 157

rors in the initial translation, ensuring that the final 158

document translation is both contextually accurate 159

and coherent. 160

4 Experiment 161

4.1 Setup 162

Dataset. We conduct experiments on large-scale 163

Chinese-to-English document-level parallel corpus 164

BWB (Jiang et al., 2022). BWB consists of 165

Chinese web novels across multiple genres (sci-fi, 166

romance, action, fantasy, comedy, inter alia), and 167

their corresponding English translations crawled 168

from the Internet. 169

170

Model. We conduct experiments on both closed- 171

source and open-source LLMs. 172

• VICUNA (Chiang et al.) (vicuna-13b-v1.5- 173

16k1) An open source available strong Chat- 174

bot, fine-tuned from Llama 2 with supervised 175

instruction fine-tuning and has a long contex- 176

tual input window. 177

1https://huggingface.co/lmsys/vicuna-13b-v1.
5-16k
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System few-shot BLONDE ENTITY TENSE PRON DM Avg.

MT-D (Jiang et al., 2022) – 34.37 43.51 79.28 79.35 67.08 67.31

VICUNA
BASELINE – 24.66 14.24 75.25 75.96 66.48 57.98

+ Context repair w/o. source
3 22.12 15.47 69.21 69.69 57.31 52.92
5 22.23 14.00 69.88 68.88 59.25 53.00

+ Context repair w. source
3 24.44 17.95 72.13 73.24 61.17 56.12
5 26.53 18.54 77.04 77.41 65.05 59.51

CHATGPT
BASELINE – 34.74 43.53 79.08 79.62 69.04 67.82

+ Context repair w/o. source
3 33.40 46.56 79.87 81.73 66.84 68.75
5 33.61 46.27 80.20 81.76 66.68 68.73

+ Context repair w. source
3 35.39 43.96 80.78 82.26 68.78 68.95
5 35.62 45.00 80.81 82.67 68.61 69.27

GPT-4
BASELINE – 34.38 41.41 77.63 78.80 68.53 66.59

+ Context repair w. source
3 35.10 43.84 80.52 83.74 67.80 68.98
5 35.65 45.98 81.28 84.22 68.33 69.95

ITERATIVE REFINEMENT
BASELINE – 32.55 41.64 76.63 79.99 67.87 66.53

+ Context repair w. source
3 37.22 44.51 81.08 84.86 68.38 69.71
5 38.27 46.55 81.58 84.99 68.75 70.47

Table 1: Document-level evaluation on the BWB test set in terms of BLONDE, entity (ENTITY), tense (TENSE),
pronoun (PRON), discourse marker (DM). “Avg.” denotes the average score of ENTITY, TENSE, PRON, and DM.

• CHATGPT (text-davinci-0032) A strong but178

closed-source LLM developed by OpenAI.179

This model serves as a strong baseline, achiev-180

ing or even surpassing the best submission of181

WMT22 in many directions (He et al., 2023).182

• GPT-4 (gpt-4-0125-preview3) A stronger183

than ChatGPT but closed-source LLM devel-184

oped by OpenAI. It has stronger instruction-185

following ability and stronger context-186

understanding ability than ChatGPT.187

Comparison Systems. We also compare our188

approach with the following systems: 1) MT-189

D (Jiang et al., 2022), which splits the source190

document into slices and then translates slice by191

slice. 2) ITERATIVE REFINEMENT (Chen et al.,192

2023), which introduces iterative refinement for193

the translation output of the system.194

195

Prompt Format. Due to the limitation of prompt196

length, we simplified the prompt sample by us-197

ing continuous n sentences to construct a pseudo-198

document. We follow Zhang et al. (Zhang et al.,199

2https://openai.com/chatgpt
3https://openai.com/gpt-4

2023) to construct the few-show prompt “[input] 200

t1 [output] r1 ... [input] tn [output] rn [input] t 201

[output]” where the t1...tn are pseudo-document 202

translation, the r1...rn are the pseudo-document 203

reference, and t is the pseudo-document transla- 204

tion to be revised. We name the approach “context 205

repair without source”. 206

We also validate the proposed approach through 207

the few-shot prompting strategy with the source 208

language sentence guidance. The format of the 209

few-show prompt is “[src] s1 [input] t1 [output] 210

r1 ...[src] sn [input] tn [output] rn [src] s [input] 211

t [output]” where the s1...sn are the source 212

sentences of the pseudo-document. We name the 213

approach “context repair with source”. 214

215

Metrics and Evaluation. The evaluation metrics 216

used in our experiments are as follows: 217

• BLONDE (Jiang et al., 2022): An auto- 218

matic Evaluation Metric based word match 219

for Document-level Machine Translation. 220

• ENTITY (Jiang et al., 2022): Compute en- 221

tity identity by FastText precies, recall and F1 222

socre between reference and target sentences. 223
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• TENSE (Jiang et al., 2022): Identify seven224

types of tense spans in the text by models, and225

then calculate the corresponding F1 score. In-226

dicating the consistent tense in the translation.227

• PRON (Jiang et al., 2022): The feature pro-228

noun, computes three predefined groups of229

pronouns F1 score in translation.230

• DM (Jiang et al., 2022): The feature discourse231

maker computes four predefined groups of232

discourse marker types F1 score.233

4.2 Main Results234

Table 1 reports the experimental results in terms of235

discourse-related metrics. We can find that236

• Using more examples (5-shot vs. 3-shot)237

in the few-shot prompting strategy enhances238

the discourse performance of the proposed239

method.240

• Incorporating source sentences in the few-shot241

prompting strategy enables the performance242

of the proposed approach to surpass the base-243

line model in all settings.244

• Cooperating with ITERATIVE REFINEMENT,245

our approach achieves the best performance246

on average, indicating that our approach also247

works with other methods.248

• The improvement of our approach with249

the GPT-4 setting (69.95-66.59=3.36) is250

higher than that under ChatGPT (69.27-251

67.82=1.45) and Vicuna (59.51-57.98=1.53)252

models, which indicates that the GPT-4 model253

has a stronger ability to document context in-254

formation for the machine translation task.255

4.3 Analysis256

We observe the discourse maker computing score257

drop in our approach. We attribute it to the calcula-258

tion of DM metric. For example, in one case, the259

reference text incorporates three discourse marker260

words: “when," “then," and “after". The Chat-261

GPT prediction only generates “when", and our262

approach produces two rephrasings: “when" and263

“but."264

As our approach contains an additional occur-265

rence of “but" compared to the ChatGPT, and there266

is no discourse marker word (Jiang et al., 2022) of267

the same type in the reference, the DM precision268

score of our approach is lower than that of the Chat- 269

GPT (For details on the discourse marker words 270

and the calculation of DM score, see (Jiang et al., 271

2022)). However, it is worth noting that the occur- 272

rence of “but" in the rewrite should correspond to 273

“instead" in the reference during translation. How- 274

ever, the BLONDE metric does not consider it as a 275

discourse marker word. That is the reason why our 276

approach has a lower DM score than the baseline 277

model. 278

We conduct a human evaluation to compare the 279

proposed approach (utilizing a 5-shot prompting 280

strategy with source sentence, and LLM is Chat- 281

GPT) to the corresponding baseline model. Given 282

the source Chinese sentence, the annotators were 283

asked to determine the higher quality translation 284

among two translations, i.e., the translation out- 285

puts generated by the proposed approach and the 286

baseline model. The generation system of the trans- 287

lation is agnostic to the annotator, and the order of 288

the two translations is random. 289

Figure 1 shows the results of the human evalu- 290

ation study. We find that the proposed approach 291

achieves better translations at 52.43% compared to 292

the baseline model, confirming the effectiveness of 293

the proposed approach. 294

Zh-En

0% 25% 75% 100%50%

52.43% 25.59% 21.98%

Win Lose Tie

Figure 1: A human evaluation was conducted on the
BWB test set, comparing the proposed approach (utiliz-
ing a 5-shot prompting strategy with source sentence)
to the corresponding baseline model.

5 Conclusion 295

In this study, we propose to address the discrep- 296

ancies and inherent inaccuracies stemming from 297

sentence-level machine translation by employing 298

LLMs to repair translation outputs. Our approach 299

involves conducting experiments on the BWB 300

dataset and evaluating the results using both au- 301

tomated metrics, such as BLONDE, and human 302

assessments. The experimental results demonstrate 303

the effectiveness of our proposed method in enhanc- 304

ing discourse phenomena in document translation. 305
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6 Limitations306

Our context repair approach utilizing LLMs for307

document-level translation presents the following308

limitations:309

• Context window expansion: The context310

window constrains the quantity of examples311

in few-shot prompting. Recently, a variety312

of methods aimed at expanding the context313

window have been developed, such as NTK-314

Aware Scaled RoPE4. And the impact of these315

methods on document-level translation needs316

to be explored.317

• More advanced metrics: The metrics em-318

ployed in this study are rule-based. Future319

research should explore the use of semantic-320

based metrics for document-level translation.321
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