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Abstract

Machine Translation (MT) systems frequently001
encounter gender-ambiguous occupational002
terms, where they must assign gender with-003
out explicit contextual cues. While individ-004
ual translations in such cases may not be in-005
herently biased, systematic patterns—such as006
consistently translating certain professions with007
specific genders—can emerge, reflecting and008
perpetuating societal stereotypes. This ambigu-009
ity challenges traditional instance-level single-010
answer evaluation approaches, as no single gold011
standard translation exists. To address this, we012
introduce GRAPE, a probability-based metric013
designed to evaluate gender bias by analyz-014
ing aggregated model responses. Alongside015
this, we present GAMBIT-MT, a benchmark-016
ing dataset in English with gender-ambiguous017
occupational terms. Using GRAPE, we evalu-018
ate several MT systems and examine whether019
their gendered translations in Greek and French020
align with or diverge from societal stereotypes,021
real-world occupational gender distributions,022
and normative standards1.023

1 Introduction024

Machine Translation systems have become indis-025

pensable tools for cross-linguistic communication,026

yet they frequently exhibit gender biases that rein-027

force societal stereotypes (Blodgett et al., 2020).028

In the labour market, where gender disparities per-029

sist, such biases are particularly concerning. For030

example, Google Translate2 systematically assigns031

masculine grammatical forms to occupations tradi-032

tionally dominated by men or stereotypically per-033

ceived as masculine (e.g., CEO, doctor, plumber),034

and feminine forms to those commonly associated035

with women (e.g., nurse, secretary, cleaner) when036

translating gender-ambiguous inputs from English037

to Greek. This is not an isolated case, but a con-038

1Code and data will be made available upon publication.
2https://translate.google.com/

sistent pattern across most MT systems (Alvarez- 039

Melis and Jaakkola, 2017; Escudé Font and Costa- 040

jussà, 2019). These biases extend beyond language, 041

subtly validating and reinforcing occupational seg- 042

regation by shaping perceptions of gender roles. 043

This, in turn, influences hiring practices, career as- 044

pirations, and wage disparities, further entrenching 045

systemic inequalities in the workforce (European 046

Commission, 2020). Addressing these biases is 047

essential to ensure that MT systems contribute to 048

fair representations of professions rather than per- 049

petuating historical and cultural stereotypes. 050

Evaluating occupational gender bias in MT sys- 051

tems is particularly challenging when the occupa- 052

tional terms are gender-ambiguous. When trans- 053

lating from genderless (e.g., Finnish or Turkish) 054

or notional gendered languages (e.g., English) into 055

languages with grammatical gender (e.g., Greek 056

or French), MT systems often must make assump- 057

tions and assign gender, as preserving ambiguity or 058

using gender-neutral language is not always feasi- 059

ble or stylistically appropriate. Unlike explicit bi- 060

ases—such as misgendering occupations with clear 061

gender markers in the input, which can be directly 062

flagged as incorrect—these cases exhibit a unique 063

duality: a single translation—e.g., translating ‘the 064

doctor’ in a masculine (‘el doctor’) or feminine 065

(‘la doctora’) form—is not biased or unbiased in 066

isolation, as both choices are equally valid in the 067

absence of contextual cues. However, when exam- 068

ined in aggregate, systematic patterns may emerge, 069

revealing a model’s predisposition to associate cer- 070

tain professions with specific genders. This renders 071

traditional instance-level single-answer quality (Pa- 072

pineni et al., 2002; Lin, 2004) or bias (Stanovsky 073

et al., 2019) evaluation approaches unsuitable, as 074

they fail to capture these broader distributional 075

trends in the absence of a gold standard. 076

In this work, we shift the focus from isolated 077

translations to aggregated model behavior, enabling 078

the detection of systematic gender biases that may 079
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not be evident at the individual sentence level.080

We propose a methodology to detect, classify,081

and quantify gender asymmetries in the transla-082

tion of gender-ambiguous occupational terms. To083

support this evaluation, we introduce GAMBIT-084

MT (Gender-AMBIguous occupaTions in Machine085

Translation), a benchmarking dataset of English086

texts containing occupational terms expressed in a087

gender-neutral or ambiguous way. Our approach088

identifies gender asymmetries by comparing source089

texts with their translations and aggregates gen-090

dered outputs across multiple instances. Occu-091

pations are grouped using the International Stan-092

dard Classification of Occupations (ISCO-08)3, to093

enable analysis at varying levels of abstraction094

and account for lexical variations. ISCO-08 is095

an internationally recognized system for classi-096

fying occupations endorsed by the International097

Labour Organisation (ILO). It provides a hierar-098

chical structure that categorizes jobs into four lev-099

els of increasing granularity, using a digit-based100

coding system. At the highest level, occupations101

are grouped into broad categories, which are then102

divided into more specific subcategories at lower103

levels. For example, the top-level category “Pro-104

fessionals” (code 2) includes subcategories such as105

“Science and Engineering Professionals” (code 21)106

and “Health Professionals” (code 22), that further107

divide into “Medical Doctors” (code 221), “Nurs-108

ing and Midwifery Professionals” (code 222), and109

others. Each category in ISCO-08 is accompanied110

by detailed descriptions, examples of occupations,111

and other relevant information, providing a com-112

prehensive framework for analyzing and compar-113

ing jobs across different countries and industries.114

GAMBIT-MT spans the entire ISCO-08 taxonomy,115

ensuring broad occupational coverage. To quantify116

bias, we introduce GRAPE, a probability-based117

metric that measures divergence from reference118

distributions—such as idealized gender parity or119

real-world labor statistics. We apply our frame-120

work to translations from English into Greek and121

French—two languages with grammatical gender122

but from different language families—comparing123

outputs against both normative standards and em-124

pirical labor data. Our approach offers a scalable125

and interpretable framework to evaluate gender bias126

in MT, offering insights into how translation sys-127

tems reflect, reinforce, or potentially challenge soci-128

3https://ilostat.ilo.org/
methods/concepts-and-definitions/
classification-occupation/

etal patterns of occupational gender representation 129

when facing ambiguity. 130

2 Related Work 131

Research on gender bias in NLP has explored a 132

broad range of tasks and provided valuable in- 133

sights (Lu et al., 2020; Bolukbasi et al., 2016), 134

but our focus is on Machine Translation (Savoldi 135

et al., 2021; Vanmassenhove, 2024), where gender 136

bias remains a pressing issue with significant soci- 137

etal impact (Savoldi et al., 2024). Numerous case 138

studies have highlighted the prevalence and conse- 139

quences of gender bias in MT across languages and 140

cultural contexts (Rescigno et al., 2020; Paolucci 141

et al., 2023; Farkas and Németh, 2022; Ghosh and 142

Caliskan, 2023; Kostikova et al., 2023; Piazzolla 143

et al., 2023), emphasizing the need for effective 144

evaluation and mitigation. Moreover, critiques of 145

existing quality metrics reveal that traditional eval- 146

uation methods often fail to capture gender dispari- 147

ties adequately (Zaranis et al., 2024). To tackle this, 148

researchers have developed resources and meth- 149

ods that target gender bias in MT. This includes 150

Knowledge Graphs that offer structured, contex- 151

tual information for bias analysis (Mastromicha- 152

lakis et al., 2024), multilingual benchmarks (Cur- 153

rey et al., 2022), and studies on language-specific 154

challenges such as gender-neutral pronouns (Cho 155

et al., 2019). Alongside, mitigation efforts (Sun 156

et al., 2019) explore model fine-tuning, data bal- 157

ancing, and adaptive learning (Saunders and Byrne, 158

2020; Escudé Font and Costa-jussà, 2019; Costa- 159

jussà and de Jorge, 2020), with recent work also 160

focusing on gender-neutral translation strategies 161

(Piergentili et al., 2023a; Lardelli and Gromann, 162

2023) and benchmarking such approaches (Pier- 163

gentili et al., 2023b; Lardelli et al., 2024). 164

Our work studies occupational gender bias in 165

translating gender-ambiguous inputs, adding to on- 166

going research on gender bias in NLP with a focus 167

on occupations and the labor market (Gorti et al., 168

2024; Tal et al., 2022). Ambiguity has also been 169

studied in other NLP tasks, such as Question An- 170

swering (Parrish et al., 2022; Li et al., 2020) and 171

coreference resolution (Rudinger et al., 2018; Zhao 172

et al., 2018), where multiple plausible interpreta- 173

tions reveal the influence of stereotypes. For exam- 174

ple, Kotek et al. (2023) examine ambiguous coref- 175

erence inputs in LLMs, where no single ground 176

truth exists. Their aggregated analysis of role, trait, 177

and occupation associations exposes stereotypical 178
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patterns, aligning with our approach of studying179

model behavior at an aggregated level to detect180

subtle biases. In MT, one way to handle ambi-181

guity is by generating all grammatically correct182

gendered translations (Garg et al., 2024), a strategy183

used by some commercial systems. While inclu-184

sive, this approach is limited to setups that allow185

multiple outputs and faces scalability challenges186

as multiple ambiguities exponentially increase pos-187

sible translations. Other approaches disambiguate188

inputs before translation (Vanmassenhove et al.,189

2018), which however requires some structural or190

semantic hints that allow the disambiguation of191

gender. This is the case for some challenge sets192

like WinoMT (Stanovsky et al., 2019) where gen-193

der can be disambiguated via correfenrece, or the194

MuST-SHE corpus (Bentivogli et al., 2020) that in-195

cludes audios and transcripts, where the inputs have196

a correct gender resolution due to gender cues that197

are recoverable from audio (e.g., speaker’s voice)198

or textual context (e.g., pronouns, named entities).199

In contrast, our study focuses on ambiguous200

cases without disambiguating cues, allowing inher-201

ent stereotypical associations and biases to emerge202

naturally. Our inputs are deliberately designed to203

have multiple plausible interpretations without a204

single correct answer. Gender ambiguity in MT has205

been explored through a range of challenge sets and206

benchmarks, yet most existing efforts remain lim-207

ited in scope, scale, or evaluation depth. gENder-208

IT (Vanmassenhove and Monti, 2021) introduced209

a manually curated English–Italian challenge set210

stemming from MuST-MT, covering natural gender211

phenomena, including occupation-related exam-212

ples. While it includes truly ambiguous instances,213

the dataset remains limited in scale (694 sentences),214

treats each sentence in isolation, and lacks a struc-215

tured evaluation methodology. A follow-up study216

(Vanmassenhove, 2024) used a subset of gENder-217

IT to assess ChatGPT’s performance, but provided218

only a brief and high-level analysis. Other works219

have explored bias through contrastive sentence220

pairs. Gonen and Webster (2020) for instance, gen-221

erate minimal pairs differing by a single human-222

related noun to expose gender asymmetries in trans-223

lations. In a different approach, Prates et al. (2020)224

examine gender bias in Google Translate using225

simple templates. While their aggregated analysis226

shares similarities with ours, the reliance on tem-227

plated inputs and the focus on a single MT system228

restricts the generalizability of their findings. Our229

work on the other hand, introduces a comprehen-230

sive evaluation framework that goes beyond chal- 231

lenge sets. It covers a broad range of occupations 232

based on ISCO classifications, provides rich con- 233

textual texts rather than isolated sentences, enables 234

structured, multilingual evaluation through inter- 235

pretable, statistics-informed metrics, and evaluates 236

a broad variety of MT systems. 237

3 Detecting Gender Asymmetries 238

Our approach focuses on detecting gender asym- 239

metries in occupational terms between two aligned 240

texts: the source and its translation. By gender 241

asymmetry, we refer to cases where the gender ex- 242

pressed in the translation of an occupational term 243

does not match that of the source. Given a gender- 244

ambiguous input, we feed it to an MT system and 245

analyze the output to determine the gender of any 246

translated occupational terms. This process con- 247

sists of two main steps: (1) detecting occupations 248

in the translation, and (2) identifying their gender. 249

To detect occupations, we use an LLM-based 250

component. In a few-shot setup, the LLM is 251

prompted to extract all explicitly mentioned oc- 252

cupation titles in the text. During development, 253

we identified two main types of hallucinations and 254

designed targeted strategies to mitigate them. The 255

first type occurs when the LLM identifies occu- 256

pations that are not present in the text. For ex- 257

ample, in the sentence: “The supplier complained 258

to the call center,” the LLM incorrectly detected 259

the occupation “Customer Service Representative”, 260

even though it is not explicitly mentioned. To 261

address this, we instructed the LLM to provide 262

both the detected occupation titles and their cor- 263

responding in-text occurrences. We then applied 264

fuzzy string matching to verify whether the de- 265

tected terms appeared in the text. If the similarity 266

fell below a predefined threshold, the term was 267

discarded as a hallucination. The second type of 268

hallucination involves the LLM incorrectly identi- 269

fying non-occupational terms as occupations. This 270

issue was particularly prevalent in cases where no 271

occupations were present in the input text. For in- 272

stance, in “She is a master in her craft.”, the word 273

“Master” was wrongly detected as an occupation. 274

To address this, we modified the prompt to require 275

the LLM to also generate a short description for 276

each detected occupation. This description serves 277

as a verification step to check whether the detected 278

occupation matches any ISCO-08 entry. To do 279

this comparison, we used an embedding-based ap- 280
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proach. We converted both the LLM-generated281

descriptions and the ISCO-08 descriptions into em-282

beddings and applied cosine similarity to find the283

closest match. Following the method from Li and284

Li (2024), we used angle-based embeddings to map285

the descriptions into a common latent space. If the286

similarity score between the LLM’s description287

and any ISCO-08 occupation was below a thresh-288

old, the detected occupation was discarded. This289

step improved both accuracy and consistency by290

ensuring alignment with ISCO-08 occupations. In291

our case, the comparison was limited to a known292

set of candidate occupations from the source text,293

which simplified the task and made thresholding294

more efficient.295

The second step of our approach involves iden-296

tifying the gender of the detected occupations, as-297

signing to them one of the three labels: “Masculine,”298

“Feminine,” or “Not Clear”. This is done using the299

same LLM, within the same session. After detect-300

ing an occupation, the LLM is prompted to assign301

a gender label to each identified occupation.302

This pipeline allows us to detect and measure303

gender asymmetries between source and translated304

texts. These asymmetries are then aggregated using305

the evaluation framework described in Section 4306

to quantify the model’s gender bias. Technical307

implementation details are provided in Appendix A,308

and all prompts are listed in Appendix B.309

4 Evaluation Framework310

In this section, we present an evaluation frame-311

work to study occupational gender bias in Ma-312

chine Translation systems when handling gender-313

ambiguous inputs. Our goal is to quantify gender314

bias by analyzing the distribution of gendered trans-315

lations across these ambiguous cases, revealing pat-316

terns of bias that instance-level evaluations may317

overlook.318

In real-world applications, MT systems typically319

produce a single output, forcing a choice when am-320

biguity is present. In these cases, the system makes321

an implicit assumption, raising the question of how322

this decision should be evaluated. Here, two, some-323

times competing, perspectives emerge: normative324

correctness and predictive accuracy (Deery and325

Bailey, 2022). Normative correctness evaluates326

system behavior against an idealized standard of327

fairness, such as gender parity. Predictive accuracy,328

on the other hand, assesses how well the system329

reflects a reference distribution, such as real-world330

gender statistics for a given occupation. 331

Since our approach aggregates behavior across 332

multiple outputs and we don’t expect consistent be- 333

havior across all occupations, it is essential to group 334

outputs that refer to the same occupation(s). This 335

will allow a more detailed investigation, identifying 336

the model’s associations between specific occupa- 337

tions and gender. However, simple keyword-based 338

clustering is inadequate due to variation in how 339

occupations are expressed, and could lead to frag- 340

mented or inconsistent clusters. Moreover, many 341

occupations are semantically related, while others 342

differ significantly. Analyzing each occupation in 343

isolation limits the ability to draw generalizable 344

conclusions. 345

To address this, we adopt ISCO-08 as our oc- 346

cupation taxonomy. It allows us to cluster, orga- 347

nize, and analyze translations at multiple levels 348

of abstraction, beginning with detailed (4-digit) 349

categories. This enables us to investigate gender 350

bias both at the level of specific occupations and 351

across broader occupational groupings. Beyond 352

clustering, ISCO-08 also captures hierarchical re- 353

lationships among occupations, which we use to 354

structure our analysis and identify patterns of bias 355

that span related roles. Using ISCO-08 ensures 356

consistency and comparability across occupations, 357

supports structured and meaningful generalization, 358

and aligns our framework with international stan- 359

dards. This, in turn, facilitates comparisons with 360

real-world labor statistics and improves the inter- 361

pretability and applicability of our findings. 362

4.1 Metrics 363

To quantify gender bias in MT and compare model 364

outputs against reference distributions, we intro- 365

duce the Gender RAtio ProbabilitiEs (GRAPE). 366

This metric measures how the likelihood of gen- 367

erating masculine or feminine forms for gender- 368

ambiguous terms diverges from a chosen reference 369

distribution. 370

Definition 1 (Gender RAtio ProbabilitiEs 371

(GRAPE)). Let M be a set of source–target 372

text pairs, where each source contains a gender- 373

ambiguous term. Let pm be the observed 374

probability of generating a masculine form in M , 375

and pf = 1 − pm the probability of generating a 376

feminine form. Let pref
m denote the reference proba- 377

bility for the masculine form, and pref
f = 1 − pref

m 378

for the feminine. 379

GRAPE is defined as: 380
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GRAPEref
g (M) =

pg − pref
g

pref
g

, g ∈ {m, f} (1)381

Positive values indicate bias toward the respective382

gender, while negative values against it.383

Intuitively, GRAPE measures the relative differ-384

ence between the model’s output probability for385

a gendered form and the corresponding reference386

probability. For example, GRAPEref
m (M) = 1.0387

implies that the system generates masculine forms388

twice (100%) more often than expected based on389

the reference. These metrics quantify both the di-390

rection and magnitude of gender bias.391

Although MT outputs are not always strictly bi-392

nary in gender, maintaining ambiguity is often im-393

practical in gendered languages due to grammatical394

and morphological constraints. While some sys-395

tems use gender-neutral strategies (e.g., they/them396

in English), such approaches are not yet widespread397

or standardized. In our evaluation (Section 5), gen-398

der ambiguity was preserved in fewer than 15%399

of instances on average. Furthermore, reference400

distributions (e.g., parity or real-world statistics)401

typically lack a neutral category, making it difficult402

to include gender-neutral outputs in our framework.403

We therefore focus on binary gender forms and404

leave the integration of neutrality to future work.405

The choice of reference distribution is central to406

interpreting the metrics, and we adopt two perspec-407

tives:408

• Normative Correctness: Assumes ideal gen-409

der parity by setting pref
m = pref

f = 0.5. This410

baseline reflects an expectation of equal rep-411

resentation. In this case we use ref =parity.412

• Predictive Accuracy: Uses empirical data413

(e.g., labor statistics) to reflect actual gender414

distributions across occupations. This enables415

contextual evaluation grounded in real-world416

demographics. In this case we use ref =real.417

By applying both perspectives, our evaluation418

framework captures different dimensions of fair-419

ness: one based on equality, the other on realistic420

alignment.421

4.2 Benchmarking Dataset422

To enable a comprehensive evaluation of MT423

systems across the full range of occupations in424

the ISCO taxonomy, we created GAMBIT-MT, a425

benchmarking dataset containing English texts with 426

gender-ambiguous occupational terms. Existing 427

datasets(Rudinger et al., 2018; Zhao et al., 2018; 428

Stanovsky et al., 2019) lacked sufficient occupa- 429

tional coverage—particularly in gender-ambiguous 430

contexts—so we opted to generate the dataset us- 431

ing large language models (LLMs), followed by 432

thorough manual review for quality assurance. All 433

generated instances were validated by domain ex- 434

perts instructed to discard any texts that were not 435

fluent, or the occupational terms were not gender- 436

ambiguous. Before generating GAMBIT-MT, we 437

attempted to build a dataset from real-world data 438

by processing over 250,000 random texts from the 439

WMT4 and C45 (Dodge et al., 2021) datasets. How- 440

ever, this approach yielded data for only 43 ISCO 441

unit groups (less than 10% of the 436 total), with 442

limited textual diversity and repetitive patterns that 443

could introduce bias. This made artificial gener- 444

ation the only viable approach for ensuring both 445

full occupational coverage and a variety of textual 446

styles. 447

For the generation, we used Claude 3.5 Sonnet6. 448

Detailed information about the prompts is provided 449

in Appendix B. We collected all occupational ti- 450

tles from each 4-digit ISCO-08 class and generated 451

multiple examples per occupation, varying by text 452

format. GAMBIT-MT consists of 9,805 English 453

samples, averaging 22.5 texts per occupation, dis- 454

tributed evenly across five formats: short stories, 455

brief news reports, short statements, short conver- 456

sations, and short presentations (1,961 samples per 457

format). Detailed statistics on character and word 458

length are provided in Appendix C. The dataset is 459

designed to support gender bias evaluation for any 460

language pair with English as the source language. 461

Adapting the methodology proposed in Section 3 462

to a different target language requires only minimal 463

changes, as the core detection components rely on 464

LLMs, which are available for most languages. 465

4.3 Real World Statistics 466

To calculate the reference distribution in the pre- 467

dictive approach of our metrics, we collected real- 468

world labor statistics. Specifically, we collected the 469

gender-based occupational distributions for France 470

and Greece, since our translation tasks involve En- 471

glish to French and English to Greek, respectively. 472

Although both languages are also spoken in other 473

4https://huggingface.co/datasets/wmt/wmt14
5https://huggingface.co/datasets/allenai/c4
6Model ID: anthropic.claude-3-5-sonnet-20241022-v2:0
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parts of the world, we focused on these countries474

as representative examples to demonstrate how our475

approach can incorporate real-world demographics.476

We analyzed raw microdata drawn from the Eu-477

ropean Union Labour Force Survey (EU-LFS)7.478

This large-scale sample survey provides quarterly479

and annual statistics on labor participation and in-480

activity among individuals aged 15 and older, using481

standardized definitions and the ISCO-08 classifi-482

cation to ensure cross-country comparability. In483

particular, we calculated the gendered occupational484

distributions at the ISCO-08 3-digit level for both485

countries over the period 2011-2023. This allows486

us to benchmark MT systems against real-world oc-487

cupational gender distributions, providing a mean-488

ingful reference point for evaluating gender bias.489

As these statistics follow the ISCO-08 classifica-490

tion, they align directly with our benchmark dataset,491

enabling straightforward mapping between the two.492

5 Experiments and Results493

5.1 Pipeline’s Performance494

To evaluate the performance of the pipeline in-495

troduced in Section 3, we constructed a separate496

validation dataset in French and Greek. Existing497

datasets were either limited to English or covered498

only a narrow range of occupations. Therefore,499

we followed the same construction approach as500

for GAMBIT-MT (see 4.2), ensuring broad occu-501

pational coverage across the ISCO classification502

and textual variety. The datasets included mascu-503

line, feminine, and, where possible, gender-neutral504

forms of occupations, allowing us to assess how505

well the pipeline handles gender-specific and am-506

biguous cases. Each language dataset contains507

29,415 texts, with occupations evenly distributed508

across the ISCO taxonomy. A random sample of509

approximately 20% of the data was manually re-510

viewed, and no issues with the text or labels were511

found. Further details are provided in Appendix D.512

Table 1 presents the pipeline’s performance, re-513

porting accuracy in identifying occupations, detect-514

ing gender, and combining both, using Claude 3.5515

Sonnet. The results show that the pipeline reli-516

ably extracts both occupation and gender informa-517

tion, making it a suitable tool for analyzing gender-518

related behavior in machine translation systems.519

7https://ec.europa.eu/eurostat/web/microdata/
european-union-labour-force-survey

Lang Occ. Acc. Gender Acc. Overall

French 99.93 98.30 98.30
Greek 99.92 99.53 99.47

Table 1: Pipeline accuracy

5.2 Analysis of MT systems 520

We evaluated several widely used MT systems, in- 521

cluding Google Translate, M2M100 (Fan et al., 522

2021), and NLLB (Costa-Jussà et al., 2022) with 523

600 million and 1.2 billion parameters, as well 524

as LLMs like Claude-3.5, and EuroLLM (Martins 525

et al., 2024), prompted to perform translations. Fur- 526

ther details on the models and implementation are 527

provided in Appendix A and the prompts used for 528

the LLM translations in Appendix B. 529

5.2.1 Overall Behavior 530

We first examined the overall behavior of the MT 531

systems, focusing on how biased their outputs are, 532

and how they align with gender parity and real- 533

world occupational distributions. Table 2 presents 534

GRAPE for masculine and feminine translations 535

across systems, using both ideal parity and real- 536

world data as reference points. The results show 537

a clear and consistent trend: MT systems over- 538

whelmingly translate gender-ambiguous texts into 539

masculine forms. This confirms previous findings 540

that MT models often adopt a masculine as de- 541

fault strategy when gender is unclear (Schiebinger, 542

2014; Vanmassenhove et al., 2018; Monti, 2020). 543

Notably, this tendency is not unique to automated 544

systems. It reflects broader patterns in human lan- 545

guage use, where masculine forms are commonly 546

used in situations of gender ambiguity, not only 547

in translation but also in everyday communication 548

(Silveira, 1980; Stahlberg et al., 2011). This is 549

likely reflected in the training data used for MT 550

systems and LLMs, leading to this bias towards 551

masculine forms. 552

A tendency toward extreme gendering is also 553

evident at the level of individual occupations, how- 554

ever not always towards masculine forms. On 555

average, in 374 out of 436 ISCO occupations (4- 556

digit level), the systems assigned one gender in 557

more than 80% of the translated texts, with the 558

percentage being 100% (i.e. GRAPEparity
m = 1 559

or GRAPEparity
f = 1) in 293 of them. Only 560

about 30 occupations showed a more balanced 561

output, with gender assignments falling between 562

30–70% (see Appendix E for per-model break- 563
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MT
ref =parity ref =real

French Greek French Greek
m f m f m f m f

NLLB-600M 0.92 -0.92 0.91 -0.91 0.88 -0.91 0.67 -0.9
NLLB-1.3B 0.66 -0.66 0.58 -0.58 0.63 -0.65 0.38 -0.51
M2M100 0.94 -0.94 0.95 -0.95 0.90 -0.94 0.71 -0.95
EuroLLM-1.7B 0.86 -0.86 0.78 -0.78 0.82 -0.85 0.56 -0.75
GT 0.92 -0.92 0.97 -0.97 0.89 -0.92 0.72 -0.97
Claude 0.87 -0.87 0.92 -0.92 0.83 -0.86 0.67 -0.90

Table 2: GRAPE calculated on the whole GAMBIT-MT dataset for the two genders across the different MT systems
used in the study. Highest absolute values are depicted in bold, while the lowest are underlined.

downs). While this confirms the dominant mas-564

culine bias, as the vast majority of the extreme565

cases were masculine-dominated, it also points to566

a broader issue: models tend to rigidly associate567

specific occupations with specific genders. In most568

cases, variation in format, type, and context of the569

input texts had little effect on the gendered output.570

This may reflect an underlying tendency of cur-571

rent MT systems to reinforce strong associations572

learned during training—especially when the task573

permits or encourages confident, consistent outputs.574

While such determinism can be useful in many set-575

tings, it may also limit the model’s ability to reflect576

ambiguity or diversity.577

5.2.2 Influence of Gender Stereotypes578

Despite the overall masculine skew, this tendency579

is not uniform across all occupations. In fact, all580

models consistently translate a small number of581

occupations predominantly into feminine forms.582

The occupations translated into feminine forms are583

largely consistent across all MT systems and both584

languages. These include stereotypically feminine585

roles such as ‘Midwifery Professionals’ (2222) and586

associate professionals (3222), ‘Nursing Profes-587

sionals’ (2221), and ‘Cleaning and Housekeeping588

Supervisors in Offices, Hotels, and Other Establish-589

ments’ (5151). In contrast, the occupations trans-590

lated into masculine forms include not only stereo-591

typically masculine roles—such as miners (8111),592

house builders (7111), and judges (2612)—but also593

those perceived as gender-neutral, like visual artists594

(2651) and high school teachers (2330).595

This suggests that MT systems tend to trans-596

late stereotypically feminine occupations into fem-597

inine forms, while defaulting to masculine for both598

stereotypically masculine and neutral roles. To599

validate this, we analyzed GRAPEparity
m across600

occupations categorized by gender stereotypes as601

masculine, feminine, and neutral. While real-world602

gender distributions are often used as proxies for603

stereotypes, they are not entirely aligned. Research 604

shows that occupational gender stereotypes may re- 605

flect outdated perceptions rather than current work- 606

force statistics, with notable mismatches in certain 607

roles (Gygax et al., 2016). To assess stereotypi- 608

cal perceptions directly, we used ratings from Shi- 609

nar (1975), who provide stereotype scores (1 to 610

7) for 129 occupations. Appendix F details how 611

we processed this data to group occupations by 612

perceived gender. Using these groupings, we cal- 613

culated GRAPEparity
m for all models in both lan- 614

guages. The results, shown in Table 3, confirm 615

our observations: all systems predominantly use 616

masculine forms for stereotypically masculine and 617

neutral occupations, while showing more balanced 618

or feminine-leaning translations for stereotypically 619

feminine occupations. 620

5.2.3 Divergence from the Real World 621

Our findings show that MT systems do not sim- 622

ply reflect real-world gender imbalances—they of- 623

ten amplify or even distort them. While gender 624

gaps in certain occupations still exist, the models 625

tend to exaggerate these differences or, in some 626

cases, completely reverse them. For instance, most 627

systems translated texts related to ‘Administrative 628

and Specialised Secretaries’ (ISCO code 334) pre- 629

dominantly into masculine forms in French—over 630

80% of the time—despite the fact that in 2023, 631

more than 90% of people in this occupation in 632

France were women. Additionally, as shown in Ta- 633

ble 1 most systems produce masculine forms nearly 634

twice as often as what real-world statistics suggest. 635

While true gender equality in the labor market 636

is still far from reality, recent data shows clear 637

progress in reducing gender segregation across oc- 638

cupations. Women today participate in a much 639

broader range of professions than in the past, and 640

the overall numbers of employed men and women 641

are approaching balance in many countries. How- 642

ever, the behavior of MT systems does not reflect 643
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MT masculine neutral feminine
French Greek French Greek French Greek

NLLB-600M 0.96 0.94 0.94 0.94 0.07 0.14
NLLB-1.3B 0.79 0.75 0.67 0.72 -0.19 0.14
M2M100 0.95 0.97 0.97 0.95 0.42 0.34
EuroLLM 0.95 0.92 0.87 0.78 -0.09 -0.22
GT 0.96 0.99 0.95 0.99 0.09 0.46
Claude 0.95 0.97 0.86 0.95 -0.23 -0.04

Table 3: GRAPEparity
m for stereotypically masculine, neutral, and feminine occupations.

this progress. Instead, their outputs often resem-644

ble labor patterns from decades ago, when women645

were largely confined to a limited set of roles such646

as nurses, or cleaners. This means that even if the647

models themselves are not getting worse, they di-648

verge more and more over time from the real world649

because society moves forward, while the systems650

remain stuck in outdated patterns. As a result, the651

gap between model outputs and present-day labor652

realities slowly grows.653

To better understand what shapes model behav-654

ior, we compared how closely the model outputs655

align with gender stereotypes versus real-world656

labor statistics (see Appendix G). We found that657

the correlation with stereotypical perceptions is658

slightly—but consistently—higher than with actual659

employment data. Stereotypes often reflect out-660

dated or oversimplified views of gender roles, and661

their influence on model behavior points to deeper662

biases in the underlying datasets. As widely ac-663

knowledged in the literature (Bender et al., 2021;664

Leavy et al., 2020), training data frequently un-665

derrepresents female, minority, and non-Western666

perspectives, while favoring sources that reinforce667

dominant norms. These imbalances in representa-668

tion—and in how information is structured—can669

amplify stereotypical associations. Importantly,670

even if training data were to perfectly mirror671

present-day labor statistics, models might still form672

overly rigid associations, such as consistently link-673

ing certain jobs with one gender. This highlights674

that data alone is insufficient to prevent biased be-675

havior; model architecture, training objectives, and676

design decisions also play a crucial role.677

5.2.4 Bias Alignment678

To examine whether gender biases in MT systems679

are shared across languages, we computed the cor-680

relation of gendered translation distributions be-681

tween the two target languages for each model.682

Most models showed strong cross-lingual correla-683

tions (mean r = 0.757 ± 0.140), indicating that684

their gender biases are largely consistent across lan- 685

guages. This may suggest that many systems may 686

rely on a shared internal representation that trans- 687

fers similar gender preferences across languages, 688

or simply that language and people share common 689

gender biases across languages. NLLB-1.3B exhib- 690

ited a notably lower correlation (r = 0.478), which 691

aligns with its overall lower bias and reduced prefer- 692

ence for masculine defaults as indicated in Table 1. 693

This may indicate a more language-specific ap- 694

proach to gender, rather than a shared cross-lingual 695

bias. Additionally, NLLB-1.3B showed consis- 696

tently lower alignment with other models across 697

individual languages, while the remaining models 698

were more similar to each other. Full correlation 699

scores are provided in Appendix H. 700

6 Conclusions 701

In this work, we explored the evaluation of MT 702

systems when translating gender-ambiguous occu- 703

pational terms. We introduced a pipeline to detect 704

gender asymmetries as an indicator of potential 705

gender bias and proposed a probability-based met- 706

ric to quantify this bias against reference distribu- 707

tions. This approach allows for evaluation against 708

normative standards, such as equal gender represen- 709

tation, as well as real-world distributions. Addition- 710

ally, we provided a comprehensive benchmarking 711

dataset containing nearly 10,000 English texts with 712

gender-ambiguous occupational terms, covering 713

the entire ISCO-08 spectrum of occupations. Us- 714

ing this framework, we evaluated 6 widely used MT 715

systems with diverse characteristics, demonstrating 716

the valuable insights our approach can provide. 717

Future work will focus on adapting the method- 718

ology to un-annotated texts, enabling gender bias 719

evaluation of MT datasets and expanding the anal- 720

ysis to more languages. Furthermore, we aim to ex- 721

pand our framework to be able to evaluate gender- 722

neutral translations as well, aligning with current 723

efforts in the field to promote inclusivity and re- 724

sponsible language generation. 725
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Limitations726

A limitation of our work is the use of AI systems727

that may themselves be biased to detect gender bi-728

ases in MT. However, we employ these systems for729

more narrowly defined tasks—namely, occupation730

detection and gender attribution—that are compar-731

atively simpler and less ambiguous than the overall732

MT task being evaluated. This focused applica-733

tion reduces the likelihood of the models’ inherent734

biases significantly impacting our results, as also735

evidenced by our method’s near-perfect accuracy736

in occupation and gender detection. Additionally,737

it is worth noting that many state-of-the-art MT738

evaluation metrics, such as COMET (Rei et al.,739

2020), are themselves based on large language mod-740

els, which further supports the suitability of LLMs741

for evaluating translation quality and related prop-742

erties. This alignment with established practices743

underscores the reliability of using LLMs in our744

evaluation framework.745

Furthermore, a limitation of our work is the746

use of an artificially created dataset, which, while747

properly curated and manually inspected, may still748

carry some inherent constraints. We acknowledge749

that relying on such a dataset could introduce bi-750

ases or limitations in terms of its representation751

of real-world data. However, this was the only752

viable option, as no existing dataset with the neces-753

sary characteristics for our study—specifically one754

that includes gender-ambiguous occupational terms755

across a wide range of occupations—was available.756

Despite this, the careful curation and expert review757

of the dataset aimed to minimize potential issues758

and ensure its reliability for the purpose of our759

analysis.760

Another limitation is our treatment of gender761

as a binary feature, despite the growing recogni-762

tion of gender as a spectrum as well as technical763

approaches to gender-neutral translations. From764

a grammatical perspective, our classification into765

masculine, feminine, and “not clear” partially ad-766

dresses this complexity to some extent. However,767

this binary approach remains an oversimplification768

that fails to capture the full diversity of gender iden-769

tities, which could be potentially harmful. Nonethe-770

less, real-world statistics are predominantly pub-771

lished using a binary gender framework, making it772

challenging to analyze this issue in a more nuanced773

way.774

Lastly, as societal roles evolve, so do occupa-775

tions. Emerging professions, such as content cre-776

ator or prompt engineer, may not be adequately 777

represented in the ISCO-08 classification and thus 778

are not fully captured in our analysis. In future 779

work, we aim to incorporate these “emerging occu- 780

pations”, as discussed in the literature, to provide 781

a more comprehensive evaluation of gender biases 782

across the occupational spectrum. 783

Ethical Considerations 784

In conducting this work, we acknowledge the eth- 785

ical responsibility of ensuring our methods accu- 786

rately detect gender bias to avoid unintentionally 787

contributing to “fairwashing”—the portrayal of bi- 788

ased models as fair. To address this, we intention- 789

ally simplified our approach and metrics to main- 790

tain transparency in our methodology. This design 791

choice ensures that, even if certain components of 792

our pipeline do not perform as expected, the ra- 793

tionale behind each step remains clear, facilitating 794

easy investigation of any irregularities that could 795

compromise the integrity of our approach. Fur- 796

thermore, we evaluated our method across a broad 797

range of occupations, recognizing the importance 798

of capturing diverse contexts to provide a more 799

comprehensive and ethically sound analysis of gen- 800

der bias in machine translation systems. 801
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Agnew, Gabriel Ilharco, Dirk Groeneveld, Margaret868
Mitchell, and Matt Gardner. 2021. Documenting869
large webtext corpora: A case study on the colos-870
sal clean crawled corpus. In Proceedings of the871
2021 Conference on Empirical Methods in Natural872
Language Processing, pages 1286–1305, Online and873
Punta Cana, Dominican Republic. Association for874
Computational Linguistics.875

Joel Escudé Font and Marta R. Costa-jussà. 2019.876
Equalizing gender bias in neural machine translation877
with word embeddings techniques. In Proceedings of878
the First Workshop on Gender Bias in Natural Lan-879
guage Processing, pages 147–154, Florence, Italy.880
Association for Computational Linguistics.881

European Commission. 2020. Gender882
equality strategy 2020-2025. https://883
commission.europa.eu/strategy-and-policy/884

policies/justice-and-fundamental-rights/ 885
gender-equality/gender-equality-strategy_ 886
en. Accessed: 2025-05-08. 887

Angela Fan, Shruti Bhosale, Holger Schwenk, Zhiyi 888
Ma, Ahmed El-Kishky, Siddharth Goyal, Man- 889
deep Baines, Onur Celebi, Guillaume Wenzek, 890
Vishrav Chaudhary, Naman Goyal, Tom Birch, Vi- 891
taliy Liptchinsky, Sergey Edunov, Edouard Grave, 892
Michael Auli, and Armand Joulin. 2021. Beyond 893
english-centric multilingual machine translation. J. 894
Mach. Learn. Res., 22(1). 895

Anna Farkas and Renáta Németh. 2022. How to 896
measure gender bias in machine translation: Real- 897
world oriented machine translators, multiple refer- 898
ence points. Social Sciences & Humanities Open, 899
5(1):100239. 900

Sarthak Garg, Mozhdeh Gheini, Clara Emmanuel, Ta- 901
tiana Likhomanenko, Qin Gao, and Matthias Paulik. 902
2024. Generating gender alternatives in machine 903
translation. arXiv preprint arXiv:2407.20438. 904

Sourojit Ghosh and Aylin Caliskan. 2023. Chatgpt per- 905
petuates gender bias in machine translation and ig- 906
nores non-gendered pronouns: Findings across ben- 907
gali and five other low-resource languages. In Pro- 908
ceedings of the 2023 AAAI/ACM Conference on AI, 909
Ethics, and Society, pages 901–912. 910

Hila Gonen and Kellie Webster. 2020. Automatically 911
identifying gender issues in machine translation us- 912
ing perturbations. In Findings of the Association 913
for Computational Linguistics: EMNLP 2020, pages 914
1991–1995, Online. Association for Computational 915
Linguistics. 916

Atmika Gorti, Aman Chadha, and Manas Gaur. 2024. 917
Unboxing occupational bias: Debiasing llms with us 918
labor data. In Proceedings of the AAAI Symposium 919
Series, volume 4, pages 48–55. 920

Pascal M Gygax, Alan Garnham, and Sam Doehren. 921
2016. What do true gender ratios and stereotype 922
norms really tell us? Frontiers in psychology, 923
7:1036. 924

Aida Kostikova, Joke Daems, and Todor Lazarov. 2023. 925
How adaptive is adaptive machine translation, really? 926
a gender-neutral language use case. In Proceedings 927
of the First Workshop on Gender-Inclusive Transla- 928
tion Technologies, pages 95–97, Tampere, Finland. 929
European Association for Machine Translation. 930

Hadas Kotek, Rikker Dockum, and David Sun. 2023. 931
Gender bias and stereotypes in large language models. 932
In Proceedings of the ACM collective intelligence 933
conference, pages 12–24. 934

Manuel Lardelli, Giuseppe Attanasio, and Anne 935
Lauscher. 2024. Building bridges: A dataset for eval- 936
uating gender-fair machine translation into German. 937
In Findings of the Association for Computational 938
Linguistics: ACL 2024, pages 7542–7550, Bangkok, 939
Thailand. Association for Computational Linguistics. 940

10

https://doi.org/10.18653/v1/W19-3824
https://doi.org/10.18653/v1/W19-3824
https://doi.org/10.18653/v1/W19-3824
https://aclanthology.org/2020.gebnlp-1.3/
https://aclanthology.org/2020.gebnlp-1.3/
https://aclanthology.org/2020.gebnlp-1.3/
https://aclanthology.org/2020.gebnlp-1.3/
https://aclanthology.org/2020.gebnlp-1.3/
https://doi.org/10.18653/v1/2022.emnlp-main.288
https://doi.org/10.18653/v1/2022.emnlp-main.288
https://doi.org/10.18653/v1/2022.emnlp-main.288
https://doi.org/10.18653/v1/2022.emnlp-main.288
https://doi.org/10.18653/v1/2022.emnlp-main.288
https://doi.org/10.18653/v1/2021.emnlp-main.98
https://doi.org/10.18653/v1/2021.emnlp-main.98
https://doi.org/10.18653/v1/2021.emnlp-main.98
https://doi.org/10.18653/v1/2021.emnlp-main.98
https://doi.org/10.18653/v1/2021.emnlp-main.98
https://doi.org/10.18653/v1/W19-3821
https://doi.org/10.18653/v1/W19-3821
https://doi.org/10.18653/v1/W19-3821
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://commission.europa.eu/strategy-and-policy/policies/justice-and-fundamental-rights/gender-equality/gender-equality-strategy_en
https://doi.org/10.18653/v1/2020.findings-emnlp.180
https://doi.org/10.18653/v1/2020.findings-emnlp.180
https://doi.org/10.18653/v1/2020.findings-emnlp.180
https://doi.org/10.18653/v1/2020.findings-emnlp.180
https://doi.org/10.18653/v1/2020.findings-emnlp.180
https://aclanthology.org/2023.gitt-1.9/
https://aclanthology.org/2023.gitt-1.9/
https://aclanthology.org/2023.gitt-1.9/
https://doi.org/10.18653/v1/2024.findings-acl.448
https://doi.org/10.18653/v1/2024.findings-acl.448
https://doi.org/10.18653/v1/2024.findings-acl.448


Manuel Lardelli and Dagmar Gromann. 2023. Gender-941
fair post-editing: A case study beyond the binary. In942
Proceedings of the 24th Annual Conference of the Eu-943
ropean Association for Machine Translation, pages944
251–260, Tampere, Finland. European Association945
for Machine Translation.946

Susan Leavy, Gerardine Meaney, Karen Wade, and947
Derek Greene. 2020. Mitigating gender bias in ma-948
chine learning data sets. In Bias and Social Aspects949
in Search and Recommendation: First International950
Workshop, BIAS 2020, Lisbon, Portugal, April 14,951
Proceedings 1, pages 12–26. Springer.952

Tao Li, Daniel Khashabi, Tushar Khot, Ashish Sab-953
harwal, and Vivek Srikumar. 2020. UNQOVERing954
stereotyping biases via underspecified questions. In955
Findings of the Association for Computational Lin-956
guistics: EMNLP 2020, pages 3475–3489, Online.957
Association for Computational Linguistics.958

Xianming Li and Jing Li. 2024. AoE: Angle-optimized959
embeddings for semantic textual similarity. In Pro-960
ceedings of the 62nd Annual Meeting of the Associa-961
tion for Computational Linguistics (Volume 1: Long962
Papers), pages 1825–1839, Bangkok, Thailand. As-963
sociation for Computational Linguistics.964

Chin-Yew Lin. 2004. Rouge: A package for automatic965
evaluation of summaries. In Text summarization966
branches out, pages 74–81.967

Kaiji Lu, Piotr Mardziel, Fangjing Wu, Preetam Aman-968
charla, and Anupam Datta. 2020. Gender bias in969
neural natural language processing. Logic, language,970
and security: essays dedicated to Andre Scedrov on971
the occasion of his 65th birthday, pages 189–202.972

Pedro Henrique Martins, Patrick Fernandes, João Alves,973
Nuno M Guerreiro, Ricardo Rei, Duarte M Alves,974
José Pombal, Amin Farajian, Manuel Faysse, Ma-975
teusz Klimaszewski, et al. 2024. Eurollm: Multilin-976
gual language models for europe. In Proceedings of977
the Ninth Conference on Machine Translation, pages978
1393–1409. Association for Computational Linguis-979
tics.980

Orfeas Menis Mastromichalakis, Giorgos Filandrianos,981
Eva Tsouparopoulou, Dimitris Parsanoglou, Maria982
Symeonaki, and Giorgos Stamou. 2024. Gost-983
mt: A knowledge graph for occupation-related gen-984
der biases in machine translation. arXiv preprint985
arXiv:2409.10989.986

Johanna Monti. 2020. Gender issues in machine trans-987
lation: An unsolved problem? In The Routledge988
handbook of translation, feminism and gender, pages989
457–468. Routledge.990

Angela Balducci Paolucci, Manuel Lardelli, and Dag-991
mar Gromann. 2023. Gender-fair language in transla-992
tion: A case study. In Proceedings of the First Work-993
shop on Gender-Inclusive Translation Technologies,994
pages 13–23, Tampere, Finland. European Associa-995
tion for Machine Translation.996

Kishore Papineni, Salim Roukos, Todd Ward, and Wei- 997
Jing Zhu. 2002. Bleu: a method for automatic evalu- 998
ation of machine translation. In Proceedings of the 999
40th annual meeting of the Association for Computa- 1000
tional Linguistics, pages 311–318. 1001

Alicia Parrish, Angelica Chen, Nikita Nangia, 1002
Vishakh Padmakumar, Jason Phang, Jana Thompson, 1003
Phu Mon Htut, and Samuel Bowman. 2022. BBQ: 1004
A hand-built bias benchmark for question answering. 1005
In Findings of the Association for Computational 1006
Linguistics: ACL 2022, pages 2086–2105, Dublin, 1007
Ireland. Association for Computational Linguistics. 1008

Silvia Alma Piazzolla, Beatrice Savoldi, and Luisa 1009
Bentivogli. 2023. Good, but not always fair: 1010
An evaluation of gender bias for three commer- 1011
cial machine translation systems. arXiv preprint 1012
arXiv:2306.05882. 1013

Andrea Piergentili, Dennis Fucci, Beatrice Savoldi, 1014
Luisa Bentivogli, and Matteo Negri. 2023a. Gen- 1015
der neutralization for an inclusive machine trans- 1016
lation: from theoretical foundations to open chal- 1017
lenges. In Proceedings of the First Workshop on 1018
Gender-Inclusive Translation Technologies, pages 1019
71–83, Tampere, Finland. European Association for 1020
Machine Translation. 1021

Andrea Piergentili, Beatrice Savoldi, Dennis Fucci, Mat- 1022
teo Negri, and Luisa Bentivogli. 2023b. Hi guys or hi 1023
folks? benchmarking gender-neutral machine trans- 1024
lation with the GeNTE corpus. In Proceedings of the 1025
2023 Conference on Empirical Methods in Natural 1026
Language Processing, pages 14124–14140, Singa- 1027
pore. Association for Computational Linguistics. 1028

Marcelo OR Prates, Pedro H Avelar, and Luís C Lamb. 1029
2020. Assessing gender bias in machine translation: 1030
a case study with google translate. Neural Computing 1031
and Applications, 32:6363–6381. 1032

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon 1033
Lavie. 2020. COMET: A neural framework for MT 1034
evaluation. In Proceedings of the 2020 Conference 1035
on Empirical Methods in Natural Language Process- 1036
ing (EMNLP), pages 2685–2702, Online. Association 1037
for Computational Linguistics. 1038

Argentina Anna Rescigno, Eva Vanmassenhove, Jo- 1039
hanna Monti, Andy Way, et al. 2020. A case study of 1040
natural gender phenomena in translation-a compar- 1041
ison of google translate, bing microsoft translator 1042
and deepl for english to italian, french and span- 1043
ish. In CEUR Workshop Proceedings, pages 359– 1044
364. AILC-Associazione Italiana di Linguistica Com- 1045
putazionale. 1046

Rachel Rudinger, Jason Naradowsky, Brian Leonard, 1047
and Benjamin Van Durme. 2018. Gender bias in 1048
coreference resolution. In Proceedings of the 2018 1049
Conference of the North American Chapter of the 1050
Association for Computational Linguistics: Human 1051
Language Technologies, Volume 2 (Short Papers), 1052
pages 8–14, New Orleans, Louisiana. Association for 1053
Computational Linguistics. 1054

11

https://aclanthology.org/2023.eamt-1.24/
https://aclanthology.org/2023.eamt-1.24/
https://aclanthology.org/2023.eamt-1.24/
https://doi.org/10.18653/v1/2020.findings-emnlp.311
https://doi.org/10.18653/v1/2020.findings-emnlp.311
https://doi.org/10.18653/v1/2020.findings-emnlp.311
https://doi.org/10.18653/v1/2024.acl-long.101
https://doi.org/10.18653/v1/2024.acl-long.101
https://doi.org/10.18653/v1/2024.acl-long.101
https://aclanthology.org/2023.gitt-1.2/
https://aclanthology.org/2023.gitt-1.2/
https://aclanthology.org/2023.gitt-1.2/
https://doi.org/10.18653/v1/2022.findings-acl.165
https://doi.org/10.18653/v1/2022.findings-acl.165
https://doi.org/10.18653/v1/2022.findings-acl.165
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://doi.org/10.18653/v1/2023.emnlp-main.873
https://doi.org/10.18653/v1/2023.emnlp-main.873
https://doi.org/10.18653/v1/2023.emnlp-main.873
https://doi.org/10.18653/v1/2023.emnlp-main.873
https://doi.org/10.18653/v1/2023.emnlp-main.873
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/N18-2002
https://doi.org/10.18653/v1/N18-2002
https://doi.org/10.18653/v1/N18-2002


Danielle Saunders and Bill Byrne. 2020. Reducing gen-1055
der bias in neural machine translation as a domain1056
adaptation problem. In Proceedings of the 58th An-1057
nual Meeting of the Association for Computational1058
Linguistics, pages 7724–7736, Online. Association1059
for Computational Linguistics.1060

Beatrice Savoldi, Marco Gaido, Luisa Bentivogli, Mat-1061
teo Negri, and Marco Turchi. 2021. Gender bias in1062
machine translation. Transactions of the Association1063
for Computational Linguistics, 9:845–874.1064

Beatrice Savoldi, Sara Papi, Matteo Negri, Ana Guer-1065
berof, and Luisa Bentivogli. 2024. What the harm?1066
quantifying the tangible impact of gender bias in ma-1067
chine translation with a human-centered study. arXiv1068
preprint arXiv:2410.00545.1069

Londa Schiebinger. 2014. Scientific research must take1070
gender into account. Nature, 507(7490):9–9.1071

Eva H Shinar. 1975. Sexual stereotypes of occupations.1072
Journal of vocational behavior, 7(1):99–111.1073

Jeanette Silveira. 1980. Generic masculine words and1074
thinking. Women’s Studies International Quarterly,1075
3(2-3):165–178.1076

Dagmar Stahlberg, Friederike Braun, Lisa Irmen, and1077
Sabine Sczesny. 2011. Representation of the sexes in1078
language. In Social communication, pages 163–187.1079
Psychology Press.1080

Gabriel Stanovsky, Noah A. Smith, and Luke Zettle-1081
moyer. 2019. Evaluating gender bias in machine1082
translation. In Proceedings of the 57th Annual Meet-1083
ing of the Association for Computational Linguistics,1084
pages 1679–1684, Florence, Italy. Association for1085
Computational Linguistics.1086

Tony Sun, Andrew Gaut, Shirlyn Tang, Yuxin Huang,1087
Mai ElSherief, Jieyu Zhao, Diba Mirza, Elizabeth1088
Belding, Kai-Wei Chang, and William Yang Wang.1089
2019. Mitigating gender bias in natural language1090
processing: Literature review. In Proceedings of the1091
57th Annual Meeting of the Association for Computa-1092
tional Linguistics, pages 1630–1640, Florence, Italy.1093
Association for Computational Linguistics.1094

Yarden Tal, Inbal Magar, and Roy Schwartz. 2022.1095
Fewer errors, but more stereotypes? the effect of1096
model size on gender bias. In Proceedings of the 4th1097
Workshop on Gender Bias in Natural Language Pro-1098
cessing (GeBNLP), pages 112–120, Seattle, Wash-1099
ington. Association for Computational Linguistics.1100

Eva Vanmassenhove. 2024. Gender bias in machine1101
translation and the era of large language models. Gen-1102
dered Technology in Translation and Interpreting:1103
Centering Rights in the Development of Language1104
Technology, page 225.1105

Eva Vanmassenhove, Christian Hardmeier, and Andy1106
Way. 2018. Getting gender right in neural machine1107
translation. In Proceedings of the 2018 Conference1108

on Empirical Methods in Natural Language Process- 1109
ing, pages 3003–3008, Brussels, Belgium. Associa- 1110
tion for Computational Linguistics. 1111

Eva Vanmassenhove and Johanna Monti. 2021. gENder- 1112
IT: An annotated English-Italian parallel challenge 1113
set for cross-linguistic natural gender phenomena. In 1114
Proceedings of the 3rd Workshop on Gender Bias 1115
in Natural Language Processing, pages 1–7, Online. 1116
Association for Computational Linguistics. 1117

Emmanouil Zaranis, Giuseppe Attanasio, Sweta 1118
Agrawal, and André FT Martins. 2024. Watching 1119
the watchers: Exposing gender disparities in ma- 1120
chine translation quality estimation. arXiv preprint 1121
arXiv:2410.10995. 1122

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or- 1123
donez, and Kai-Wei Chang. 2018. Gender bias in 1124
coreference resolution: Evaluation and debiasing 1125
methods. In Proceedings of the 2018 Conference 1126
of the North American Chapter of the Association for 1127
Computational Linguistics: Human Language Tech- 1128
nologies, Volume 2 (Short Papers), pages 15–20, New 1129
Orleans, Louisiana. Association for Computational 1130
Linguistics. 1131

A Implementation details 1132

For the generation of the pipeline validation dataset, 1133

the benchmarking dataset and the pipeline for ex- 1134

tracting occupations along with their genders, we 1135

utilized Claude-Sonnet-3.5 v28. The MT systems 1136

evaluated in this work are presented in Table 4. 1137

B Prompts 1138

The prompt used for the generation of the bench- 1139

marking dataset is presented below. 1140

Generation prompt

Generate a <category> that explicitly mentions the
occupation ’<occupation title>’ in its correct context.
Keep it concise. Ensure that no other occupations
are mentioned in the text. Ensure the occupation is
referred to in a <gender> way, using pronouns, direct
mentions, or other linguistic cues.

1141

The category refers to one of the text types, 1142

namely short stories, brief news reports, short state- 1143

ments, short conversations, and short presentations. 1144

The gender is one of the following: masculine, 1145

feminine, or non-specific. Lastly, an example of 1146

an occupation is “City Councillor.” For text gener- 1147

ation in different languages, the phrase “The text 1148

should be in <language>.” is appended at the end, 1149

where <language> is either “Greek” or “French.” 1150

8https://openrouter.ai/anthropic/claude-2
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MT name URL

NLLB 600M https://huggingface.co/facebook/nllb-200-distilled-600M
NLLB 1.3B https://huggingface.co/facebook/nllb-200-1.3B
M2M100 https://huggingface.co/facebook/m2m100_418M
EuroLLM https://huggingface.co/utter-project/EuroLLM-1.7B
GT https://pypi.org/project/googletrans/
Claude https://openrouter.ai/anthropic/claude-2

Table 4: Machine translation (MT) models used, along with their corresponding hyperlinks.

For the extraction of the occupation and gen-1151

der identification, two separate messages were pro-1152

vided in the same chat. The first message identi-1153

fies the occupation and provides a description that1154

can be used for matching with ISCO’s description,1155

while the second message is for gender identifica-1156

tion. These messages are presented below.1157

Message 1

In the following text, identify the occupation titles
that are explicitly stated and provide the occupation
title along with a brief definition in the following
format:

Occupation title: [Occupation title exactly as
it is referred to in the text]
Definition: [Definition]
If no occupation is identified, please respond with:
"No occupation found."

Here is an example:

Text:
He is a butcher and he is a lawyer.
Occupation title: Butcher
Definition: <definition>
Occupation title: Lawyer
Definition: <definition>

Text:
<text>

1158

Message 2

Please now provide the gender of each identified
occupation.
Select from one of the following options:

Masculine if you identified in the text that the
occupation refers to a masculine gender.
Feminine if you identified that the occupation refers
to a feminine gender.
Not clear if, based on the text, you cannot determine
the gender of the occupation.
You must be certain before providing the gender
of the occupation and have a clear indication of its
gender.

You must answer using only one of the three
options and nothing else.

For example:

Text: He is a butcher, and he is a lawyer.
Answer:
Butcher: Masculine
Lawyer: Masculine

Text: <text>
Answer:

1159

For the use of LLMs as translation systems, the 1160

prompts used for Claude 3.5 are the following: 1161

Translation Prompt

Translate the following text from English to {tar-
get_lang}. Provide only the translated text, without
any additional context.
Text:
{source_text}

1162

where target_lang refers to the target language, 1163

either Greek or French. 1164

For EuroLLM, we follow the template proposed 1165

in the official repository 9. 1166

C GAMBIT-MT 1167

Table 510 indicates the average character and word 1168

length of each type of text contained in GAMBIT- 1169

9https://huggingface.co/utter-project/
EuroLLM-1.7B

10Tokenization was conducted using https://www.nltk.
org/api/nltk.tokenize.word_tokenize.html
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Category Avg(|Char|) Avg(|Words|)

Short story 613.84 ± 78.97 108.13 ± 14.42
Brief news report 537.87 ± 90.35 85.66 ± 14.74
Short statement 132.42 ± 24.96 20.57 ± 3.76
Short conversation 326.2 ± 61.62 70.76 ± 12.16
Short presentation 744.93 ± 143.85 118.43 ± 20.78

Table 5: Average character and word length of samples
per category.

Category Avg(|Char|) Avg(|Words|)

Short story 675.15 ± 71.82 113.44 ± 11.99
Brief news report 546.38 ± 72.48 88.89 ± 11.78
Short statement 147.22 ± 34.42 23.21 ± 5.35
Short conversation 375.7 ± 61.29 73.75 ± 10.79
Short presentation 749.73 ± 110.58 118.92 ± 15.93

Table 6: Average character and word length of samples
per category for the French dataset.

MT.1170

D Pipeline Validation Dataset1171

The character and word length statistics for the1172

pipeline validation datasets are shown in Table 61173

and Table 7 for French and Greek, respectively.1174

In the constructed dataset, each instance com-1175

prises not only the textual content but also a set1176

of associated metadata, including the ISCO code1177

for the relevant occupation, its corresponding title1178

and description (sourced from the official ISCO1179

database), and the gender referenced within the1180

text. This annotation enables a systematic evalu-1181

ation of the pipeline’s performance by comparing1182

the ground truth occupation and gender with the1183

occupation and the gender predicted by the model.1184

E Per-model Analysis of Extreme Gender1185

Assignments1186

Table 8 presents the number of ISCO occupations1187

(4-digit level) for which each MT system exhibits1188

either extreme or balanced gender assignments in1189

Greek and French. We define extreme gendering1190

as cases where one gender is used in more than1191

Category Avg(|Char|) Avg(|Words|)

Short story 522.56 ± 64.49 88.08 ± 11.2
Brief news report 457.93 ± 49.24 70.89 ± 8.03
Short statement 127.44 ± 28.57 19.41 ± 4.21
Short conversation 341.29 ± 67.84 66.06 ± 13.57
Short presentation 578.84 ± 94.13 87.51 ± 12.82

Table 7: Average character and word length of samples
per category for the Greek dataset.

80% of the translations (i.e., GRAPEparity
m > 0.6 1192

or GRAPEparity
f > 0.6), and balanced outputs 1193

as those where gender assignments fall within the 1194

30%–70% range. Most systems overwhelmingly 1195

favor one gender per occupation, with more than 1196

90% of ISCOs falling in the extreme category for 1197

several models. Google Translate and M2M100, 1198

for example, produce extreme gendering in over 1199

420 occupations in Greek. By contrast, the large 1200

NLLB model (1.3B) shows the most balanced out- 1201

puts, with over 90 occupations falling within the 1202

moderate range for both Greek and French. 1203

F Stereotypes 1204

To quantify the gender stereotyping of occupations, 1205

we used ratings from Shinar (1975), which pro- 1206

vide perceived gender associations for 129 occu- 1207

pations on a 1–7 scale (1 = most masculine, 7 = 1208

most feminine). Each occupation was manually 1209

mapped to its closest corresponding 4-digit ISCO 1210

category. When multiple occupations mapped to 1211

the same ISCO code, we assigned the average of 1212

their ratings to that category. If the mapped oc- 1213

cupations exhibited substantial variability (i.e., a 1214

rating variance ≥ 1.5), the corresponding ISCO 1215

code was excluded to ensure consistency. This pro- 1216

cess yielded 97 unique 4-digit ISCO codes, each 1217

associated with a representative rating indicating 1218

the degree of gender stereotyping. 1219

We created the stereotypically masculine, fem- 1220

inine, and neutral groups for our study by group- 1221

ing occupations with stereotyping rating below 2.5, 1222

above 5.5, and between 3 and 5 respectively. 1223

G Stereotypical vs. Real-World 1224

Correlations 1225

To better understand the factors influencing model 1226

behavior, we examined how closely model outputs 1227

align with gender stereotypes and real-world labor 1228

statistics. Specifically, we computed the correlation 1229

between the GRAPEparity
f indicating the model’s 1230

predicted gender distribution and (i) the stereotype 1231

ratings described in Appendix F, and (ii) actual 1232

labor market data (female ratio). As real-world 1233

statistics are available at the 3-digit ISCO level, 1234

we aggregated both model outputs and stereotype 1235

ratings accordingly to ensure a fair comparison. 1236

For the stereotype ratings, we grouped the 4-digit 1237

ISCO codes by their first three digits and calculated 1238

the average rating for each group. To maintain 1239

consistency, we excluded any groups where the 1240

14



MT French Greek
Extreme Moderate Extreme Moderate

NLLB-600M 411 15 413 10
NLLB-1.3B 286 91 285 93
M2M100-418M 417 7 424 5
EuroLLM-1.7B 381 30 334 47
GT 321 6 427 5
Claude 387 27 397 23

Table 8: Number of ISCO occupations showing extreme (<20% or >80%) or balanced (30–70%) gender assignments
across translation outputs, separated by language.

MT Real Stereotype
French Greek French Greek

NLLB-600M 0.47 0.47 0.5 0.5
NLLB-1.3B 0.41 0.21 0.41 0.34

M2M100 0.31 0.33 0.34 0.4
EuroLLM 0.65 0.64 0.7 0.74

GT 0.36 0.29 0.42 0.39
Claude 0.63 0.56 0.69 0.64

Table 9: Correlations between model outputs, real data
distributions, and stereotype ratings.

variance among constituent 4-digit occupations was1241

≥ 1.5. This resulted in 59 unique 3-digit ISCO1242

groups with representative stereotype ratings. We1243

also filtered the real-world data to retain only those1244

3-digit ISCO groups that appeared in the stereotype1245

set. The detailed correlation results are presented1246

in Table 9. As we can see, across all models and1247

both languages, the correlation with stereotypical1248

ratings is consistently higher than with real-world1249

labor statistics, suggesting a stronger alignment1250

of model behavior with societal stereotypes than1251

actual workforce distributions.1252

H Cross-lingual and Intra-lingual1253

Correlations1254

To examine the consistency of gender biases across1255

target languages, we calculated the Pearson corre-1256

lation coefficient between the gender distributions1257

produced for the two target languages (French and1258

Greek) for each translation model. The resulting1259

scores reflect how similarly each model assigns1260

gendered translations across the two languages.1261

As shown in Table 10, most models exhibit1262

strong cross-lingual correlations in their gendered1263

translation patterns, with coefficients exceeding1264

0.70, suggesting largely shared gender biases1265

across the two target languages. The only notable1266

exception is NLLB-1.3B, whose lower correlation1267

score (r = 0.4775) aligns with its generally lower1268

gender bias and reduced reliance on masculine de-1269

Table 10: Pearson correlation between gendered trans-
lation distributions across French and Greek for each
model.

Model Cross-lingual Correlation (r)

NLLB-600M 0.8563
NLLB-1.3B 0.4775
M2M100 0.8524
EuroLLM 0.7482
GT 0.7103
Claude 0.8949

faults (as discussed in Section 5). This may suggest 1270

that the model follows a more language-specific 1271

strategy for handling gender, rather than relying on 1272

shared internal representations. 1273

To further illustrate the internal consistency of 1274

each model’s gendered behavior, Figures 1 and 2 1275

present intra-model correlation heatmaps across 1276

models within each language. These visualizations 1277

reveal that NLLB-1.3B also shows reduced align- 1278

ment with other models in both French and Greek, 1279

reinforcing the observation that it diverges more 1280

significantly from the broader modeling trends. 1281
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Figure 1: Intra-model correlation of gendered transla-
tion distributions in French.
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