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Abstract

Point clouds captured by scanning sensors are often perturbed by noise, which have
a highly negative impact on downstream tasks (e.g. surface reconstruction and
shape understanding). Previous works mostly focus on training neural networks
with noisy-clean point cloud pairs for learning denoising priors, which requires
extensively manual efforts. In this work, we introduce U-CAN, an Unsupervised
framework for point cloud denoising with Consistency-Aware Noise2Noise match-
ing. Specifically, we leverage a neural network to infer a multi-step denoising
path for each point of a shape or scene with a noise to noise matching scheme.
We achieve this by a novel loss which enables statistical reasoning on multiple
noisy point cloud observations. We further introduce a novel constraint on the
denoised geometry consistency for learning consistency-aware denoising patterns.
We justify that the proposed constraint is a general term which is not limited to 3D
domain and can also contribute to the area of 2D image denoising. Our evaluations
under the widely used benchmarks in point cloud denoising, upsampling and image
denoising show significant improvement over the state-of-the-art unsupervised
methods, where U-CAN also produces comparable results with the supervised
methods. Project page: https://gloriasze.github.io/U-CAN/.

1 Introduction

3D point clouds have been a fundamental representation in 3D computer vision and play a key role in
autonomous driving [ 3], augmented/virtual reality [56] and robotics [ 0]. While in these real world
applications, the point clouds captured with scanning sensors (e.g. LIDAR) contain unavoidable noise,
which leads to large errors in 3D perception and understanding. Recent learning-based approaches
[27, 26, 7] have shown convincing results in denoising point clouds with neural networks by learning
denoising patterns with noisy-clean point cloud pairs. However, they are limited in the amount of
clean 3D geometries which require manual efforts of human 3D CAD modelling.

A straightforward observation is that despite the limited clean models, the amount of real-captured
noisy point clouds is growing rapidly everyday with the LiDARs in self-driving cars or consumer
level digital devices in our daily life, such as iPhone. Consequently, it is desirable to learn denoising
patterns by solely using the noisy data itself. The subsequent approaches, such as TotalDenoising
[12], therefore turn to explore unsupervised point cloud denoising by leveraging a spatial prior term

*Equal contribution. fCorresponding authors.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).


https://gloriasze.github.io/U-CAN/

for total-level denoising. However, the current unsupervised approaches still struggle to predict
precise clean point cloud while keeping high-fidelity local geometries due to the lack of sufficient
constraints at local-level.

To solve these issues, we introduce U-CAN, an unsupervised learning framework for point cloud
denoising with consistency-aware noise to noise matching. Instead of predicting a total-level denois-
ing, we leverage a neural network to infer a multi-step denoising path for each point of a shape or
scene with a point-wise noise to noise matching scheme. Specifically, we learn a mapping from one
noisy point cloud to another with a novel loss function which enables a point-to-point matching for
investigating denoising patterns from only noisy point clouds. The key idea of this noise to noise
matching is to leverage the statistical reasoning to reveal the clean structures upon its several noisy
observations.

Another challenge in predicting robust denoising arises from the unknown location of true surfaces
when only noisy observations are available. This ambiguity can lead to unstable convergence due to
inconsistencies in denoising results across different noisy observations. In response to this challenge,
we introduce a novel consistency-aware constraint that specifically targets the denoising geometric
consistency. We achieve this by minimizing the geometric differences from the denoising prediction
of one noisy observation to the prediction of another. Furthermore, we demonstrate that the proposed
consistency-aware denoising constraint is not limited to the 3D domain, which can also significantly
contribute to the field of 2D image denoising. Extensive experiments demonstrate that the proposed
U-CAN outperforms state-of-the-art methods in unsupervised point cloud denoising, upsampling
and image denoising, where U-CAN even achieves comparable performances with the supervised
methods. Our main contributions can be summarized as follows.

* We introduce U-CAN, a novel framework for unsupervised point cloud denoising by design-
ing a neural network to infer a multi-step denoising path for each point of a noisy observation
with a novel noise to noise matching loss.

* We propose a general constraint on the denoising geometric consistency across different
denoising predictions, which significantly improves the denoising performance in both 3D
and 2D domain.

* We achieve state-of-the-art results in unsupervised denoising for both point clouds and
images under widely used benchmarks, while also delivering performance comparable to
supervised methods. U-CAN is also capable of unsupervised point upsampling through
denoising.

2 Related Work

2.1 Traditional Point Cloud Denoising

Point cloud denoising plays a key role in robust 3D understanding, as the point clouds captured by
scanners often contain unavoidable noise. Traditional methods for optimizing noisy point clouds
include local surface fitting [ 1, 14], sparse representation [3, 44], and graph filtering [4 1, 55], all of
which use geometric priors for denoising. Local surface fitting methods, such as the widely used
moving least squares (MLS) method [2] and its robust extensions [35, 9], approximate the point cloud
with a smooth surface using simple function approximators and project the points onto this newly
formed surface for denoising. Other techniques, like jet fitting [5] and the parameterization-free local
projector operator (LOP) [25, 14], have also been developed for point cloud denoising. Sparsity-
based methods [3, 44] address denoising by initially predicting surface normals through optimization
problems with sparse constraints. Graph-based methods [41, 55] represent point clouds using graphs
and use graph filters for denoising. The graph-based methods are sensitive to the noise distributions
due to the potential instability in graph construction.

2.2 Learning-based Point Cloud Denoising

The deep learning based approaches for 3D point cloud [46, 67, 74, 54, 49, 18, 64, 16, 73,75, 57, 62]
have largely advanced point cloud processing tasks, such as upsampling [5 1, 24], surface reconstruc-
tion [71, 72,4,42,29, 65, 11,70, 15,69, 34, 61], consolidation [33, 52], normal estimation [23, 63],
generation [76, 68, 77, 48, 66] and denoising [40, 36, 27, 26, 19, 31, 58, 47, 60]. With the emergence
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Figure 1: Overview of our method. (a) We design a multi-step denoising framework to gradually
filter the noisy point cloud. (b) We introduce a novel learning schema for unsupervised learning of
point cloud denoising by proposing two constraints, i.e., Noise to Noise Matching loss and Denoising
Consistency loss.

of neural networks for point cloud processing, such as PointNet [37], PointNet++ [38] and DGCNN
[46], learning representations on point sets for denoising has achieved convincing performances.
PointCleanNet [40] is the pioneer of learning-based point denoising which introduces a neural net-
work based on the PointNet model [37, 38]. PointFilter [59] advances PointCleanNet with a special
designed filter modeling. The following work GPDNet [36] introduces graph convolutional networks
for improving and stabilizing denoising process, introducing the strong capability of graph networks
in handling complex geometric data to the point cloud denoising task. DMRDenoise [26] introduces
a new perspective for denoising by adopting an innovative downsample-upsample framework. More
recently, ScoreDenoise [27] attempts to estimate the gradient field around each point and iteratively
update the position of each point. IterativeFPN [7] simulates a real iterative filtering process internally
to reduce noise.

2.3 Unsupervised Point Cloud Denoising

Previous learning-based approaches merely focus on learning denoising patterns with noisy-clean
point cloud pairs and are limited in the amount of clean 3D shapes which require manual efforts
of human CAD modeling. TotalDenoising [!2] is the most relevant work of ours which explores
unsupervised point denoising by leveraging a spatial prior term for total-level denoising. However,
it struggles to predict precise predictions with high-fidelity local geometries. The reason is that
TotalDenoising only involves the global constraint and lacks the local-level constraint which plays the
key role in producing detailed predictions. DMRDenoise [26] and ScoreDenoise [27] also provide an
unsupervised version by introducing the total-denoising loss, but both of them face the same problem
as TotalDenoising [12]. A recent work [28] introduces an unsupervised approach to over-fit each
noisy point cloud for learning signed distance functions, where each point cloud takes about more
than 10 minutes to converge. We focus on the learning-based point cloud denoising which enables a
fast inference.

Different from these works, we learn a data-driven matching from one noisy point cloud to another
with a novel loss function which enables point-to-point matching at local-level. This brings high-
fidelity denoising results. We further introduce denoising consistency constraint for consistency-aware
predictions with improved accuracy.

3 Architecture of U-CAN

Problem Statement. We design a neural network with a novel learning schema for unsupervised
point cloud denoising. Current methods train neural networks to denoise a point cloud by matching it
with its paired clean point cloud. Different from these supervised methods, we do not require any
clean point clouds as supervision, and learn to filter a noisy observation P, of a 3D shape or scene S
with only other several noisy observation P, of S.



Overview. The overview of proposed U-CAN is shown in Fig. 1. We will start from our denoise
network in Sec. 3.1 and introduce the noise to noise mapping schema with a novel point-wise
matching loss in Sec. 3.2. We then present a novel constraint on denoising consistency in Sec. 3.3
and transfer it to enhance the unsupervised image denoising task in Sec. 3.4.

3.1 Denoise Network

Given a noisy point cloud P, as input, we design a multi-step denoising framework to gradually filter
P, for achieving a cleaned point cloud C,. As illustrated in Fig. 1 (a), the Denoise Network at each
step consists of a Feature Extractor and a Path Predictor. We implement the Feature Extractor as
a series of dynamic EdgeConv from DGCNN [46] with residual connections for achieving robust
representations, while the Path Predictor is composed with several linear layers to predict the moving
path for each point from the extracted features.

During the i-th step of the denoising process, the Denoise Network f; takes the filtered point clouds
Ci~! from the previous step (the noisy point cloud P, for the initial step) as input. It then predicts a
distinct moving path Ap; for pulling each point to attain the filtered point cloud C? at the current step
as Ci =C!=! + Ap;. The final prediction C,, is obtained by moving P, gradually, formulated as:

N
Co =P+ fi(Pa) + Y [:(CTH), e))
i=2
where N > 1 is the number of steps.

3.2 Noise to Noise Matching

The common practice for predicting the clean point cloud from its noisy observations is to train a
neural network with Noise to Clean Matching supervisions to minimize the distance between the
predicted C, with the ground truth clean point cloud G, formulated as:

‘CNZC - D((Caa Ga)7 (2)
where D(-, ) is a distance metric, typically the Chamfer Distance.

Preview Noise2Noise. Previously, Noise2Noise [22] has been proposed for unsupervised image
denoising by encouraging a denoised image to resemble other noisy observations of the same image.
Given the appealing results in 2D domain, it seems that we can denoise 3D point cloud unsupervisedly
by simply transferring the success of Noise2Noise into 3D domain. However, the conclusion of
Noise2Noise is built upon the one-to-one matching correspondences, as the pixels in images. The
correspondences support the key assumption of Noise2Noise that the noisy values at the same pixel
location of different observations are random realizations of a distribution around a clean pixel
value. While the point clouds are irregular and unordered with no correspondences where a naive
reproduction of Noise2Noise do not work for 3D point clouds.

A balancing approach for adapting unsupervised denoising in point clouds is to design a total-level
loss for global denoising without specifying the correspondences like TotalDenoising [12], yet it
struggles to predict precise clean point cloud while keeping local geometries with only the coarse
constraint. NoiseMap [28] introduces an over-fitting approach to learn signed distance functions for
each noisy observation with the Noise2Noise mechanism in local-level, but fails in generalizing to
new observations.

One-to-One Point Correspondences. As discussed above, we justify that the key factor preventing
the adaption of Noise2Noise schema in 3D domain is the lack of 3D correspondences. To solve
this issue, we aim to build an one-to-one correspondence with a specific matching for each point.
Instead of manually defining the point correspondences, we explore a suitable distance metric D that
potentially contains the one-to-one point correspondences as the optimizing target, which satisfies
the assumptions for Noise2Noise and can naturally enable the unsupervised denoising for 3D point
clouds. In practice, we use Earth Moving Distance (EMD) as a suitable implementation of D. The
EMD between two point clouds X and Y is formulated as:

Devp(X,Y) = min 3 Jlo = ()], 3)

reX



where ¢ is a one-to-one correspondence. With the Earth Moving Distance which potentially contains
the point correspondences as the distance metric, we successfully adopt the Noise2Noise schema for
unsupervised point cloud denoising. Specifically, as shown in Fig. 1 (b), given two noisy observations
P, and P}, randomly selected from a set of noisy observations at each epoch, we train the Denoise
Network with the Noise to Noise Matching loss to push the denoised point cloud C, to be similar to
another noisy point cloud Py, and vice versa for C,. The Noise to Noise Matching loss is formulated
as:

Ln2n = Demp(Ca, Py) + Demp(Cy, Pa). 4)

With this loss, U-CAN leverages the statistical reasoning among multiple noisy observations and
effectively infers clean structures.

3.3 Denoising Consistency Constraint

Another issue that none of the previ-
ous unsupervised denoising works on Error:
2D or 3D domains noticed is that the
unsupervised noise to noise matching
schema struggles to produce a consis-
tent denoising prediction with differ-
ent noisy observations as input. This
leads to ambiguous optimizations for
the detailed geometries. For the super-
vised approaches, this is not a problem
since each noisy input has a distinct
clean point cloud as the target. While
in the situation of unsupervised denois-
ing, there is no true surface locations
provided, and only multiple noisy obser-
vations are available as inputs and tar-
gets, which makes it hard for the neural
networks to learn consistent predictions.
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Figure 2: Illustrations on the effect of proposed constraint
on denoising consistency. The noise errors indicate the
Chamfer distance between the denoised and the clean point
clouds.

Driven by this observation, we propose

a novel constraint on denoising consistency for learning consistency-aware denoising patterns. Specif-
ically, we push the denoised prediction of one noisy observation to be consistent with the denoised
prediction of another noisy observation with a special designed loss, formulated as:

Lpc = Devp(Ca, Cy), 5)

where C, and C,, are the denoised predictions achieved by Eq. (1), respectively. With the simple but
effective term, U-CAN is able to produce more consistent-aware predictions and further improve the
denoising results at detailed local geometries.

We provide an illustration as shown in

Fig. 2 to show the advantage of our pro- A1+Dy | Ap+Dy wx )

posed constraint Lpc. We train U-CAN 2 2 § E PDreerc](i)cI:ieodn
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Figure 3: Transferring the denoising consistency constraint
of U-CAN to the unsupervised image denoising.



Table 1: Denoising comparisons under PUNet dataset. CDx10* and P2M x 10*.The best results
under the unsupervised (Un-Sup) point cloud denoising setting are highlighted.

Point Number | 10K (Sparse) | 50K(Dense)
Noise 1% 2% 3% 1% 2% 3%

‘ Model CD P2M CD P2M CD P2M CD P2M CD P2M CD P2M
.o | Bilateral [8] 3.646 1342 5.007 2018 6998 3.557 | 0.877 0.234 2376 1.389 6.304 4.730
2 Jet [5] 2712 0.613 4.155 1.347 6.262 2921 | 0.851 0.207 2432 1403 5.788 4.267
O | MRPCA [32] 2972 0922 3.728 1.117 5.009 1.963 | 0.669 0.099 2.008 1.003 5.775 4.081
GLR [55] 2959 1.052 3.773 1306 4909 2.114 | 0.696 0.161 1.587 0.830 3.839 2.707
E PCNet [40] 3.515 1.148 7.469 3965 13.067 8.737 | 1.049 0.346 1.447 0.608 2.289 1.285
é GPDNet [306] 3780 1.337 8.007 4.426 13482 9.114 | 1913 1.037 5.021 3.736 9.705 7.998
g | DMR [20] 4482 1.722 4982 2.115 5892 2.846 | 1.162 0469 1.566 0.800 2.632 1.528
a ScoreDenoise [27] 2.521 0463 3.686 1.074 4708 1.942 | 0.716 0.150 1.288 0.566 1.928 1.041
TTD [12] 3.390 0.826 7.251 3.485 13.385 8.740 | 1.024 0314 2.722 1.567 7474 5.729
g | DMR-TTD 7.897 5.026 9.257 6.119 10946 7.569 | 2.137 1.567 3.223 2498 5.572 4.669
(g ScoreDenoise-TTD | 3.107 0.888 4.675 1.829 7.225 3.726 | 0918 0.265 2439 1411 5303 3.841
> | Ours 2.497 1.105 3.234 1.255 3.666 1.842 | 0.835 0.609 0.975 0.675 2.479 1.863

Supervised

Input ScoreDenoise TTD DMR-TTD

Figure 4: Visual comparisons under PUNet dataset. The noise errors at each point is shown in color,
where the points closer to the ground truth surface are represented with bluer color, indicating lower
error. And those with higher error are represented with redder color.

3.4 Transferring U-CAN to Image Denoising

We further justify that the observation in Sec. 3.3 is not limited in the unsupervised point cloud
denoising, but is a common issue that also occurs in the unsupervised image denoising task. Therefore,
we believe the proposed constraint for denoising consistency in Eq. (5) can also contribute to the area
of 2D image denoising. We demonstrate the effectiveness of Lpc by adapting it to the state-of-the-art
work ZS-N2N [30] on unsupervised image denoise.

The overview of modified ZS-N2N is shown in Fig. 3. ZS-N2N separates an image into two
downsampled sub-images and treats them as two noisy observations to learn a residual-based noise
to noise matching for image denoising. We further introduce our proposed constraint on denoising
consistency to ZS-N2N by minimizing the differences between one denoised sub-image and the other
denoised sub-image.

4 Experiments

4.1 Point Cloud Denoising on Synthetic Data

Dataset and Metrics. For the experiments on synthetic shapes, we follow ScoreDenoise [27] to train
our network on the PUNet [53] dataset. We split the dataset into training and testing sets with the same
setting as ScoreDenoise [27]. Poisson disk sampling algorithm is used to sample point clouds from
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Figure 5: Denoising on the real scans under Paris-rue-Madame dataset. Top: The visualization of the
noisy points and denoised points obtained by U-CAN under the whole scene. Bottom: The visual
comparison with the supervised and unsupervised approaches on the local scene geometries.

the meshes at two resolutions: 10k and 50k points and the Gaussian noise is subsequently introduced
at three different levels of standard deviations, i.e., 1%, 2% and 3% of the bounding sphere’s radius.
Following previous works PCNet [40] and DMR [26], we split point clouds into patches before being
fed into the model, where the patch size is set to 1K. We evaluate the performance of U-CAN and
other baselines under the commonly used metrics L2 Chamfer distance (CD) and the point-to-mesh
distance (P2M), following previous methods [27, 26]

Comparisons. We quantitatively compare the proposed U-CAN with the state-of-the-art methods for
both supervised and unsupervised point cloud denoising in Tab. 1. This includes classic optimization-
based methods such as Bilateral [8], Jet [5], MRPCA [32], GLR [55]; supervised learning-based
methods like PCNet [40], GPDNet [36], DMR [26], ScoreDenoise [27], and PointFilter [59]; and
unsupervised methods including TTD [12], as well as unsupervised adaptations of DMR [26] and
ScoreDenoise [27] with the TTD loss, shown as ‘DMR-TTD’ and ‘ScoreDenoise-TTD’.

The comparative analysis of methods using synthetic data is presented in Tab. 1 and illustrated in Fig.
4. Traditional optimization-based point cloud denoising methods rely heavily on geometric priors to
inform their smoothing algorithms and show increased sensitivity to noises with unseen variances,
leading to degradation in denoising performance. For unsupervised denoising, the TTD [12] fails to
produce high-fidelity local geometries with only the global constraints. The unsupervised versions of
DMR [26] and ScoreDenoise [27] which leverage the same constraint as TTD, share same limitations
of TTD and presents sub-optimal performance at both low and high resolutions due to the lack of
local-level constraints.

As presented, our model significantly outperforms previous unsupervised denoising methods, espe-
cially for noises with large variances, and can even rival the results of supervised methods in the
majority of cases. In particular, at the 10K resolution and under noise levels of 2% and 3%, our
method outperforms all other supervised and unsupervised methods in the evaluation.

We provide the visual comparison among the state-of-the-art supervised and unsupervised point
cloud denoising methods in Fig. 4. The error at each point in the point cloud is depicted in color.
Points that are closer to the ground truth surface are shown in blue, indicating lower error, while
those with higher error are shown in red. As shown in the figure, our results produces significantly
more visual-appealing denoising results compared to other unsupervised approaches and even some
supervised ones.
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Figure 6: Visual comparison of unsupervised image denoising under McMaster18 dataset.

4.2 Point Cloud Denoising on Scanned Data

For demonstrating the capability of U-CAN to handle real-world point cloud noises, we conduct
evaluations under the Paris-rue-Madame dataset [43] which is obtained from real world using laser
scanners. We directly leverage the U-CAN model trained on PUNet dataset for evaluating, without
requiring extra training. The visualization of denoised scene point cloud is shown in Fig. 5. Since the
ground truth point cloud is not available, our evaluations are primarily qualitative, focusing on visual
assessments rather than quantitative metrics.

As shown in Fig. 5, U-CAN preserves the intricate details better and yields a cleaner and smoother
surface. On the scene in the top row, our method demonstrates a marked improvement over the other
compared methods, particularly around complex structures like trees and cars. In the bottom row, we
observe that windows are denoised with greater clarity and cleanliness with the proposed U-CAN. We
also produce accurate denoising results of the surrounding structures such as the walls and vehicles.

4.3 Evaluatioins in Image Denoising

Dataset and Metrics. We further evaluate the proposed denoising consistency constraint for improv-
ing the image denoising qualities. For evaluating in the image denoising task, we follow ZS-N2N
[30] to conduct experiments under the McMaster18 dataset [20]. Our evaluation setting keeps the
same as ZS-N2N, and center-crop the images into patches of size 256 x 256. We examine under
poisson noise with noise levels A = 10, 25, 50. We leverage the commonly-used PSNR in dB as the
evaluation metric.

Comparisons. We compare the proposed image
denoising adaption of U-CAN with the state-of-
the-art methods for unsupervised image denois-
ing, including the dataset-based Noise2Clean
(N2C), Neighbour2Neighbour (NB2NB) [17],

Table 2: Unsupervised image denoising under Mc-
Master18 dataset. The PSNR scores in dB are
reported. Best results are marked in bold and the
second-best results are underlined.

Noise2Void (N2V) [21], and the dataset free [ Noise | Method [ McMaster18 |
methods BM3D [6], DIP [45], Self2Self (S2S) A known? A2928590 /\23:2%5 A26:4120
[39] and ZS—N2N . [30]. We show the quan.ti- g N2C {fj 5862 2751 2432
tative comparison in Tab. 2, where the denois- ko yes 2941 2779 2595
: . - : g NBINB S, | 2803 27.66 2458
ing consistency constraint demonstrates superior 5 | & yes 2786 2565 2347

; 2 | = . : .

performance compared to the previous methods. g L° N2V 1o 2634 2552 2207
Specifically, by introducing the proposed de- g BM3D no 2733 2477 2159
. . 2 & DIP - 2873 2737 2467
noising consistency constraint into ZS-N2N, we 5 s ] 2755 2704 2639
achieve significant improvements of nearly 1 dB £ ZSN2N - 3036 2841 2575
S Ours - 3103 29.14 2652

over the baseline ZS-N2N. The visual compar-
ison is shown in Fig. 6. The denoised images
of U-CAN are more accurate and with more details than previous state-of-the-art methods. This
is particularly clear in areas of high-frequency information, such as edges, textures, and intricate
patterns, where our method maintains the integrity of these details while effectively reducing noise.




#Points 5K 10K
P2M | CD P2M
PU-Net [ 3445 1.669 | 2.862 1.166
ScoreDenmse [ 1.696 0.295 | 1.454 0.181
1]1 DMR-TTD [26, 5.846 4.045|4.710 3.833
ScoreD-TTD [27, ] 3.286 1.889|2.403 1.683
Ours ‘ 1.532 0.585 ‘ 1.212 0.587
Sparse PMR-TTD  ScoreD-TTD  Ours Dense Table 3: Point cloud upsampling results under PU-
Net dataset.

Figure 7: Visual Comparison under PU-Net.

4.4 Point Upsampling via Denoising

Implementation. We further justify that the proposed U-CAN is applicable in point cloud upsampling
task, without requiring sparse-dense point cloud pairs and even without requiring the clean point
clouds. We follow ScoreDenoise [27] to conduct experiments in the point cloud upsampling task.
Specifically, given a sparse point cloud with M points as the input, we add Gaussian noise to it for
r times independently, resulting in a noisy dense point cloud containing r M points. We then feed
the merged noisy point cloud to the trained U-CAN model to get the final upsampled point cloud by
predicting the denoised points.

Dataset and Metrics. We follow ScoreDenoise [27] to conduct the point cloud upsampling exper-
iments under the PU-Net dataset. We report the evaluation metrics of chamfer distance (CD) and
point-to-mesh (P2M).

Comparisons. We compare our proposed U-CAN with the classical updsampling network PU-Net
[53]. We further apply the adaption from denoising to upsampling to the state-of-the-art unsupervised
point cloud denoising methods DMR-TTD and ScoreDenoise-TTD and report their upsampling per-
formances. The quantitative results are shown in Tab. 3, where our method significantly outperforms
DMR-TTD and ScoreDenoise-TTD, and also achieve better performance than the supervised method
PU-Net designed for the upsampling task. Note that U-CAN does not require (1) sparse-to-dense
point cloud pairs and (2) clean point clouds, where the only required data is the noise point clouds
themselves. We further provide the visual comparison of point cloud upsampling with previous
state-of-the-art unsupervised denoising methods in Fig. 7

4.5 Ablation Studies

Noise-to-Noise Matching Loss £x2y. We investigate the role of EMD-based one-to-one point
correspondences in £ 2. As shown in Tab. 4, replacing EMD with CD leads to suboptimal patterns,
while using Density-aware Chamfer Distance (DCD) [50] causes severe divergence. These results
highlight the necessity of one-to-one matching for effective unsupervised denoising.

Denoising Consistency Loss £pc. To justify the effectiveness of constraint £pc, we remove it
and vary the underlying distance metric. Without £LDC, performance significantly drops (e.g., CD

Table 4: Ablation studies on the framework and Table 5: Ablation studies on step numbers in the

loss designs. denoise network.

Dataset: PU 10K, 1% 10K, 2% 10K, 3% Dataset: PU | 10K, 1% 10K, 2% 10K, 3%
Lyan | Lpc | CD P2M  CD  P2M  CD  P2M Ablaon | CD P2M CD P2M CD P2M
CD ‘ EMD | 1548 1136 1742 1322 2139 17.01 1 step 2676 1.046 3903 1700 5251 2720
DCD | EMD | broken - - - - - 2 steps 2606 1159 3.507 1.670 4.096 2.069
EMD | EMD | 2497 1105 3234 1255 3.666 1.842 3 steps 2492 1.096 3246 1554 3704 1.878
D | X 2208 0725 3731 1631 7218 4468 4 steps | 2497 1.105 3234 1255 3.666 1.842
EMD | CD | 2108 0.650 3717 1.633 7230 4.469 5 steps 2514 1118 3.388 1151 3.746 1.903
EMD | DCD | 2.036 0.608 3.358 1367 6.847 4.144 6 steps 2509 1.107 3.225 1235 3753 1857
EMD | EMD | 2497 1105 3234 1255 3.666 1.842 7 steps 2470 1080 3321 1.243 3.785 1.866




increases from 3.66 to 7.22 under ‘10K, 3%’), indicating its critical role in enforcing consistent
predictions across noisy inputs. EMD again proves to be the most effective metric.

Number of Denoising Steps. We study the impact of varying the number of denoising steps /N from
1 to 7. As shown in Tab. 5, performance improves up to N =4, beyond which gains saturate or slightly
degrade. Thus, 4 steps offer a good trade-off between accuracy and efficiency.

5 Conclusion

In this work, we introduce U-CAN, an Unsupervised framework for point cloud denoising with
Consistency-Aware Noise2Noise matching. We train a neural network to infer a denoising path
for each point of a shape with a noise to noise matching scheme. Our novel loss enables statistical
reasoning on noisy point cloud observations. We also introduce a novel constraint on the denoising
geometry consistency for learning consistency-aware denoising patterns. Our evaluation for point
cloud denoising and image denoising demonstrates that even without clean supervision, U-CAN also
produces comparable denoising results with the state-of-the-art supervised methods.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We analysis the limitations of our method in the appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:
» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.
* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the detailed information in reproducing our methods in Sec.3,
Sec.4 of the main paper and the appendix. We also provide a demonstration code of our
method in the supplementary materials.

Guidelines:
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The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our demonstration code as a part of our supplementary materials.
We will release the source code, data and instructions upon acceptance.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the training and testing details in the experiment section (Sec.4).
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: We report the average performance as the experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computer resources needed to reproduce the experiments are provided in
the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
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9.

10.

11.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the applications and potential impacts of our method in the
introduction.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We use the datasets under their licenses.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:

Justification: This paper does not use LLMs as important, original, or non-standard compo-
nent of the core methods.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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