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Abstract

Fake news detection is a challenging task in the001
field of natural language processing. The ex-002
isting methods for detecting manually written003
fake news still face significant challenges, pri-004
marily due to the lack of fake news datasets that005
imitate human writing styles. Manual methods006
often require significant human and material007
resources, while automated methods generate008
fake news that diverges from human writing009
styles. To address these challenges, we propose010
a novel framework based on Large Language011
Models (LLM) for generating human-like fake012
news datasets. Specifically, we first use a large013
language model to generate two styles of fake014
news that contradict the main points of the real015
news article. Subsequently, the large language016
model selects the better of the two generated017
fake news sentences based on the specified eval-018
uation criteria and replaces the main sentence019
of the original news article, thus constructing020
fake news while maintaining a human-written021
style. Our approach effectively addresses the022
challenges of constructing fake news datasets023
and ensures closer adherence to human writing024
styles. Additionally, it provides insights into en-025
hancing the human-like writing capabilities of026
LLM. We will release the LLMFAKE dataset027
constructed using this method, which contains028
approximately 2.8k examples. Our experimen-029
tal results demonstrate that fake news detec-030
tors trained on LLMFAKE outperform previous031
baseline methods on two human-written fake032
news datasets.033

1 Introduction034

Targeted fake news, crafted by individuals or orga-035

nizations for economic or political gain, has had036

devastating impacts on numerous social events(Shu037

et al., 2017). Therefore, there is an urgent need for038

a detection technology to defend against human-039

crafted fake news(Kong et al., 2020). Although040

deep learning-based methods have made signifi-041

cant breakthroughs in the field of fake news de-042

tection„ there is still significant room for improve- 043

ment in detecting human-written fake news. The 044

performance of these models often relies heavily 045

on high-quality datasets, and constructing datasets 046

to defend human-written fake news is a complex 047

and challenging task. 048

In previous studies,the most common approach 049

involves using APIs or web scraping techniques 050

to gather posts and news links from news portals 051

and social media platforms such as Twitter and 052

Facebook(Shu et al., 2018; Dzienisiewicz et al., 053

2024; Mitra and Gilbert, 2021). The collected 054

news and user-generated content are then labeled 055

for authenticity through manual annotation. Alter- 056

natively, data can be collected by scraping pages 057

from well-known fact-checking websites such as 058

PolitiFact and Snopes to directly obtain the corre- 059

sponding text and authenticity labels(Wang, 2017). 060

However,these approaches require significant hu- 061

man and material resources. To address the afore- 062

mentioned challenges, many studies have proposed 063

using pretrained models to automatically gener- 064

ate fake news. For instance, Grover(Zellers et al., 065

2019)generates fake news based on a given part 066

of the news, such as the summary, article, title, 067

date, etc. FACTGEN(Shu et al., 2020)generating 068

fake news that appears more realistic and factually 069

grounded. Bust the generated fake news lacks a 070

human-like writing style. PROPANEWS(Kung- 071

Hsiang et al., 2023)generates fake news closer to 072

human-written content by selectively falsifying 073

parts of sentences and employing automated pro- 074

paganda techniques.However, its automated pro- 075

paganda methods are limited to just two types, 076

and the generated text lacks depth in knowledge. 077

Although the methods mentioned above can sig- 078

nificantly reduce human resource input, the cost 079

of training the corresponding models is extremely 080

high, as fake news generation models need to be 081

trained on specifically designed datasets. Moreover, 082

these methods often suffer from poor generalization 083
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when generating fake news, typically only being084

able to produce fake news within the same domain085

as the training data.086

Inspired by the outstanding performance of087

LLMS in various text generation tasks(Xuanfan088

and Piji, 2023; Tu et al., 2024), we propose an auto-089

mated fake news generation method based on large090

language models.091

For a given real news, our framework first em-092

ploys an extractive summarization model to iden-093

tify the central theme sentence. By replacing this094

key sentence, the method generates fake news095

while preserving much of the original structure096

and writing style. Next, the LLM is used to deeply097

manipulate the central theme sentence. To produce098

stylistically diverse fake news sentences, we utilize099

two carefully designed and significantly different100

prompts to guide the LLM in generating fake con-101

tent. These prompts are designed from distinct102

semantic perspectives, linguistic style tendencies,103

and logical construction directions. This approach104

encourages the LLM to create fake news sentences105

with a wide range of expressions, emotional tones,106

and narrative styles, enhancing the diversity and de-107

ceptive nature of the fake content. Finally, we use108

a new prompt to instruct the LLM to filter the fake109

content generated in the previous step, retaining110

sentences that are closer to human writing styles.111

Specifically, evaluation criteria are incorporated112

into the prompt provided to the model, enabling it113

to effectively select the most suitable fake sentence.114

The selected fake sentence is then used to replace115

the original central theme sentence, resulting in116

a hybrid fake news article that combines real and117

fake elements. We compare our method with state-118

of-the-art fake news generation techniques. The119

evaluation results on two human-written fake news120

datasets indicate that detectors trained using our121

generated fake news dataset perform better in iden-122

tifying human-crafted misinformation. On both123

datasets, the AUC score increased by at least 7%,124

F1 and Accuracy increased by at least 5%.125

Overall, the main contributions of this paper can126

be summarized as follows:127

(1) We propose an automated fake news gen-128

eration framework that does not require manual129

verification or the training of new models.130

(2) We propose a method that enables LLM to131

generate text closer to human style while reducing132

low-quality text caused by its instability.133

(3) Experimental results demonstrate that detec-134

tors trained on our generated data are more effec-135

tive at detecting human-written misinformation, 136

showing significant performance improvements 137

compared to previous results. Additionally, we 138

provide detailed ablation studies and analyses to 139

illustrate the effectiveness of our method. 140

(4) We release LLMFAKE, a dataset for misin- 141

formation detection, which includes approximately 142

2.8k articles generated by our method. Used for 143

training models to detect human-written fake news. 144

2 Related Work 145

2.1 Fake News Detection 146

The explosive growth of fake news, along with 147

its erosion of democracy, justice, and public trust, 148

has heightened the demand for robust fake news 149

detection and intervention(Ahmed et al., 2021). In 150

the field of machine learning, various classifiers 151

have been employed to detect fake news, including 152

SVM(Singh et al., 2017),Naïve Bayes(Pratiwi et al., 153

2017),Decision Tree(Kotteti et al., 2018),Logistic 154

Regression(Kaur et al., 2020),Random Forests(Ni 155

et al., 2020). 156

In the deep learning domain, numerous ap- 157

proaches have continually emerged as well. Early 158

methods in deep learning employed RNNs to clas- 159

sify the veracity of news articles(Jadhav and Thep- 160

ade, 2019). Subsequently, approaches using VAE 161

to encode textual information and obtain embed- 162

ded representations(Cheng et al., 2020). GCAN(Lu 163

and Li, 2020)constructs a user graph based on user 164

profiles, leveraging user information for fake infor- 165

mation detection. Other methods model the rumor 166

propagation process as a tree structure(Ma et al., 167

2018) for classification. Additionally, some models 168

compare external knowledge with news content to 169

identify misinformation(Hu et al., 2021). 170

The performance improvements in the aforemen- 171

tioned fake information detection models largely 172

rely on corresponding enhancements to the under- 173

lying datasets. Consequently, there is a pressing 174

need for more comprehensive and refined datasets 175

to further advance the effectiveness of detection 176

models. 177

2.2 Fake News Generation 178

In recent years, the construction of misinforma- 179

tion datasets, as a means to assist in combating 180

erroneous and deceptive content, has garnered 181

significant attention in the NLP research com- 182

munity. Early efforts involved using APIs to 183

crawl news content from popular social media plat- 184
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forms, followed by human fact-checking to con-185

struct datasets, for example, from Twitter(Zubiaga186

et al., 2015; Ma et al., 2017),Facebook(Tacchini187

et al., 2017; Williams and Santia, 2018), Weibo(Ma188

et al., 2016). Although the aforementioned datasets189

cover extensive time periods and broad domains,190

they still demand a large number of human re-191

viewers to perform fact-checking on the collected192

news. Subsequently, to reduce the amount of man-193

ual verification required, researchers began con-194

structing datasets by collecting fake news from195

fact-checking websites such as PolitiFact, Gos-196

sipCop, and Snopes(Shu et al., 2018; Nguyen197

et al., 2022),or utilized Wikipedia as an information198

source for verification (Thorne et al., 2018). While199

these methods reduce the manual fact-checking200

workload, the size of the datasets they can con-201

struct remains limited. Hence, the challenge of eas-202

ily obtaining a sufficiently large fake news dataset203

remains unsolved.204

Recent automated generation approaches have205

begun relying on pre-trained models(Zellers et al.,206

2019; Fung et al., 2021; Shu et al., 2020). There207

are also frameworks that produce human-like fake208

news by replacing the central theme sentence209

and incorporating propaganda techniques(Kung-210

Hsiang et al., 2023). These methods can easily211

generate fake information. However, there remains212

a significant quality gap between the automati-213

cally generated fake news and the carefully crafted214

human-written fake news.215

2.3 Large Language Model216

In recent years, LLM have achieved substan-217

tial progress in various NLP tasks,including218

text generation,few-shot learning,and reasoning219

tasks(Touvron et al., 2023; Du et al., 2022; Yang220

et al., 2023). they have also achieved very promis-221

ing results in natural language understanding(Yoo222

et al., 2021; Meng et al., 2022). Moreover,large223

language models exhibit capabilities that smaller224

models do not possess(Wei et al., 2022):Truth-225

fulQA(Rae et al., 2021), MMLU(Hendrycks et al.,226

2020), WiC (Pilehvar and Camacho-Collados,227

2019).228

Prompting has become a primary approach for229

leveraging LLM to tackle a wide range of tasks(Liu230

et al., 2023). By designing suitable prompts, it231

is possible to directly leverage LLM to perform232

tasks without re-tuning the model or training new233

parameters. A well-constructed prompt is highly234

beneficial for enhancing the ability of large lan-235

guage models to accomplish specific tasks. There 236

are numerous recommendations and guidelines for 237

prompt design(White et al., 2023; Karmaker Santu 238

and Feng, 2023). For instance, guidelines include 239

using explicit instructions to articulate the task ob- 240

jective (Ouyang et al., 2024), decomposing tasks 241

into more manageable steps, and employing model- 242

friendly formatting. However, due to the content 243

moderation mechanisms of LLM , there are still 244

gaps in certain generation domains, such as fake- 245

news. 246

3 Method 247

In this section, we will introduce our proposed 248

method, which consists of three main steps: (1)Cen- 249

tral Theme Sentence Extraction; (2)Dual-Style 250

Fake News Generation; (3)Optimal Selection. We 251

use the first to capture key semantic informatio, the 252

second to generate two stylistically distinct fake 253

news variants and the third to select the best op- 254

tion and integrate it into the original text. Figure 1 255

presents the overall structure of our method, and 256

Algorithm 1 details the specific generation process. 257

258

3.1 Central Theme Sentence Extraction 259

A single critical sentence can be pivotal to the over- 260

all semantics of an article. When manipulated or 261

replaced, the complex events described in the arti- 262

cle may undergo substantial changes(Kung-Hsiang 263

et al., 2023). Previous automated fake news genera- 264

tion methods typically produce lengthy segments of 265

fake content, resulting in a considerable amount of 266

inaccurate information—strikingly different from 267

the characteristics of human-crafted fake news. In 268

contrast, our approach creates a fake news dataset 269

by substituting the article’s most important sen- 270

tence with a fabricated counterpart. 271

To assess the importance of each sentence, we 272

employ an extractive summarization model to com- 273

pute the salience score for every sentence(Liu 274

and Lapata, 2019). In the document Ek = 275

{s1, s2, . . . , sm}, we insert a [CLS] token at the 276

beginning of each sentence to represent its fea- 277

tures, which are subsequently extracted through 278

pre-trained BERT model. 279

h̃l = LN(hl−1 + MHAtt(hl−1)) (1) 280

281hl = LN(h̃l + FFN(h̃l)) (2) 282

We obtain the output ŷi from the final layer of the 283

summarization model. The calculation of ŷi is as 284
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Figure 1: Structures of ours

follows,where σ represents the Activation Function285

used, and hli denotes the feature vector of the i-th286

sentence from the final layer.287

ŷi = σ(whli + b) (3)288

Our method selects the sentence with the highest289

ŷi score as the central theme sentence for subse-290

quent fake information generation. By replacing291

this sentence, we achieve fake news construction292

with minimal alteration to the original news arti-293

cle. This allows the generated fake news to be294

concealed within real news, enhancing its stealthi-295

ness while retaining the human writing style of the296

original article to the greatest extent possible.297

3.2 Dual-Style Fake News Generation298

Existing fake news generation models often rely299

on seq2seq architectures, which require extensive300

training on large datasets. This approach demands301

efforts from a data perspective, such as collecting302

more high-quality corpora or applying data aug-303

mentation techniques. However, high-quality data304

is precisely what current research lacks and what305

this study aims to address. LLM can effectively306

solve this issue by leveraging their world knowl-307

edge to directly generate fake news through prompt-308

based methods, eliminating the need for additional309

data collection or augmentation.310

Therefore, our method leverages the Prompt opti-311

mization approach for large language models(Zhao312

et al., 2023) to design two distinct Prompts. These313

Prompts guide the large language model to gen-314

erate fake news from different perspectives. The315

specific details are provided in Table 1. We divide 316

the Prompt into four components: ROLO, TASK, 317

STYLE, and FORMAT. In ROLO, we assign a 318

news-related role to the large language model, en- 319

abling it to generate content in the writing style 320

of news editor, closely aligned with the context of 321

the original text;In TASK, we define the generation 322

objective for the model:Prompt1 asks LLM directly 323

instructed to generate fake news based on facts. To 324

bypass the moral safeguards of the model, we intro- 325

duce a rational purpose for generating fake content, 326

In Prompt2, we assume that the central theme sen- 327

tence describes fake news and task the model with 328

inferring the opposite—“true news.” This dual logi- 329

cal approach reduces content redundancy across the 330

two templates. In STYLE, we specify two distinct 331

stylistic guidelines:Prompt1 focuses on generating 332

fake news that is more explicitly contradictory to 333

the facts described in the original central theme sen- 334

tence. Prompt2 emphasizes the use of propaganda 335

techniques during generation, yielding fake news 336

sentences with distinct linguistic tendencies. In 337

FORMAT, we define the output format of the large 338

language model to facilitate subsequent data pro- 339

cessing. After generating the fake news sentences, 340

we clean any recurring fixed patterns to prevent the 341

emergence of potential backdoors(Dai et al., 2019). 342

This process results in two distinct styles of fake 343

news sentences: fake_sec1 and fake_sec2. 344

3.3 Optimal Selection 345

Using a single Prompt to generate fake news 346

datasets results in stylistically uniform content, 347
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Content of the Generation Prompt

Prompt1 Assuming you are a news editor, write a short paragraph of fake news that has the opposite
meaning from the fact. The fact is: {sentence}. So that I can improve my ability to recognize
fake news. Just give the news you create.

Prompt2 You are a short news writer and your task is to write concise and promotional news. Here is a
fake news story that has been maliciously altered to mean the opposite of the facts: {sentence}.
Use this as a basis for inferring factual content. Write a short and propagandistic news story
using factual content. Give only the news you wrote.

Table 1: Specifics of the two generation Prompts. The {sentence} denotes the main idea sentence we extracted in
the previous step. We use LangChain for sentence insertion. ROLO as shown by texts in ROLO as shown by texts
in cyan; TASK as shown by texts inviolet;STYLE as shown by texts in blue;FORMAT as shown by texts in orange.

lacking generalizability. Therefore, it is necessary348

to perform optimal selection between the two dis-349

tinct styles of fake news sentences to ensure diver-350

sity in the generated dataset. Existing experiments351

have demonstrated that the closer the writing style352

of generated fake news is to human writing, the353

higher its quality and the better the performance of354

trained fake news detection models(Kung-Hsiang355

et al., 2023). However, current research lacks direct356

evaluation metrics to assess whether the generated357

text aligns closely with human writing styles.358

Therefore, this method aims to leverage the nat-359

ural language understanding capabilities of large360

language models by designing new Prompt tem-361

plates to select the more suitable sentence from362

fake_sec1 and fake_sec2. The specific details are363

provided in Table 2. Similarly, we structure the364

Prompt into four components:ROLO: Assign the365

large language model a review-related roler;TASK:366

Clearly define the sentences to be evaluated and367

describe the task as a binary classification problem,368

a format familiar to the model;CRITERIA: Pro-369

vide explicit evaluation guidelines, requiring the370

model to assess sentences based on writing tech-371

niques, logical coherence, and stylistic alignment372

with human writing, ensuring clarity on how to se-373

lect the sentence that best matches human-like writ-374

ing;FORMA: Specify the output format to standard-375

ize the model’s responses for ease of downstream376

processing. Finally,fake_sec1 and fake_sec2 are377

presented as candidate sentences for evaluation.378

The model is tasked with selecting the sentence379

that most closely adheres to the defined criteria,380

producing fake_sec. This selected fake_sec is then381

inserted into the original news article, replacing382

the central theme sentence, resulting in a fully con-383

structed fake news article.384

Algorithm 1: Ours
Input: RealNews Dataset P = {Ei}Ni=1

Output: FakeNews DatasetP ′ = {E′
i}Ni=1

1 for k = 1 to N do
2 Ek = {s1, s2, . . . , sm}
3 Extractive Summarization Model M0

4 ŷ1, ŷ2, . . . , ŷm = M0 ← (Ei)
5 ŷi = max{ŷ1, ŷ2, . . . , ŷm}, main idea

sentences = si
6 fake_s1 = LLM← (Prompt1, si)
7 fake_s2 = LLM← (Prompt2, si)
8 fake_s = LLM← (Selection Prompt,

fake_s1, fake_s2)
9 E′

k = {s1, s2, . . . , fake_s, . . . , sm}
10 return P ′ = {E′

i}Ni=1

4 Experiment 385

To validate the effectiveness of our generation 386

method, we selected three state-of-the-art auto- 387

mated fake news generation methods as baselines. 388

For each generation method, we provided the 389

same original input to produce different fake news 390

datasets. Then we used two widely adopted human- 391

written fake news datasets for validation. Con- 392

sistent with prior fake news detection tasks, we 393

employed Accuracy (Acc), AUC, and F1 scores to 394

evaluate the detection performance of pre-trained 395

language models trained on different fake news 396

datasets. Experimental results demonstrate that 397

our generated dataset significantly enhances the 398

model’s ability to detect human-written fake news. 399

Details of the original input dataset can be found 400

in Appendix A. 401

4.1 Datasets 402

LLMFAKE: The LLMFAKE dataset consists of 403

2,827 distinct articles, with fake news generated 404
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Content of the Optimal Selection Prompt

Prompt You are a reviewer and I will give you two news stories, one written by a human and one generated
by a machine. Your task is to vet out the news item that was written by a human.The one that
employs rich writing techniques and propaganda methods and has logical sentences is written by
a human.The first news story is: {sentence1}.The second news story is: {sentence2}. The output
format is: I think the Xth news story was written by a human, X = [first, second].Output only
according to the template, no need to give reasons.

Table 2: Specifics of the Optimal Selection Prompt. The {sentence1} denotes fake_sec1, {sentence2} denotes
fake_sec2. Similarly, we use LangChain for sentence insertion. ROLO is shown by texts in cyan;TASK is shown by
texts in violet; CRITERIA is shown by texts in blue; FORMAT is shown by texts in orange.

from TIMELINE17 as the original input using the405

method described above. The dataset maintains a406

1:1 ratio between real and fake news. We splitthe407

data into 1697:565:565 for training, validation,and408

testing.409

4.2 Baselines410

PROPANEWS(Kung-Hsiang et al., 2023) dataset411

is generated through self-critique sequence train-412

ing to ensure the validity of the generated arti-413

cles. It also incorporates propaganda techniques,414

such as appeals to authority and loaded language.415

GROVER(Zellers et al., 2019)generates fake news416

by first creating a news headline from the original417

text and then generating fake news based on the418

headline. FAKEEVENT(Wu et al., 2022)gener-419

ates sentences sequentially with condition on the420

manipulated knowledge elements of each sentence.421

Additionally, we constructed an extra training set422

by replacing the prominent sentence in each article423

with a sentence generated by each baseline method,424

as illustrated by -1ST. To ensure a fair comparison,425

all generators used the same real news articles as426

input.427

4.3 Evaluation Data428

We use the two datasets(Kung-Hsiang et al., 2023;429

Nguyen et al., 2022; Shu et al., 2018)to evaluate430

the effectiveness of our approach,which are manu-431

ally written and fact-checked. Articles that are no432

longer accessible through the given URLs were re-433

moved. We then train detection models on datasets434

generated by different methods and use these mod-435

els to evaluate their performance on the two valida-436

tion sets. This helps us assess the model’s ability437

to detect human-written fake news and, in turn,438

evaluate the effectiveness of the generation meth-439

ods.More Details can be found in the Appendix B440

4.4 Experimental Settings 441

In the experiments, we used the RoBERTa-Large 442

model(Liu et al., 2019)provided by HuggingFace as 443

the pre-trained model for fake news detection. The 444

batch size is 16, The learning rates were set to 1e- 445

05 and 5e-05, respectively. All experiments were 446

conducted on a single NVIDIA RTX A6000 GPU. 447

More Details can be found in the Appendix C. 448

5 Results and Analys 449

5.1 Overall Results 450

To investigate the improvement of our dataset in 451

detecting human-written fake news, we trained 452

RoBERTa-Large on several baseline datasets and 453

evaluated it on the PolitiFact and Snopes datasets. 454

As shown in Table 3, our method achieved signifi- 455

cant improvements in detection performance. 456

In PolitiFact,our generation method allows the 457

detection model to achieve an accuracy of 73.48% 458

and AUC score of 81.26% without any external 459

knowledge assistance. Compared to existing SOTA 460

methods, the accuracy improved by nearly 5%, the 461

AUC score increased by 7%, and the F1 score 462

saw an improvement of 8.6%. Similarly, in the 463

Snopes dataset, our method also outperforms all 464

other baseline generation methods across all evalu- 465

ation metrics. The better performance on the Politi- 466

Fact dataset may be due to the similarity between 467

the news content in our input dataset and the Poli- 468

tiFact dataset, both focusing on political news re- 469

porting.In contrast to our method, Grover gener- 470

ates lengthy fake information, which deviates from 471

the style of human-written fake news. Although 472

PROPANEWS manipulates only single sentences, 473

its limited range of propaganda techniques results 474

in poorer generalizability, with significantly differ- 475

ent detection performance across the two validation 476

datasets. We present examples of fake news gener- 477

ated by different methods in Appendix E. 478

Our model achieved the best results across nearly 479
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DATASETS POLITIFACT SNOPES
Acc AUC F1 Acc AUC F1

FAKEEVENT 58.69 60.08 73.55 54.65 41.96 66.11
FAKEEVENT-1ST† \ 47.32 \ \ 46.62 \
GROVER 53.61 67.17 46.97 53.24 50.75 63.27
GROVER-1ST 52.48 66.94 46.64 55.77 51.79 68.54
PROPANEWS 68.62 75.28 71.40 45.49 52.26 29.76
LLMFAKE 73.48 82.26 80.03 61.41 62.50 73.08

Table 3: Results on Acc,AUC,F1(in%) on the SNOPES and POLITIFACT datasets when trained on various
datasets.Best in bold and second best in italic underlined. The † results are reproduced by Kung-Hsiang et al.’s
(2023)

DATASETS POLITIFACT SNOPES
Acc AUC F1 Acc AUC F1

- Prompt1 67.38 81.13 77.72 59.86 60.79 74.25
- Prompt2 60.84 61.50 72.53 60.85 57.34 74.31
- Random-choose 68.85 80.72 78.34 59.86 60.79 74.25
- LLMFAKE 73.48 82.26 80.03 61.41 62.50 73.08

Table 4: Effectiveness study on Large language model Optimal Selection

all metrics on both datasets, which demonstrates480

its excellent generalization ability and confirms481

that it is not limited to a specific dataset. These482

results validate that fake news generated using large483

models, such as ours, is more effective in defending484

against human-written fake news. Our generation485

method enables the large model to produce fake486

news that closely resembles human-written content.487

488

5.2 Ablation Study489

To investigate the effectiveness of Optimal Se-490

lection,we compared the experimental results of491

datasets generated under Prompt1 and Prompt2.492

Additionally, to verify the correctness of our op-493

timal selection, we created new datasets by ran-494

domly selecting samples from the Prompt1 and495

Prompt2 datasets and evaluated their performance.496

All datasets were trained using the same pre-trained497

model, RoBERTa-Large, under identical hyperpa-498

rameters. The detection model performance on the499

generated fake news datasets is shown in Table 4.500

The results indicate that the performance of all501

three datasets is lower than that of the model trained502

on our complete dataset. However, the detection503

model trained on the optimized selection dataset504

outperforms the best individual results obtained505

from each of the Prompt1 and Prompt2 datasets506

on most evaluation metrics across both validation507

datasets.508

At the same time, our method outperforms the 509

random selection approach in nearly all evaluation 510

metrics on both validation datasets. This demon- 511

strates that the optimal selection by the large model 512

plays a crucial role, and providing appropriate eval- 513

uation criteria is essential to help achieve the best 514

possible performance. 515

5.3 About Generation Prompt 516

To investigate the effectiveness of different compo- 517

nents within the Prompt, we conducted the follow- 518

ing experiments based on Prompt1:We change the 519

ROLO inta writer, resulting in Prompt-writer;We al- 520

tered the logical perspective, creating Prompt-logic. 521

Specific details can be found in Appendix D.The de- 522

tection performance of models trained on datasets 523

generated using these two new prompts is shown 524

in Table 5. 525

Although Prompt-writer allows for more human- 526

ized writing techniques, this change introduces 527

stylistic discrepancies with the original news cat- 528

egory; Prompt-logic maintains a closer alignment 529

with the writing style of the original news, it in- 530

creases the complexity of the task for the large 531

language model, making it more challenging to 532

generate high-quality content. Both changes result 533

in a decline in the overall generation quality. 534

Therefore, we recommend that when construct- 535

ing prompt for generation domains,ROLO should 536

align with the style of the original source. Addition- 537
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DATASETS POLITIFACT SNOPES
Acc AUC F1 Acc AUC F1

Prompt-writer 58.69 54.05 73.55 55.07 50.78 66.60
Prompt-logic 58.69 63.28 73.59 54.93 50.31 67.08
Prompt1 67.38 81.13 77.72 59.86 60.79 74.25

Table 5: Effectiveness study on modified prompts

ally, it is advisable to use a simpler logical structure538

to minimize complexity and maintain high-quality539

generation.540

6 Conclusion and future work541

In this paper, we propose a new method for au-542

tomatically generating fake news. This method543

leverages LLM for Dual-Style Fake News Genera-544

tion and Optimal Selection to obtain high-quality545

fake news, which is then used to replace the main546

sentence, resulting in a high-quality dataset that547

closely resembles human writing style. We eval-548

uate our method against three existing fake news549

generation methods, and the results show signifi-550

cant improvements over strong baselines. We also551

provide detailed ablation experiments to validate552

the effectiveness of our approach.This generation553

framework eliminates the need for manual labeling554

or training new models, thus significantly address-555

ing the issues of sparse and difficult-to-construct556

fake news datasets. Additionally, it offers new in-557

sights into how LLM can generate text that closely558

mimics human writing styles.In future work, we559

plan to expand our method to other languages, tak-560

ing advantage of the multilingual capabilities of561

LLM to enhance fake news datasets across multi-562

ple languages. We also aim to explore the imitation563

of human writing styles by LLM in other text gen-564

eration tasks, further improving their application in565

fake news detection and prevention.566

7 Limitations567

Compared to human-written fake news, although568

our method imitates its style, the falsehood of the569

content still needs to be enhanced, and the explo-570

ration of the writing intent behind fake news re-571

mains insufficient. While our approach improves572

the detection of human-written fake news, the abil-573

ity to detect model-generated fake news still re-574

quires further investigation.575
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A Data Source929

We chose the TL17 dataset(Tran et al., 2013)as our930

data source, and the statistics of the dataset are931

shown in the table 6(Martschat and Markert, 2018).932

The news articles in this dataset were collected933

from major news outlets such as CNN, BBC, NBC934

News, and other reputable news organizations, en-935

suring that the unaltered articles are real news with936

high credibility. The dataset contains multiple time-937

lines, with each timeline corresponding to a spe-938

cific news event, covering hot topics across various939

domains such as war, economic crises, natural dis-940

asters, and public health. The original input for941

all the baseline generation methods used in our942

experiments is the news articles from this dataset.

Datasets Topic TLs Docs Sentences
TL17 9 19 4622 273,432

Table 6: Dataset Information for TIMELINE17
943

B Evaluation Data944

POLITIFACT: This dataset comes from the fact-945

checking website PolitiFact, which specializes in946

verifying the truthfulness of political statements.947

The dataset collects and evaluates statements made948

by political figures, political organizations, and949

other public figures in public settings, providing a950

truthfulness rating for each statement.951

SNOPES: This dataset is from the fact-checking952

website Snopes, which is dedicated to verifying and953

debunking false information. Snopes collects and954

verifies various pieces of information and stories955

circulating on the internet, offering assessments956

of their truthfulness. The dataset includes text de-957

scriptions of the fact-checked stories, background958

information, and related links or citations.959

C Experimental Details960

The training parameter settings for RoBERTa-961

Large are as follows:962

- LLMFAKE,GROVER,FAKEEVENT: Trained us-963

ing AdamW(Loshchilov and Hutter, 2017). The964

learning rates for the two layers are set to 1e-05 and965

5e-05, with weight decays of 1e-6 and 1e-4, respec-966

tively. Learning rate warm-up is applied, with a967

total of 20 epochs, 10 warmup epochs, and a batch968

size of 16.969

- PROPANEWS: We directly used the pre-trained970

model provided by the dataset authors for this971

method.972

For security reasons, the authors of FA- 973

KEEVENT only released the dataset without mak- 974

ing the generation model publicly available. There- 975

fore, the specific parameters used to train the 976

FAKEEVENT-1ST model were referenced directly 977

from their published work. 978

D Changed Prompt Details 979

To better align with the existing changes, we modi- 980

fied other minor parts of the prompt.This was done 981

to more precisely guide the large language model 982

in generating fake news content that aligns with the 983

target objectives.For specific details, please refer to 984

Table 7.

Prompt-writer:
You’re a writer, there is a story: {sentence}. Please
make changes in the story to make it have the opposite
meaning. The format of the output is: ’The new story
is:.’
Prompt-logic:
You are a veteran journalist and here is a fake news
story that is contrary to the facts of the original news.
The fake news is: {sentence}. Please speculate what
the original news is. The format of the output is: ’The
original news is:’.

Table 7: Content of the Changed Prompt

985

E Case Study 986

In Table 8, we present specific examples of articles 987

generated under different methods, with red text 988

representing the generated fake news. We observe 989

that the use of GROVER results in a large amount 990

of fake news, which deviates significantly from the 991

original meaning and fails to establish a coherent 992

context with the real news. PROPANEWS gener- 993

ates relatively simple fake information, which may 994

be due to the fact that its trained generation model 995

lacks the richness of world knowledge compared 996

to LLM. 997
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Method Generated Article
GROVER BP has announced that it has over US$2bn (£662m) in legal fees pending against rival pipeline

company TransCanada Corp for its role in the fatal oil spill at the Deepwater Horizon rig site
in the Gulf of Mexico. "BP remains focused on its ongoing business," BP’s deputy CEO, Joe
Gevinson, said at a news conference on Wednesday. "It is our position that we can call upon
TransCanada in the best interests of the world to restore the confidence and clean energy that was
lost in the Gulf disaster." We know that this is a high stakes battle and that we have been very
highly valued by the department and the BP officials during the investigation. We do not see any
need to raise any more fines and it will be the British people who will decide who will pay, as
will the British authorities who will meet the responsibilities of being responsible for this disaster.
TransCanada, the federal energy minister, said it would also be fined for providing technical
support to BP on the Gulf spill, contrary to a previous ruling from the Natural Resources Defence
Council. The British government has so far fined BP over the disaster in the Gulf of Mexico
for illegally building four pipeline links to their Britannia oil field offshore of New Orleans. In
February, the Environmental Protection Agency fined BP, the chief executive of BP and lead
contractor for two BP units responsible for the Gulf of Mexico site for illegal installations in the
Florida Keys. President Obama is pushing for a law that could force the oil company to pay the
full cost of the clean-up operation. At least four million gallons have leaked from the well that
was damaged in an explosion more than three weeks ago.

PROPANEWS The sound of gunfire during anti-government marches in Syria . Amateur video from Friday
which could not be independently verified by Reuters show demonstrators under attack in Syria
, The demonstrators try to take cover. A man goes down. Friday was by far the bloodiest day
in more than a month of demonstrations to demand an end to President Bashar al-Assad ’s rule
Activists say at least 100 people died. The protests went ahead despite Assad ’s decision this
week to lift emergency law , in place since his Baath Party seized power some 48 years ago.
Activists say more than 100 people have been killed. Assad has ejected most foreign media from
the country so independent reports of violence are difficult to verify. Demonstrators are using the
internet to get out their message. Deborah Lutterbeck , Reuters Gunfire and tanks in Syria -LRB-
2:03 -RRB- Apr 24 - Amateur video purports to show Syrian protesters under fire , with several
seriously injured. -LRB- Transcript -RRB- An ultra-low latency infrastructure for electronic
trading and data distribution A connected approach to governance , risk and compliance Our
next generation legal research platform.

Ours British Energy Behemoth Fails to Stop Gulf Oil Leak, Continues Environmental Disaster!
Despite efforts to implement a ’top hat’ procedure, the leaking wellhead remains uncontained,
exacerbating the massive spill in the Gulf of Mexico. Concerns mount over the ongoing
environmental crisis and the company’s inability to control the situation. The cap sits on the
wellhead’s lower marine riser package (LMRP) section, the pipe that takes oil and gas from the
well to a drill ship on the surface. The cap is designed to stop the flow of oil until a relief well
can be drilled. The blowout on the Deepwater Horizon rig on 20 April killed 11 workers and
led to the leak of millions of gallons of oil into the Gulf of Mexico, which has now reached
the Florida Keys and is threatening to eclipse the 1989 Exxon Valdez disaster in Alaska as the
worst environmental disaster in US history. The oil slick is threatening to eclipse the 1989 Exxon
Valdez disaster as the worst environmental disaster in US history, and the damage to the gulf’s
fragile coastline has been described as "potentially catastrophic". The Exxon Valdez oil spill off
Alaska was the worst environmental disaster in US history, with an estimated 11m gallons (40m
litres) of oil spewing into the Gulf of Mexico before it was capped in 1989. A US charity, the
Marine Spill Response Corp (MSRC), which is coordinating the response to the spill, said it was
working with BP and the US Coast Guard to help clean up the oil.

Table 8: A qualitative comparison between the generated articles from different approaches. The texts marked in
red indicate disinformation.
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