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Abstract

Deception detection has garnered increasing001
attention due to its significance in real-world002
scenarios, with its main goal being to identify003
lies in an individual’s external behaviors. How-004
ever, these bases are often subjective and linked005
to personal habits. To this end, we extend de-006
ception detection to deception reasoning, fur-007
ther providing objective evidence to support008
subjective judgment. Specifically, we provide009
potential lies and basic facts and then analyze010
inconsistencies in the facts and the underlying011
intentions to explore why a statement may be a012
lie. Compared with traditional deception detec-013
tion, this task is more applicable to real-world014
scenarios. For example, in interrogation, the015
police should judge whether a person is lying016
based on solid evidence. This paper presents017
our initial attempts at this task, including con-018
structing datasets and defining evaluation met-019
rics. Meanwhile, this task can serve as a bench-020
mark for evaluating the reasoning capability of021
large language models. Our code and data are022
provided in the supplementary material.023

1 Introduction024

Deception is defined as an intentional attempt to025

mislead others (DePaulo et al., 2003). Detecting026

deceptive behaviors is challenging even for humans,027

generally requiring specialized knowledge. Despite028

its difficulties, deception detection is an important029

research topic due to its widespread applications,030

such as airport security screening, court trials, and031

personal credit risk assessment (Masip, 2017).032

Deception detection aims to identify deceptive033

behavior from an individual’s external behavior.034

Current research mainly focuses on laboratory-035

controlled or in-the-wild scenarios (Karnati et al.,036

2021; Speth et al., 2021). The former recruits sub-037

jects and triggers their deceptive behaviors in well-038

designed psychological paradigms (Abouelenien039

et al., 2016). However, some researchers question040

the practicality of laboratory-controlled datasets041

because they are different from real deceptive be- 042

haviors (Vrij, 2008; Fitzpatrick et al., 2022). There- 043

fore, in recent years, researchers have paid more 044

attention to real-life datasets (Şen et al., 2020). 045

However, this judgment is relatively subjective 046

and related to personal habits, and real-world ap- 047

plications require evidence to support these judg- 048

ments. To address this, we extend the field of decep- 049

tion detection and introduce a new task, Deception 050

Reasoning, which aims to infer the underlying rea- 051

sons why a statement might be a lie. This paper 052

makes an initial attempt at this task by establishing 053

datasets that include both real and synthetic data 054

and defining evaluation metrics (including accu- 055

racy, completeness, logic, and depth) to assess the 056

reasoning results. The main contributions of this 057

work are summarized as follows: 058

• Task. This paper proposes a new task, decep- 059

tive reasoning. Unlike traditional deception 060

detection, we further provide objective evi- 061

dence to support subjective judgments. 062

• Groundwork. To facilitate research, we con- 063

struct datasets and define evaluation metrics. 064

• Benchmark. This task can serve as a bench- 065

mark for assessing the complex reasoning ca- 066

pabilities of Large Language Models (LLMs). 067

The rest of this paper is organized as follows: 068

Section 2 reviews recent works. In Section 3, we 069

introduce our data generation pipeline. In Section 070

4, we define evaluation metrics and report the per- 071

formance of various LLMs on deception reasoning. 072

Finally, we conclude this paper in Section 5. 073

2 Related Works 074

In this section, we first review existing works on 075

deception detection and LLMs. Since we focus on 076

deception reasoning, we further review some works 077

on evaluating reasoning capabilities. 078
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2.1 Deception Detection079

Deception detection aims to identify deceptive be-080

havior by analyzing individual clues. In this sec-081

tion, we summarize recent works from two perspec-082

tives: datasets and solutions.083

Datasets. Current datasets are mainly conducted084

in laboratory-controlled or in-the-wild scenarios.085

In laboratory-controlled setups, researchers of-086

ten use well-designed psychological paradigms087

to induce deception. For example, Derrick et al.088

(2010) asked participants to commit mock crimes.089

They were rewarded if they could convince the090

professional interviewer of their innocence. Pérez-091

Rosas et al. (2014) and Abouelenien et al. (2016)092

collected data using three scenarios: mock crime,093

best friend, and abortion. In mock crime, partic-094

ipants can choose to take or not take the money095

in the envelope. They were rewarded if they took096

the money without raising doubts from interview-097

ers. For best friend and abortion, participants can098

discuss these topics using true or fake opinions.099

Besides laboratory-controlled scenarios, there100

are many works focusing on in-the-wild scenar-101

ios. For example, Şen et al. (2020) collected102

videos from public court trials and used trial out-103

comes to indicate whether the subject was decep-104

tive. Bachenko et al. (2008) analyzed criminal105

narratives, interrogations, and legal testimony and106

provided a method to assess whether a statement is107

truthful or deceptive. Fornaciari and Poesio (2013)108

attempted to identify deceptive statements in hear-109

ings collected in Italian courts. Pérez-Rosas et al.110

(2015) collected videos from TV shows. The par-111

ticipants were considered to be lying if they gave112

an opinion about a non-existent movie.113

Solutions. Regarding solutions, Karnati et al.114

(2021) proposed a framework leveraging deep neu-115

ral networks to improve detection accuracy. Ilias116

et al. (2022) introduced a Transformer-based frame-117

work, proving that it outperforms traditional meth-118

ods in effectiveness. Yang et al. (2021) analyzed119

emotion-based features, underscoring the pivotal120

role of emotional clues in identifying deception.121

Meanwhile, Hazra and Majumder (2024) investi-122

gated deceptive behavior in conversations within123

high-risk environments, indicating that detectors124

relying solely on linguistic clues can perform on125

par with humans in discerning truth.126

Deception detection mainly uses individual clues127

to identify deceptive behavior. However, such judg-128

ment is related to personal habits. Unlike deception 129

detection, our deception reasoning aims to provide 130

objective evidence for subjective judgment, which 131

has greater value in practical applications. For ex- 132

ample, during interrogation, these analytical results 133

can provide guidance to the police officer. 134

2.2 Large Language Model 135

Recently, LLMs have shown strong text understand- 136

ing and generation capabilities, which have been 137

widely used in various tasks. For example, Gan 138

et al. (2023) and Qiu et al. (2023) explored the 139

promise of LLMs in education and mental health 140

support. Wang et al. (2023) used LLMs to learn 141

character-specific language patterns and behaviors 142

to enhance role-playing realism and interactive ex- 143

periences. Park et al. (2023) exploited LLMs to 144

create multiple characters and let them live in a 145

virtual environment. These characters were able to 146

engage in dialogues and spontaneous social activi- 147

ties. Among existing LLMs, GPT-4 shows strong 148

role-playing ability and can generate more human- 149

like behaviors (Guo et al., 2023; Gui and Toubia, 150

2023). Thus, a portion of our dataset uses GPT-4 151

to synthesize dialogues for deception reasoning. 152

Recent advancements in LLMs have signifi- 153

cantly enhanced reasoning capabilities, particularly 154

through the use of long chain-of-thought (CoT) 155

prompting and reinforcement learning (RL). Yeo 156

et al. (2025) systematically investigated the me- 157

chanics of long CoT reasoning, identifying key 158

factors such as supervised fine-tuning (SFT) and 159

reward shaping that enable models to generate 160

extended reasoning trajectories. Similarly, Kimi 161

(2025) demonstrated state-of-the-art performance 162

in long CoT reasoning by scaling context windows 163

and optimizing policy methods, achieving remark- 164

able results in multi-modal tasks. DeepSeek-AI 165

(2025) highlighted the importance of RL in de- 166

veloping reasoning skills, showing that models 167

can learn complex strategies through reward-driven 168

training. OpenAI’s o1 model (OpenAI, 2024) fur- 169

ther exemplifies the potential of long CoT reason- 170

ing, achieving high performance on various reason- 171

ing benchmarks through reinforcement learning. 172

Due to the complexity of deception reasoning, this 173

task can serve as a novel benchmark for evaluating 174

the reasoning capabilities of LLMs. 175

2.3 Reasoning Performance Evaluation 176

Reasoning is a necessary ability to solve sophisti- 177

cated problems. For example, mathematical rea- 178
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Figure 1: Overall pipeline. (a) Dialogue Generation: We construct a dataset that includes both real and synthetic
dialogues. For the real data, we manually summarize events and transcribe dialogues. For the synthetic data, we
use GPT-4 to simulate interactions between suspects and police. (b) Deceptive Reasoning: We manually select a
potential lie and exploit the LLM to analyze why this statement might be a lie. We also conduct post-filtering and
manual checks to ensure the quality of the deception reasoning.

soning is the ability to reason about math word179

problems (Mishra et al., 2022a,b). Logical reason-180

ing is a cognitive process of applying general rules181

or principles to reach specific conclusions (Flach182

and Hadjiantonis, 2013). In logical reasoning, three183

elements are usually included: rule, case, and result.184

These three elements constitute three types of logi-185

cal reasoning: deductive (rule+ case ⇒ result),186

inductive (case+ result ⇒ rule), and abductive187

(result+Rule ⇒ case). Commonsense reasoning188

enables computers to understand and apply com-189

mon knowledge from humans, more effectively190

simulating human thought processes and decision-191

making behaviors (Storks et al., 2019).192

Existing reasoning datasets mainly use a form of193

multiple-choice (Geva et al., 2021) or open-ended194

questions (Weston et al., 2016). For the former, the195

answer is predefined and the evaluation process is196

straightforward. For the latter, the model needs to197

generate the answer, rather than choosing from a198

given set of options. In our deception reasoning,199

it is difficult to provide candidate answers and the200

multiple-choice form may also limit the model’s201

creativity. Therefore, we evaluate this task in the202

form of open-ended questions.203

Previous open-ended questions mainly use the204

similarity between predicted answers and standard205

answers (Yang et al., 2018). Considering the com- 206

plexity of deception reasoning, this paper proposes 207

a more comprehensive evaluation strategy covering 208

four dimensions: accuracy, completeness, logic, 209

and depth. More details can be found in Section 4. 210

3 Data Generation 211

We collect both real data and synthetic data for 212

deception reasoning, and the dataset construction 213

pipeline is summarized in Figure 1. 214

3.1 Real Dialogue Generation 215

Our real data is sourced from the documentary 216

“The Guardians of Jiefangxi”, which provides some 217

real-world interrogation scenarios. We manually 218

summarized the facts of the cases and recorded 219

the dialogues between suspects and interrogators. 220

These real dialogues offer invaluable insights into 221

the nuances of human interaction during interroga- 222

tions, including the use of evasive language, vague 223

expressions, and attempts to shift responsibility. 224

However, despite our efforts, the amount of real 225

data we were able to collect is limited. The docu- 226

mentary only covers a specific set of cases, result- 227

ing in a lack of diversity in the types of deception 228

behaviors and interrogation contexts. Therefore, 229

we supplement real data with synthetic data to en- 230
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sure the diversity of our dataset.231

3.2 Synthetic Dialogue Generation232

We use GPT-4 (“gpt-4-1106-preview”) to syn-233

thesize dialogues containing deceptive behaviors.234

Specifically, we choose one of the most widely235

used scenarios in previous research, mock crime236

(Derrick et al., 2010; Pérez-Rosas et al., 2014). We237

ask GPT-4 to simulate the role-playing between a238

suspect and a police officer. During the interroga-239

tion, the suspect should deceive the police to evade240

the crime, while the police should strive to uncover241

the truth. For clarity, we first define three notations:242

legal instrument, target content, and action.243

Notation Definition. To obtain crime facts, we244

turn our attention to legal instruments, which in-245

clude but are not limited to, details of the prose-246

cution’s charges, descriptions of the defendant’s247

criminal behavior, arrests, the evidence presented,248

explicit charges, and stages of the judicial process.249

To mimic real interrogation, the suspect should250

know the complete crime facts while the police251

officer should miss some details. However, legal252

instruments contain contents that can reduce uncer-253

tainty during interrogation, such as explicit charges254

and convictions. Hence, in legal instruments, we255

only select the target content, which denotes a se-256

ries of behaviors involving multiple people, places,257

and times. The target content contains multiple258

actions, where an action refers to a continuous and259

specific behavior performed by subjects within a260

period of time. Appendix C provides examples to261

illustrate the differences between the legal instru-262

ment, target content, and action.263

Legal Instrument Selection. CAIL2018 (Xiao264

et al., 2018) encompasses 2.68 million criminal law265

documents, spanning 202 types of charges and 183266

legal provisions. In this dataset, legal instruments267

are written by legal experts, with rigorous wording268

and standardized forms. These high-quality legal269

instruments bring great convenience to our work.270

Proper legal instruments are important for di-271

alogue generation. On the one hand, short legal272

instruments contain insufficient content, leading273

to unclear descriptions of details and generating274

low-quality dialogues. On the other hand, long le-275

gal instruments may contain complex crime facts,276

increasing the difficulty of dialogue generation.277

Therefore, we select legal instruments with a length278

ranging from 400 to 2,000. The length distribution279

Figure 2: Distribution of lengths after selection (the
length refers to the number of Chinese characters).

Sunday afternoon, Chen shot Wu with a gun in the park.
Time Agent Patient Instrument Location

At unknown time, Chen shot Wu with a gun in the park.
Mask Time Agent Patient Instrument Location

Figure 3: Example of time masking process.

after selection is shown in Figure 2, where the 280

length refers to the number of Chinese characters. 281

Target Content and Action Extraction. Then, 282

we attempt to extract the target content from legal 283

instruments and further disassemble it into multi- 284

ple actions. Specifically, we rely on GPT-4 and 285

adopt a two-stage strategy to achieve this goal. In 286

the first stage, we extract the target content from 287

legal instruments; in the second stage, we disas- 288

semble it into multiple actions. To achieve better 289

performance, each stage uses one-shot and chain- 290

of-through prompts (Wei et al., 2022). In Section 291

4.5, we also analyze the performance of the one- 292

stage strategy, i.e., merging target content and ac- 293

tion extraction into one stage. Experimental results 294

demonstrate that the two-stage strategy is more 295

effective than the one-stage strategy. 296

Incomplete Action Generation. During the in- 297

terrogation, the police officer may not have com- 298

plete crime facts and try to find missing parts from 299

the suspect. To mimic this process, we generate 300

incomplete actions for the police officer. 301

An action mainly involves the following seven 302

items: (1) agent is the entity that performs the ac- 303

tion; (2) patient is the entity affected by the action; 304

(3) instrument is the object used to perform the ac- 305

tion; (4) goal is the direction or destination of the 306

action; (5) source is the place where the action orig- 307

inates; (6) time is the time when the action occurs; 308

(7) location is the place where the action occurs. 309
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Deception Reasoning:
In the dialogue with the suspect, when the police asked about the tools used during the conflict, the suspect replied, "I remember someone might have 
used roller skates." This statement has several potential issues, indicating that the suspect may be lying or at least attempting to downplay his 
responsibility:
1.Vague expression: The use of phrases like "I remember" and "might have" makes the statement very vague, suggesting that the suspect is attempting
an uncertain assertion, perhaps to avoid directly admitting knowledge of specific actions or participants. In reality, if he was indeed involved in the 
incident, he should have a clearer understanding of what exactly happened.
2.Lack of specific details: The suspect did not provide any specific details, such as who used roller skates and how they were used as tools. This 
avoidance of providing concrete information may indicate an attempt to conceal facts or mitigate his own culpability.
3.Responsibility shifting: By saying "someone might have used," the suspect seems to be trying to shift the responsibility onto others, rather than 
directly admitting that he or a specific person used roller skates. This wording allows him to technically avoid direct accountability for the actions while 
keeping the legal responsibility vague.
4.Contradiction with known facts: According to the police statement, there seems to be clear evidence or witness testimony indicating that roller skates 
were used as tools in the incident. The complete facts reveal that the suspect also used roller skates. The suspect's response contradicts these facts, 
suggesting that he may be trying to downplay his actions.
In summary, the suspect's statement exhibits signs of evasion, vagueness, and responsibility shifting, all of which are potential indicators of deception. 
This needs to be verified through further investigation and evidence collection.

Hello, I am the investigator in charge of this case. Please first 
tell me your full name and what day of the week it is today.

My name is Zhang, and today is Friday.

Zhang, what did you have for breakfast this morning?

I had some bread and milk.

Understood. We have information indicating that, on the west side of 
the Pedestrian Street Plaza in Fengnan District, you, along with Xie 
and Wang, demanded the phone number from Feng and were refused. 
How do you respond to this?

Yes, we did ask for his phone number, but he refused to give it.

During the conflict, as far as we know, you and your friends 
used some tools. Specifically, what tools were used?

I remember someone might have used roller skates.

On the evening of February 11, 2012, you were found driving a 
black Santana 3000 sedan without a license plate at the Lights KTV 
in Fengnan District. Can you explain the situation with this car?

I borrowed that car, and indeed, it 
didn't have a license plate at the time.

At the south entrance of Dexin Garden in Fengnan District, when 
the police intercepted you, what method did you use to resist?

I... I used a knife, but I just wanted to 
escape and didn't intend to harm them.

In these two incidents, how did you coordinate with 
Xie and Wang? Was there any premeditation?

We didn't have a specific plan; it was just a momentary impulse.

Did you notice any other witnesses or people trying to stop you?

Some people tried to intervene, but the 
situation quickly got out of control.

Have you had similar behavior in the past?

No, this is the first time.

How do you typically resolve conflicts?

I usually try to avoid conflicts.

Why did you choose to use violence on that evening?

I was feeling very angry at that time and didn't think much.

Okay, Zhang. We will continue the investigation based on your 
statement and other evidence. Thank you for your cooperation.

Figure 4: Dialogue, potential lie, and reasoning results. In deception reasoning, we aim to generate multi-faceted
analysis results, such as factual inconsistency, ambiguous expressions, intent, etc.

To generate incomplete actions, we randomly310

mask an item in the action. Specifically, we replace311

the agent and patient with unknown people, the312

instrument with unknown tool, the location with313

unknown place, and the specific time with unknown314

time. Figure 3 illustrates the masking process, and315

Appendix C provides an example of the generated316

incomplete actions.317

Mock Interrogation. We simulate the interroga-318

tion process between the suspect and the police319

officer. To enhance authenticity, complete and in-320

complete actions serve as the information held by321

the suspect and the police officer, respectively. To322

enhance the professionalism of the police officer,323

we further provide him with additional interroga-324

tion techniques. Specifically, we require the police 325

officer to ask some typical questions (Leo, 1994): 326

• Control questions: These questions are used 327

to establish a baseline response from the inter- 328

rogatee. Generally, the interrogatee is honest 329

with these questions. For example, what is 330

your name? What day of the week is it today? 331

Answers to these questions should be truthful 332

so that they can be compared with answers to 333

subsequent questions. 334

• Relevant questions: They are related to the 335

core of the crime and are often questions to 336

get to the truth. For example, were you in- 337

volved in an event at a certain time and place? 338

How did you do this? The answers to these 339
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Metric Synthetic Dialogue Real Dialogue
Max Min Avg Max Min Avg

# of turns per dialogue 54 23 34.93 64 6 27.92
# of words per utterance 180 2 19.30 150 1 18.75
# of words per police’s utterance 180 7 24.23 126 3 20.24
# of words per suspect’s utterance 99 7 20.77 150 1 17.26
police word count divided by suspect word count per turn 9.0 0.17 1.27 63 0.05 2.21

Table 1: Statistics of our deception dataset.

(a) target content length (b) number of actions (c) dialogue turns

Figure 5: Distribution of target content length, number of actions, and dialogue turns.

questions are the focus of the interrogation.340

• Comparison questions: These questions are341

similar to control questions, but they are usu-342

ally designed to be more challenging to show343

a distinct physical or psychological response.344

These questions should be answered in the af-345

firmative. For example, have you ever done346

anything dishonest? Do you lie often?347

• Neutral questions: These questions are often348

used to relieve tension or provide an opportu-349

nity for the interrogatee to relax. They are not350

related to the subject of the interrogation. For351

example, what did you have for breakfast this352

morning? What are your hobbies?353

• Randomness and variability: Interrogators354

usually randomize the order of questions to355

avoid forming a fixed pattern, thereby reduc-356

ing the chances that the interrogatee will be357

able to prepare for or adapt to a particular358

type of questioning, but neutral and control359

questions often come first in interrogation.360

In this section, we propose two strategies for361

dialogue generation: (1) we use two GPT-4s play-362

ing two roles; (2) we use one GPT-4 to generate363

a multi-round dialogue between two roles directly.364

For the first strategy, the output gradually spirals365

out of control as the dialogue progresses, resulting366

in a significant drop in quality at the end of the367

dialogue. Therefore, we turn our attention to the368

second strategy. We find this strategy can maintain369

the logic and coherence of the dialogue.370

3.3 Deception Reasoning 371

Figure 1 shows the deception reasoning process. 372

Specifically, we manually select a potential lie and 373

use LLMs to generate multi-faceted analysis re- 374

sults, such as factual inconsistency, ambiguous ex- 375

pressions, intent, etc. Next, we perform manual 376

checks and proofreading to ensure the quality of 377

the reasoning. Figure 4 gives an example to illus- 378

trate this process. We also perform post-filtering 379

to remove some dialogues that contain unnatural 380

parts or have no potential lies. 381

It should be noted that deception reasoning has 382

some similarities with misinformation detection. 383

However, there are also certain differences. As 384

shown in Figure 4, misinformation detection is an 385

aspect of deception reasoning. Differently, decep- 386

tion reasoning is a more comprehensive task that 387

aims to analyze from multiple aspects. 388

3.4 Data Statistics 389

Dataset statistics are summarized in Table 1. We 390

observe that the average number of turns per dia- 391

logue is around 30, which is sufficient for a short 392

interrogation. In Figure 5, we also provide the 393

distribution of target content length, number of ac- 394

tions, and dialogue turns. Meanwhile, we analyze 395

the cost of data generation. On average, we spend 396

less than $2 per synthetic dialogue, which is less 397

than the cost of the real dialogue. 398

4 Deception Reasoning Evaluation 399

In this section, we first define evaluation metrics 400

and evaluators. Then, we assess different LLMs 401
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Model Automatic Evaluation Results Manual Evaluation Results
Acc. Com. Log. Dep. Sum Acc. Com. Log. Dep. Sum

ChatGLM2-6B 4.00 3.56 4.33 3.44 15.33 5.12 5.00 4.90 4.70 19.72
WizardLM-13B 5.20 4.87 6.00 4.38 20.45 5.61 5.30 5.41 5.14 21.46
Baichuan2-13B 5.24 5.00 6.25 4.62 21.11 4.56 4.36 4.49 4.16 17.57

ERINE3.5 5.40 5.00 6.10 5.10 21.60 5.71 5.81 5.71 5.13 22.36
Qwen-14B 6.00 5.60 6.70 5.20 23.50 5.91 5.80 5.42 5.40 22.53

Claude3-Haiku 6.33 5.89 6.89 5.33 24.44 6.36 6.11 5.94 5.70 24.11
GPT-3.5 6.00 5.87 6.87 5.75 24.49 6.80 6.58 6.53 6.18 26.09

ERINE4.0 6.60 6.30 7.30 5.80 26.00 6.95 6.78 6.99 6.81 27.53
GLM-4-9B 6.67 6.44 7.33 6.33 26.77 7.56 7.54 7.59 7.55 30.24

Gemini-1.5-Pro 6.11 6.89 7.67 6.56 27.23 7.56 7.51 7.37 7.23 29.67
Qwen2-7B 6.56 6.72 7.72 6.39 27.39 7.41 7.49 7.48 7.41 29.79
PCC scores 0.81 0.87 0.80 0.89 0.86 0.81 0.87 0.80 0.89 0.86

Table 2: Main results on synthetic data. We report the results of automatic and manual evaluations across different
metrics. In the last row, we report the Pearson correlation coefficient (PCC) between the automatic and manual
evaluation results for the same metric. Here, PCC can measure the correlation between the two sets of data.

and report evaluation results. After that, we prove402

the naturalness of synthetic dialogues. Finally, we403

conduct an ablation study and reveal the rationality404

of our target content and action extraction strategy.405

This section mainly uses GPT-3.5 (“gpt-3.5-turbo-406

0613”) and GPT-4 (“gpt-4-1106-preview”).407

4.1 Evaluation Metrics408

In deception reasoning, we need to figure out why409

a sentence may be a lie by considering factual in-410

consistencies and the intent behind it. To provide a411

more comprehensive evaluation, we propose four412

metrics for deception reasoning, whose core defini-413

tions are provided below:414

• Accuracy: It is used to check whether the415

reasoning is consistent with the basic facts. If416

the reasoning is based on the facts, the model417

should receive a high score in this dimension.418

• Completeness: It is used to evaluate whether419

the model takes into account all details. A420

good model should be comprehensive and not421

miss any key information.422

• Logic: It is used to evaluate whether the rea-423

soning is logically coherent and well orga-424

nized. The model is required to have common425

sense and world knowledge, with deductive,426

inductive, abductive, and other reasoning abil-427

ities. If the reasoning is logically confused or428

contradictory, the model should receive a low429

score in this dimension.430

• Depth: It is used to evaluate whether a model431

provides an in-depth analysis or only scratches432

the surface. This metric is different from com-433

pleteness. Some reasoning merely restates434

facts and gives a conclusion, which can be 435

complete but not deep. High-quality reason- 436

ing should be able to dig deeper into the rea- 437

sons and motivations behind it. 438

These metrics can cover different aspects of rea- 439

soning. During the evaluation, we use more de- 440

tailed definitions for each metric, as well as the 441

meaning of each score for each metric. Please refer 442

to Appendix D for more details. 443

4.2 Evaluator 444

We conduct both automatic and manual evaluations. 445

Considering that researchers (Zheng et al., 2023; 446

Lian et al., 2023) have proven the consistency be- 447

tween GPT-4 and human assessments, we directly 448

use GPT-4 for the automatic evaluator. Meanwhile, 449

we hire 8 annotators and perform manual evalua- 450

tion. Each annotator is paid $14 per hour, which is 451

relatively high in China. 452

4.3 Main Results 453

This section evaluates the deception reasoning per- 454

formance of different LLMs. Besides mainstream 455

LLMs such as WizardLM (Xu et al., 2023), we also 456

select LLMs that perform well in Chinese such as 457

Qwen (Bai et al., 2023). During inference, we input 458

basic facts, synthetic dialogue, and potential lies, 459

and ask LLMs to analyze why this sentence might 460

be a lie. In both automatic and manual evaluation, 461

we use the prompts in Appendix D and experimen- 462

tal results are shown in Table 2 and Table 3. 463

In Table 2, we observe that existing LLMs 464

can deal with deception reasoning to some extent. 465

Meanwhile, we can see the progress of Chinese 466

LLMs in reasoning ability. For example, Qwen2 467

is better than Qwen and ERINE4.0 is better than 468
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Model Automatic Evaluation Results
Acc. Com. Log. Dep. Sum

Qwen-14B 6.8 6.2 7.2 5.4 25.6
GPT-3.5 7.3 6.0 7.1 5.7 26.1

Claude3-Haiku 7.1 6.2 7.2 5.9 26.4
GLM-4-9B 7.0 6.2 7.5 6.4 27.1
ERINE4.0 7.5 6.8 7.4 6.6 28.3
Qwen2-7B 7.6 6.8 7.8 6.8 29.0

Gemini-1.5-Pro 8.2 7.9 8.4 7.6 32.1

Table 3: Main results on real data.

ERINE3.5. Furthermore, Table 2 shows the PCC469

scores between automatic and manual evaluation470

results. We observe that manual evaluation results471

have relatively high similarities with automatic472

evaluation results, proving the reliability of our473

automatic evaluation strategy. Therefore, we only474

report the automatic evaluation results in Table 3.475

We observe that, although there is an absolute dif-476

ference in results between real and synthetic data,477

the ranking outcomes for both real and synthetic478

data show notable similarities. This suggests that479

the rankings are primarily influenced by the inher-480

ent reasoning ability of the LLMs, and our bench-481

mark effectively reflects the complex reasoning482

capabilities of different LLMs.483

4.4 Dialogue Naturalness Evaluation484

To test the naturalness of our synthetic dialogue,485

we use the prompt in Appendix E and conduct both486

automatic and manual evaluations.487

For automatic evaluation, considering that we488

use GPT-4 to generate dialogues, we choose an-489

other Claude3-Haiku for evaluation. Specifically,490

we randomly select 10 real dialogues from a dia-491

logue dataset IEMOCAP (Busso et al., 2008) and492

10 synthetic dialogues from our dataset. The av-493

erage score of real dialogue can reach 4.00 and494

the average score of synthetic dialogue can reach495

3.88. For manual evaluation, we hire 8 annotators496

and ask them to score the naturalness. The average497

score of synthetic dialogue can reach 3.70, close to498

the automatic evaluation results. These results re-499

flect the naturalness of our synthetic dialogues and500

the reliability of our automatic evaluation strategy.501

4.5 Ablation Study502

This paper uses a two-stage strategy and GPT-4 for503

target content and action extraction (see Section504

3.2). In this section, we compare the performance505

between one-stage and two-stage strategies, as well506

as GPT-3.5 and GPT-4. During evaluation, we507

randomly select 100 samples. For target content508

Strategy Target (↑) Action (↓)
one-stage + GPT-3.5 47 36
two-stage + GPT-3.5 83 9
one-stage + GPT-4 69 2
two-stage + GPT-4 98 0

Table 4: Performance comparison of different strategies
for target content and action extraction.

extraction, we define a metric called target accu- 509

racy. If the system extracts non-target content from 510

legal instruments, it will have a low score in this 511

metric. For action extraction, we define a metric 512

called action complexity. This metric is related to 513

inappropriate action decomposition. Take the com- 514

plete actions in Appendix C as an example. These 515

actions are well-decomposed. But if we merge two 516

actions into one action, this decomposition process 517

is inappropriate, leading to an increase in action 518

complexity. Therefore, a good model should have 519

high target accuracy and low action complexity. 520

Experimental results of different strategies are 521

shown in Table 4. We observe that the two-stage 522

strategy achieves better performance than the one- 523

stage strategy. The reason lies in that if we merge 524

target content and action extraction into one stage, 525

it increases the task difficulty, making it more likely 526

that the output does not meet the requirements. 527

Meanwhile, GPT-4 can achieve better perfor- 528

mance than GPT-3.5. Target content and action 529

extraction require the model to understand not only 530

the literal meaning of the text but also its structure 531

and semantic content. Since GPT-4 can achieve bet- 532

ter performance than GPT-3.5 in text understand- 533

ing, it can also achieve better performance in target 534

content and action extraction. 535

5 Conclusions 536

This paper extends deception detection to deception 537

reasoning, further providing objective evidence to 538

support subjective judgment. To facilitate subse- 539

quent research, we build datasets, define evaluation 540

metrics, and open-source data and code. Mean- 541

while, we present the performance of mainstream 542

LLMs and reveal the correlations between auto- 543

matic and manual evaluation results. Furthermore, 544

we prove the rationality of our synthetic dataset 545

construction strategy and the naturalness of our 546

synthetic dialogues. Our proposed deception rea- 547

soning task can also serve as an important reason- 548

ing benchmark for current LLMs. 549
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Limitations550

Several limitations can be addressed in future re-551

search. First, this paper evaluates the performance552

of mainstream LLMs but does not cover all LLMs.553

In the future, we will expand the evaluation scope.554

Secondly, inspired by recent research on CoT, in555

the future, we will also introduce CoT into our de-556

ception reasoning to simulate the human analysis557

process. Thirdly, video generation has become in-558

creasingly popular. We will synthesize multimodal559

data and expand text-based deception reasoning to560

multimodal deception reasoning.561

Societal Impacts562

We use legal instruments for dataset construction.563

On the one hand, legal instruments may provide564

guidance to criminals. But on the other hand, legal565

instruments can also remind people not to commit566

crimes. This paper has similar potential societal im-567

pacts as legal instruments. Although our research568

revolves around deception, our main goal is to de-569

tect deception and provide evidence to support the570

judgment. This tool is of great significance for571

the police to improve integration efficiency and572

strengthen social security.573
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Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan760
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin,761
Zhuohan Li, Dacheng Li, Eric. P Xing, Hao Zhang,762
Joseph E. Gonzalez, and Ion Stoica. 2023. Judging763
llm-as-a-judge with mt-bench and chatbot arena.764

A Language of the Dataset765

In this paper, the dataset we constructed is in Chi-766

nese. For more details, please refer to our supple-767

mentary materials.768

B Inference Cost Analysis769

Table 5 shows the inference cost per sample for770

each LLM. For closed-source models provided by771

OpenAI, Google, etc., we calculate the inference772

cost based on the number of tokens and the price773

per token. For open-source models such as GLM-4-774

9B and Qwen2-7B, we calculate the inference cost775

based on the model inference time and the daily776

price of the machine usage. Specifically, we use777

Azure Standard_NC12s_v3 (equipped with 2 V100778

GPUs) based on the pay-as-you-go pricing in De-779

cember 2023. Although these costs are not accurate780

due to price changes, they provide a rough estimate781

of the inference cost. We find that for open-source782

LLMs, large models are often expensive due to783

their long inference time. For close-source LLMs,784

Gemini-1.5-Pro is cheaper than GPT-3.5.785

Model Cost (×10−3$)
ChatGLM2-6B 1.3
WizardLM-13B 3.6
Baichuan2-13B 2.1

ERINE3.5 0.1
Qwen-14B 2.2

Claude3-Haiku 0.9
GPT-3.5 4.2

ERINE4.0 3.6
GLM-4-9B 2.8

Gemini-1.5-Pro 0.7
Qwen2-7B 1.8

Table 5: Inference cost per sample for different LLMs.

C Example Visualization786

Table 6 provides an example to illustrate the dif-787

ferences between the legal instrument, the target788

content, and the complete and incomplete actions.789

D Metric Calculation790

In deception reasoning, we define four evaluation791

metrics: accuracy, completeness, logic, and depth.792

In Tables 7∼10, we provide detailed definitions for 793

each metric, as well as the meaning of each score. 794

E Dialogue Naturalness Evaluation 795

We rank the dialogue’s naturalness using five 796

scores. Please refer to Table 11 for more details. 797
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Legal Instrument
The Tangshan Fengnan District People’s Procuratorate accuses: On July 16, 2011, at around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan
District, the defendant Zhang, along with Xie Mou (already sentenced), Wang Mou (separate case), and others, demanded the phone number from Feng Mou.
After being rejected, they continued to verbally harass. Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and
feet to assault Ma Mou, Tao Mou, Xue Mou, and others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries,
and Tao Mou minor injuries. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a
license plate), was found at the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the Fengnan District Billiard
Hall. The incident was immediately reported to the Fengnan District Public Security Bureau, notifying police officer Xue Mou. At the south entrance of
Dexin Garden in Fengnan District, when police officer Xue Mou and two colleagues intercepted the defendant Zhang in a car, the defendant Zhang stabbed
Xue Mou with a knife and fled, causing minor injuries to Xue Mou. In response to the alleged facts, the public prosecution submitted corresponding evidence.
The public prosecution authorities believe that the actions of Defendant Zhang constitute the crimes of xxx and xxx and request sentencing according to the
provisions of the Criminal Law of the People’s Republic of China xxx and xxx.

Target Content
1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou (already
sentenced), Wang Mou (separate case), and others, demanded the phone number from Feng Mou. After being rejected, they continued to verbally harass.
Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou, Xue Mou, and
others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.
2. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found
at the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the Fengnan District Billiard Hall. The incident was
immediately reported. At the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled, causing
minor injuries to Xue Mou.

Complete Actions
1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou and Wang
Mou, demanded the phone number from Feng Mou but was refused.
2. On July 16, 2011, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou, Xue
Mou. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.
3. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found at the
Lights KTV in Fengnan District. Someone suspected that he was involved in a previous case and immediately reported it to the Fengnan District Public
Security Bureau, notifying police officer Xue Mou.
4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled. This
attack caused minor injuries to Xue Mou.

Incomplete Actions
1. At an unknown time, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie and Wang, demanded Feng’s
phone number, but was refused.
2. On July 16, 2011, the defendant Zhang and Wang, using unknown tools, along with Xie and others using fists and feet, assaulted Ma, Tao, Xue. This
assault resulted in Ma suffering minor injuries, Xue having minor injuries, and Tao having minor injuries.
3. On February 11, 2012, around 7:00 PM, the defendant Zhang drove a black Santana 3000 sedan (without a license plate), and at an unknown location, was
found by someone who immediately reported it to Fengnan District Public Security Bureau police officer Xue, suspecting involvement in a previous case.
4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used unknown tools to injure Xue and then fled.
This attack caused Xue to suffer minor injuries.

Table 6: Examples of the legal instrument, target content, and complete and incomplete actions.

We provide facts, a dialogue, and a potential lie. Meanwhile, we provide a model’s analysis results of whether this
sentence might be a lie. Please evaluate whether the model’s inference aligns with known facts. If an inference is closer
to the real situation or facts, it should receive a higher score in this dimension.
0-2 points (Very low accuracy): Most of the arguments do not align with known facts, with only a small part possibly
slightly related. Displays a severe misunderstanding of the facts or selective ignorance.
3-4 points (Low accuracy): Some of the arguments align with the facts, but most of the content is still inaccurate or
misleading. There is an attempt to use correct facts, but they are handled improperly or misunderstood.
5-6 points (Moderate accuracy): There is some degree of consistency between the arguments and the facts, but there
are still noticeable inaccuracies. Displays a basic understanding of the facts, but lacks thorough or detailed consideration.
7-8 points (High accuracy): Most of the arguments align with the facts, with only a few details or aspects showing
deviations. Shows a good understanding of the facts and correct application, but there is still room for improvement.
9-10 points (Very accurate): All or almost all of the arguments strictly align with known facts. Accurately and fully
understands and applies the facts, with no obvious errors or omissions.

Table 7: Prompt for evaluating the accuracy in deception reasoning.
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We provide facts, a dialogue, and a potential lie. Meanwhile, we provide a model’s analysis results of whether this
sentence might be a lie. Please evaluate whether the model has considered all relevant information and details. A good
inference should be comprehensive, without omitting any key points. I will provide a "possible answer" which can be
considered a reliable answer scoring 8 or above, as a reference for completeness scoring.
0-2 points (Very low completeness): The inference is extremely one-sided or missing significant content, with almost
no resemblance to the "possible answer." Ignores key aspects of the problem, possibly only scratching the surface. Lacks
basic understanding of the problem, with results far from the "possible answer."
3-5 points (Moderate completeness): The inference includes some key aspects of the problem but still falls far short
of the "possible answer." There is an attempt to address the problem comprehensively, but some important aspects or
details are overlooked. The inference has some resemblance to the "possible answer," but there are still clear omissions
or misunderstandings.
6-7 points (High completeness): The inference is fairly comprehensive, covering most key aspects and closely aligning
with the "possible answer." Able to understand and respond well to the core requirements of the problem, though there
may still be some omissions in details. The inference has a high degree of similarity to the "possible answer," but there is
still room for improvement.
8 points (Very high completeness): The inference is very comprehensive, covering all key aspects of the problem and
highly consistent with the "possible answer." Demonstrates a deep understanding of the problem, responding accurately
and thoroughly to all aspects. The result shows depth and detail, with almost no omissions or misunderstandings.
9-10 points (Exceeds completeness): Not only highly consistent with the "possible answer," but also offers innovation
or further depth. Provides additional insights.

Table 8: Prompt for evaluating the completeness in deception reasoning.

We provide facts, a dialogue, and a potential lie. Meanwhile, we provide a model’s analysis results of whether this
sentence might be a lie. Please evaluate whether the inference is logically coherent and well-structured. If the model
provides an inference that is disorganized or self-contradictory, it should score lower in this dimension.
0-2 points (Low level): The inference has almost no logical coherence, possibly entirely based on guesswork or
conjecture. There is no clear connection between evidence and conclusions, or no evidence is used at all. The reasoning
process is chaotic and lacks organization, possibly deviating completely from the core of the problem.
3-5 points (Moderate level): The inference has some logical coherence, but there may be noticeable logical gaps
or errors. Some relevant evidence is used, but the application of evidence is either inappropriate or insufficient. The
reasoning process, while somewhat structured, may lack in-depth analysis in key areas.
6-8 points (Good level): The inference has strong logical coherence, with few logical gaps. Evidence is used appro-
priately and sufficiently to support the conclusion. The reasoning process is clear and well-organized, with in-depth
analysis of key parts of the problem.
9-10 points (Excellent level): The inference is highly logical, with almost no logical gaps. Evidence is used extremely
appropriately and sufficiently, strongly supporting the conclusion. The reasoning process is very clear and well-organized,
with in-depth exploration of various aspects of the problem, possibly providing new insights or solutions.

Table 9: Prompt for evaluating the logic in deception reasoning.

We provide facts, a dialogue, and a potential lie. Meanwhile, we provide a model’s analysis results of whether this
sentence might be a lie. Please evaluate whether there has been deep thought and analysis or if it remains superficial. A
high-quality inference should be able to deeply explore underlying reasons and motivations.
0-2 points (Superficial thinking): The inference is superficial, staying only at the surface level. Lacks exploration of
underlying reasons and motivations, ignoring the complexity and deeper factors of the problem. The conclusion may be
overly simple and direct, not showing multi-angle or in-depth consideration of the problem.
3-5 points (Basic depth): The inference shows some depth, but still not comprehensive or deep enough. While there is
an attempt to explore underlying reasons and motivations, the analysis still appears shallow or incomplete. The reasoning
process has some logical coherence, but lacks depth and complexity.
6-8 points (Good depth): The inference shows good depth, exploring various aspects of the problem fairly comprehen-
sively. There is in-depth analysis of underlying reasons and motivations, providing deep insights. Although the depth is
high, there may still be room for further exploration in some areas.
9-10 points (Extremely deep): The inference is extremely deep and comprehensive, uncovering the core and deeper
factors of the problem. The analysis of underlying reasons and motivations is profound, offering unique and deep insights.
The reasoning process displays a high level of logical coherence and depth, exploring the problem from multiple angles,
showing high-quality thinking.

Table 10: Prompt for evaluating the depth in deception reasoning.
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Now you need to rate a conversation. Please ignore its format and focus on the content. The more the conversation
resembles a real dialogue, the higher the score. The maximum score is five points. The rating criteria are as follows:
1 point: very unnatural. The conversation appears very stiff and unnatural, possibly containing numerous grammar
errors, incoherent sentences, or content that is completely unrelated to the context. This type of conversation is difficult
to understand and gives off a mechanical or robotic feel, lacking the natural fluency of human communication.
2 points: somewhat unnatural. Although the conversation conveys basic information, it still seems somewhat unnatural.
There may be some linguistic or logical inconsistencies that make the conversation lack the smoothness of natural
communication. The conversation may occasionally contain content that is unrelated to the context, requiring further
improvement to enhance its naturalness.
3 points: moderately natural. The conversation is somewhat fluent but still has some issues. There may be some lack of
coherence in some places, or occasional unnatural expressions. The conversation can generally stay on topic but still has
room for improvement to better simulate natural language communication.
4 points: fairly natural. The conversation is generally fluent and can convey meaning and emotions well. Although
there may be occasional minor unnatural aspects, overall, it closely resembles real human dialogue. The conversation is
coherent, able to closely follow the topic, and demonstrates good adaptability and understanding.
5 points: very natural. The conversation is extremely fluent and natural as if it were a real interaction with a person.
There are no language or logical inconsistencies throughout the conversation, maintaining consistency and relevance
to the topic. The expression is precise, and adaptable, closely simulating human communication habits and emotional
responses, giving a very authentic and comfortable feeling.

Table 11: Prompt for evaluating the dialogue naturalness.
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