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Abstract

Large Language Models (LLMs) serve as the
foundation of contemporary artificial intelli-
gence systems. Recently, a diverse range of
Arabic-centric LLMs has emerged, designed to
align with the values and preferences of Ara-
bic speakers and offering advanced capabilities
such as instruction following, open-ended ques-
tion answering, and information delivery. In
this paper, we identify the limitations of exist-
ing Arabic LLM benchmarks, which rely exclu-
sively on multiple-choice questions and thereby
fails to adequately assess the text generation ca-
pabilities of LLMs. To address this shortcom-
ing, we propose a new automated evaluation
benchmark, CamelEval, that performs LLM-as-
judge evaluation. CamelEval comprises three
test suites to evaluate general instruction fol-
lowing, factuality, and cultural alignment. Each
test suite contains 805 carefully curated chal-
lenging test cases that reflect the nuances of
Arabic language and culture. We envision
CamelEval as a tool to guide the development
of future Arabic LLMs, serving over 400 mil-
lion Arabic speakers by providing LLMs that
not only communicate in their language but
also understand their culture.

1 Introduction

A variety of Arabic-capable LL.Ms have been de-
veloped to serve the 400 million Arabic speakers
worldwide (Sengupta et al., 2023; Huang et al.,
2023; Aryabumi et al., 2024; Penedo et al., 2023;
Muennighoff et al., 2022; Ethnologue). However,
the evaluation of Arabic LLMs remains prelimi-
nary. In fact, existing benchmarks primarily use
multiple choice questions (MCQs) to assess LLMs
in close-ended discriminative tasks, e.g., telling if a
statement is true or false (Almazrouei et al., 2023;
Freedomlntelligence, 2024; Koto et al., 2024; Elfi-
lali et al., 2024). As a result, Arabic LLMs’ ca-
pability in open-ended generative tasks such as
following instructions and generating responses, re-

Multiple-choice Question (MCQ)

What is a common name in Arabic?

I A- Muhammad B. Henry C. Alice D. Michael

Generative Task

Write an Arabic story for a five-year-old kid.

User

 Once upon a time, there lived a king named Henry. [...]
LLM

Figure 1: Success in multiple-choice questions does not
imply ability to generate culturally aligned output.

main poorly measured. The lack of such evaluation
poses a significant risk to the practical utilization
of Arabic LLMs because many important use cases,
from chatbots to Al assistants, depends on the text
generation capabilities.

Furthermore, although several existing bench-
marks evaluate the knowledge about Arabic facts
and culture (Almazrouei et al., 2023; FreedomlIntel-
ligence, 2024; Koto et al., 2024), their MCQ test
cases may not capture factuality or cultural align-
ment in response generation. For instance, a LLM
may correctly select "Muhammad" as a common
Arabic name as opposed to "Henry", but it may
still use "Henry" as the name of the main character
when asked to generate a Arabic story (Figure 1).
Failure to properly evaluate the nuanced factual
and cultural aspects may lead to LLMs generating
biased, misaligned, or even offensive content.

In summary, there currently lacks a benchmark
that gauges the progress towards the following
three key goals of Arabic LLMs.

1. Instruction following in the Arabic Language.
Whether the LLM understands user instruction in
Arabic and generates outputs that are coherent,
grammatically correct, and helpful.

2. Factuality in Generation. Whether the LLM
incorporates accurate factual information in gen-
eral (e.g., science) and region-specific fields (e.g.,
Arabic history) when generating responses.



Benchmark Task Style Data Source Instruction Following Factuality Culture
AlGhafa MCQ Original X Discriminative  Discriminative
ACVA MCQ Original X X Discriminative
ArabicMMLU MCQ Original X Discriminative ~ Discriminative
OALL-Trans MCQ Translated X Discriminative X
CamelEval Generation Original v Generative Generative

Table 1: Comparison of CamelEval and existing benchmarks. CamelEval expands the scope of existing benchmarks
which focus on multiple choice questions (MCQ). It can evaluate LLM’s generative capabilities in open ended tasks
such as instruction following, factuality and culture alignment.

3. Arabic Cultural Alignment in Generation.
Whether the LLLM generates responses that are ap-
propriate and respectful to the Arabic audience,
adhering to the cultural norms of the region.

To close the evaluation gap, we propose Camel-
Eval, a new benchmark for Arabic LLMs, specif-
ically designed to assess their language genera-
tion abilities and instruction-following proficiency
within Arabic contexts. To achieve the three goals
set above, CamelEval contains three sets of chal-
lenging test cases ("Arabic Instruction Follow-
ing", "Factuality", and "Culture") that are grounded
in rigorously curated textbook-quality corpses.
CamelEval embraces the LLM-as-judge frame-
work, an approach adopted by many state-of-the
art LLM benchmarks such as AlpacaEval (Li et al.,
2023) and Arena Hard (Li et al., 2024). We have
also incorporated bias mitigation techniques to en-
sure CamelEval reflects LLMs’ true capabilities.

We evaluate 20 popular LLMs on CamelEval
and confirm that CamelEval preserves the scaling
law of LLMs in model size. Furthermore, the per-
formance ranking of LLMs differs significantly
between CamelEval and existing benchmarks, sug-
gesting that CamelEval offers an extra dimension
of evaluation not previously captured.

Contribution. CamelEval advances existing
MCQ-based Arabic LLM benchmarks by capturing
LLMs’ generative capability with focus on instruc-
tion following, factuality, and cultural alignment.

2 Existing Arabic LLM Benchmarks

The Open Arabic LLM Leaderboard (OALL) is by
far the most widely adopted Arabic LLM leader-
board (Elfilali et al., 2024). It encompasses three
primary benchmarks: AlGhafa (Almazrouei et al.,
2023), ACVA (Freedomlntelligence, 2024), and
ArabicMMLU (Koto et al., 2024). OALL also in-
clude translated versions of standard LLM bench-
marks such as EXAMS, ARC, BOOLQ, COPA,

HELLASWAG, OPENBOOK-QA, PIQA, RACE,
SCIQ, and TOXIGEN. A comparison of these
benchmarks and CamelEval is included in Table 1.
It is worth highlighting that all existing bench-
marks employ MCQs as the evaluation task. There-
fore, they do not directly measure the broad spec-
trum of LLM capabilities, such as generating re-
sponses or following instructions. Furthermore,
although existing benchmarks cover factuality and
cultural aspects, they do not measure how well
LLMs can utilize facts or cultural awareness to
generate aligned responses because MCQ primar-
ily captures the discriminative rather than gener-
ative capabilities (more details in Appendix A.1).
CamelEval bridges this gap by enabling factuality
and cultural evaluation in the generative setting.

3 The CamelEval Benchmark

3.1 The Three Test Suites

CamelEval comprises three test suites ("Arabic In-
struction Following", "Factuality", and "Culture")
to measure the progress towards the three goals we
set in the Introduction. Each test suite contains 805
user prompts that serve as the test cases (available
in the Data submission). The detailed process of
curating the corpus and the test prompts is docu-
mented in Appendix A.2.

Arabic Instruction Following (CE-Instruct).
This test suite consists of translations of the test
cases in the AlpacaEval benchmark (Li et al., 2023),
which has gained widespread use for evaluating
LLMs in English and has demonstrated a high level
of concordance with assessments made by human
evaluators (Zheng et al., 2023; Dubois et al., 2024).
We have enlisted native Arabic-speaking annotators
to translate the set into Arabic.

Factuality (CE-Fact). The factuality suite is
based on a corpus of human-curated, textbook-
quality content spanning various fields. It includes
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Figure 2: Visualization of family-wise model performance on CamelEval. The "CE-Instruct", "CE-Fact", and
"CE-Culture" refer to the instruction following, factuality, and culture suite of CamelEval. The table containing full

numerical results is available in Appendix A.6.

both general scientific disciplines such as Physics
as well as Arabic-specific topics such as history.
We prompted GPT-40 to synthetically generate test
cases based on the documents in the corpus (Ap-
pendix A.3). Finally, we enlisted annotators to
manually select 805 test cases and edit them to
ensure relevancy, diversity, and difficulty.

Culture (CE-Culture). The culture suite is cu-
rated in a similar manner as the Factuality suite.
The test cases are grounded in high-quality corpus
covering cultural topics such as social norms, reli-
gion, art, and biography. The final test set are also
inspected and improved by local Arabic annotators.

3.2 LLM-as-judge Evaluation

LLM-as-judge evaluation has been widely adopted
as a cost-effective and scalable approach to eval-
uate open-ended text generation (Li et al., 2023;
Zheng et al., 2023; Li et al., 2024; Dubois et al.,
2024). Essentially, two competing LLMs provide
responses to a set of test cases (prompts), and they
are subsequently evaluated by a “judge” LLM to
decide the win rate.

Currently, CamelEval uses GPT-40 by default
due to its strong multi-lingual capabilities. We
have also investigated Self-taught Llama 3.1 70B
as the judge (Wang et al., 2024). However, manual
inspection on the annotation reveals that this judge
has limited capability in Arabic language despite
achieving high agreement with humans on English
test cases. Building a tailored LLM judge in Arabic
contexts is an interesting venue for future works.

3.3 Bias Correction

Positional bias and response-length bias are well-
known biases that could significantly impact the

quality and objectivity of the LLM-as-judge bench-
marks (Zheng et al., 2023; Koo et al., 2023; Wang
et al., 2023; Wu and Aji, 2023). CamelEval incor-
porate techniques to correct these biases.
Randomization to mitigate positional bias. It
has been observed that the order of the two re-
sponses presented to the LLM judge impacts the
ranking (Li et al., 2023; Zheng et al., 2023). To
mitigate this bias, we randomly shuffled the order
of two responses during evaluation such that each
model have a 50% chance to be presented first.
Regression to correct response length bias. Prior
work has pointed out that the LLM judge tends
to prefer longer responses. To account for this
bias, CamelEval adopts the regression-based length
control (Dubois et al., 2024), which has a firm
grounding in Causality (Herndn and Robins, 2010).
CamelEval fits a generalized linear model (GLM)
of the judge preference based on model identity and
causal confounders (response length and task diffi-
culty). The GLM then predicts the counterfactual
preference if the responses were equally long. The
instruction difficulty was annotated during our data
curation process using GPT-4o0 (Appendix A.3).

4 Evaluation Results and Insight

4.1 Evaluation Setup

We included 20 instruction-finetuned LLMs in the
evaluation, covering popular model families such
as Gemma, Qwen, Llama, Jais, Aya, and GPT-4.
These LLMs capture a diverse range of language
focuses, model sizes, and development setups, sum-
marized in Appendix A.4.

We used Gemma2-9b-IT as the baseline to calcu-
late the win rate. This is because we found that the
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Figure 3: Win rate of 70B Llama-3 releases and fine-
tunes on the three CamelEval test suites.

response length of Gemma2-9b-IT is close to the
average length across all models, making length
correction more stable (Appendix A.7). We used
the same set of hyperparameters for LLM inference
(Appendix A.5).

4.2 CamelEval Evaluation Insights

Family-wise model comparison. In Figure 2, we
observe that Qwen-2.5 and Gemma-2 family of
LLM:s generally perform well on CamelEval across
different model sizes. GPT-40 achieves the overall
best performance. Jais-70B performed well in the
Culture suite but lagged behind on other test suites.
Llama-3.1 is lagging behind across the board but
Tulu-3, a finetuned version of Llama-3.1, achieves
good performance among 70B models.
Preservation of LLM scaling laws. Figure 2
shows that LL.Ms with more parameters generally
perform better on CamelEval than the ones with
fewer parameters. This trend is persistent across all
three evaluation suites and different model families.
The observation is in agreement with the empirical
scaling law of LLM parameters and provides a
sense check on the validity of CamelEval.
Performance of Llama-3 releases and fine-
tunes. Figure 3 illustrates the performance of the
70B-sized Llama 3 series (3, 3.1, 3.3) and finetunes
(Nemotron and Tulu-3). We see a clear trend of
improvement on all suites over the three Llama
releases. Both finetuned version significantly im-
proved on their base model (Llama 3.1), even
matching or exceeding Llama-3.3 on Culture.
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Figure 4: Spearman correlation between different bench-
mark suites.

4.3 Correlation Analysis

We illustrate the Spearman correlation between the
Arabic LLM benchmarks in Figure 4. Spearman
correlation is used to capture the rankings of differ-
ent LLMs, which is often reported in leaderboards.

We observe that the benchmarks form two main
clusters. One includes the three test suites in Camel-
Eval, the other includes AlGhafa, ArabicMMLU,
and OALL. The ACVA benchmark appears to be
uncorrelated with other benchmarks. The cluster
structure is reasonable because the three CamelEval
suites evaluate LLM’s ability to generate responses
whereas AlGhafa, ArabicMMLU, and OALL adopt
MCQ to measure LLM’s discriminative capabili-
ties. We also note that the test suites in CamelEval
are not perfectly correlated with each other (Spear-
man correlation between 0.80 and 0.88) as they
capture different aspects of the generation.

5 Discussion

CamelEval is a benchmark for evaluating instruc-
tion following, factuality, and culture alignment of
Arabic LLMs in generating responses. It serves as
a complement to the existing benchmarks which
focus on discriminative tasks like MCQ. We as-
pire that CamelEval will assist the community in
advancing the creation of improved and more cul-
turally attuned Arabic LLMs. While this work
attempts to reduce the risk of using Arabic LLM
in conversational settings, it does not capture all
known LLM risk modalities such as toxicity, safety,
or adversarial attacks. The community needs to
interpret the CamelEval results carefully to avoid
those potential risks.



6 Limitations

We note that the typical constraints associated with
using LLMs as evaluators also apply to CamelEval.
For example, there’s a possibility that the judge
LLM might show a preference for answers it gen-
erates itself. Furthermore, the current version of
CamelEval focuses on helpfulness of the LLM and
does not cover the harmlessness or safety aspects of
LLMs. We aim to tackle these and other unresolved
challenges in future updates of CamelEval.
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A Appendix
A.1 Limitations of OALL

OALL is instrumental in evaluating text comple-
tion capabilities, logical correctness, and factual
knowledge across different domains. However, it
has several key limitations:

1. Narrow coverage of LLM Capabilities. The
benchmark’s reliance on multiple-choice questions
means it fails to evaluate the broader spectrum of
LLM capabilities, such as engaging in conversa-
tions or following instructions. It does not measure
the helpfullness or the utility of the LLM’s replies,
which are essential aspects of its performance. In
fact, the ability to participate in general conversa-
tions is a defining feature of LLMs. Consequently,
while this benchmark is effective for assessing the
foundational knowledge and reasoning skills of pre-
trained LLMs, it does not adequately measure the
performance of LLMs that have been instruction-
finetuned for generating meaningful interactions
with users.

2. Oversimplified evaluation metric. The eval-
uation metric used by OALL, the normalized log-
likelihood (NLL), is overly simplistic. NLL cal-
culates the log-probability of producing the "gold
response,” adjusted for the length of this ideal re-
sponse. However, the assumption that there’s a
singular "gold response" is flawed, even in contexts
like multiple-choice questions. This inconsistency
is apparent in OALL itself, where some correct an-
swers are labeled as A, B, C, or D, and others are
identified by the text of the correct option'. The
variability in defining what constitutes a "gold re-
sponse" renders NLL an unreliable and imprecise
metric for LLMs, which can generate texts in di-
verse formats and styles.

3. Translation issues. In addition, OALL suffers
from translation issues, some examples are listed
bellow:

Example One?:
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'Adding few-shot examples may help alleviate the arbi-
trariness of “gold response”, but OALL employees zero-shot
evaluation in all cases (Elfilali et al., 2024).

“We have right-aligned all Arabic text to conform to the
language’s standard writing style.



A.2 Building A Textbook-quality Corpus

Collecting representative Arabic evaluation
datasets was one of the main bottlenecks for
developing a better benchmark. Most of the open
Arabic datasets are translated from other languages
and are subject to translation biases or fail to reflect
cultural context appropriately (Vanmassenhove
et al., 2021; Stanovsky et al., 2019; Wang et al.,
2022; Naous et al., 2023). Moreover, regional
datasets are extremely scarce and with limited
quality (Singh et al., 2024; Alyafeai et al., 2024).
To systematically collect data, we first identified
a comprehensive list of subject categories, such as
“Science” and “Humanities.” For each subject, we
further delineated sub-categories, such as “Physics”
and “History.” The subject categories are inspired
by library classification, specifically Universal Dec-
imal Classification, which is a standard to catego-
rize books and documents. We have prioritized
categories that are relevant to the general audience.
For each identified category, we conducted a thor-
ough search to locate and collect relevant datasets.
Our search methodology encompassed different
data sources including open web search, internal
datasets, and translatable open-licensed datasets.

A.2.1 Criteria for Data Search

During the search, we considered a variety of crite-
ria as shown in the following list:

1. Relevance to Topic Criteria: The data must be
directly related to our subject categories.

2. Timeliness Criteria: The data should be up to
date.

3. Completeness Criteria: The dataset should
be comprehensive enough to support robust
analysis.

4. Granularity Criteria: The data should have the
appropriate level of detail.

5. Availability and Accessibility Criteria: The
data should be accessible and has an open
license.

6. Bias and Objectivity Criteria: The data should
be free from bias or, if biased, the bias should
be understood and accounted for.

7. Cost: The estimated cost for accessing and
curating the data.

We have verified the license of all the contents
sourced from internet and we have only retained
the content under a permissive license for LLM
research and development.

We used a tagging system to annotate various
aspects of the data and flagged data with high un-
certainty for human review. We prioritized Modern
Standard Arabic (MSA) data, ensured sources were
reputable, and preferred cleaned data. We collected
the resulting dataset into a textbook-like corpus for
further processing.

A.2.2 Data Cleaning Checklist

We create a data cleaning checklist in Table 2 and
check all the items to ensure the data quality.

Data Quality Checklist

Duplicate or near-duplicate data

Missing data and other artifacts due to web scraping
Artifacts introduced by translation

Data in out-of-scope languages

[ll-formatted code blocks or structured text
Irrelevant system prompts

Unbalanced mix of tasks, categories, or difficulty

Table 2: Common data quality issues with multi-lingual
datasets.

A.2.3 Data Cleaning Statistics

In Table 3, we report the number of documents
removed by each of the criteria in the checklist.
After the cleaning pipeline, we have balanced the
dataset by randomly selecting 200 documents for
each subject, where each document has between
100 to 1200 words. From each document we gener-
ated 10 questions, and sampled 805 from the total
number of the generated questions.

Criterion # Removed (K)
Duplicates 15
Missing data 6
Translation 10
Non-Arabic 9

Code 60
Emoji 4
Invalid prompts 1

Table 3: Number of documents (in thousands) removed
for each criterion.

The subject categories in CamelEval CE-Fact



subset are listed in Table 4. The prompts cover a
wide range of topics that are science and culture
related.

Category Occurrence
Physics 66
Biographic 65
Economy 62
Philosophy 61
Geology 61
Psychology 60
Nutrition 59
Chemistry 58
Education 56
Arts 54
Medicine 53
Arabic 50
Math 39
Engineering 24
Tech 16
Anthropology 14
Infographic 3
Environment 2
History 2

Table 4: Subject categories in CamelEval Factuality
Suite.

Some prompts of the CE-Culutre subset are
shown in Listing 5. It is clear that, answering these
questions requires a good understanding of the Ara-
bic culture and the regional nuances.

A.3 Prompt Template for Question
Generation

The template used to generate the questions is
shown in Listing 6. It has four main sections in-
struction, text, claims, and questions.

A.4 Evaluated models

The list of evaluated models and some of their prop-
erties are listed in Table 5.

A.5 Hyperparameter for LLM Inference

We have used Nucleus sampling with temperature
7 = 0.8 and top-p = 0.95 for all LLMs to gen-
erate responses (Holtzman et al., 2019). In our
pilot studies, we found that this sampling configu-
ration effectively reduces the chance of generating
endless repetitive contents.

Model Sizes (B) Arabic Support
Llama 3 70 Unofficial
Llama 3.1 8,70 Unofficial
Llama 3.3 70 Unofficial
Tulu-3 8,70 Unofficial
Nemotron 70 Unofficial
Gemma-2 9,27 Unofficial
Qwen-2 72 Unofficial
Qwen-2.5 3,14,32,72 Official
Jais 7,13, and 70 Official
Aya 7 and 35 Official
GPT-4 ~ 175 Official

Table 5: Evaluated fine-tuned models, their sizes, and
Arabic support.

A.6 Numerical Results

The numerical results of the evaluated models are
shown in Table 6.

A.7 Choice of Baseline Model for Response
Length Bias Adjustment

In the process of adjusting for response length bias,
it’s crucial to select a baseline model that closely
mirrors the target model. This approach signifi-
cantly reduces the necessity for extensive correc-
tion, thereby enhancing the stability of the adjust-
ment process. Essentially, if the baseline and tar-
get models already produce responses of similar
lengths, only minimal adjustments are required.

Considering this, it is advantageous to select a
baseline model that aligns closely with not just one,
but all target models. An effective strategy is to opt
for a baseline model that approximates the average
response length across the board. To illustrate this,
we analyzed the response lengths produced by vari-
ous models using CamelEval, as depicted in Figure
7. Our analysis revealed that the Gemma2-9B-IT
model generates responses that most closely match
the average length observed across all models. Con-
sequently, we have chosen Gemma2-9B-IT as our
baseline model for adjustments.
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Translation:
* What is the cultural history behind the return home being part of Arab celebrations?
* How does gift-giving in Arab culture differ from other cultures?
* Are flowers distributed to attendees at funerals in all religions existing in the Arab world?

* Do bright colors in the traditional dress of Moroccan peasants have religious or symbolic connota-
tions?

* Mention five uses of fenugreek in Arab cuisine?

* Do hand-made gifts play a role in the symbolism of social status at Arab weddings?

* Is there a cultural significance to the use of envelopes for social occasions in Arab societies?
* How do burial practices differ between rural and urban communities in Arab countries?

* What challenges may vocalists face at the beginning of their careers in Arab countries?

* Are there regional differences in sculpture styles between regions of the Arab world?

* Which Arab countries are most influenced by European cuisine?

* Which Arab country is famous for preparing "mergouk"?

* How can the interaction of genders in public places in Arab countries be compared to that in other
countries in the world?

* What is the difference between the Hanafi and Hanbali views on nutmeg?

Listing 5: Examples of culture-centered prompts from CamelEval.



# Instruction

You will be given a text, ANALYZE it and EXTRACT "atomic claims" then WRITE {num_of_questions}
questions in Arabic, such that they CANNOT be answered from the text only and require extra knowledge.
MAKE sure the questions are grammatically and semantically correct, and USE the provided template.
AVOID any questions or claims related to text summarization such as:

Poadl laa o gud )l O3l oa Lo
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Tl G el 3 Kozl | 0¥ CILY) o Lo
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P39aal) el Ll L) & b -
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Sl s st el serall el @ K e -
## Text )
"""{input}
PUT your response in the following JSON format:
### Claims
"claims":[{{ "claim": "claim in your own words in arabic", "reference": "part of the text that supports the
claim"}}]
### Questions
"questions":[{{ "question": "put the question here", "answer": "your answer of the question in less than
100 words" "difficulty": one of these ["easy", "medium", "hard", "very hard", "extermly hard"], "reason":
"reason why you have selected that difficulty"} }]

nmn

Table 6: The prompt template used for question generation.

c4ai-command-r-plus-08-2024
Llama-3.1-Nemotron-70B-Instruct-HF
aya-23-8B

aya-23-35B
Llama-3.1-Tulu-3-70B-DPO
gemmaZ2-27b-it
Jais-adapted-13b-chat
gemmaz2-9bit
llama-3.1-8B-Instruct
Llama-3.1-Tulu-3-8B-DPO
Jais-adapted-70b-chat
Owen2-72B-Instruct

model

Qwen2.5-3B-Instruct subset
Qwen2.5-14B-Instruct . Culturel
Qwen?2.5-32B-Instruct I Factuality

I Instruction Following

Jais-adapted-7b-chat

T T T T
0 500 1000 1500 2000 2500

Figure 7: Visualization of response length by different models on CamelEval.
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CE-Instruct CE-Fact CE-Culture

Model LC-WR% Std LC-WR% Std LC-WR% Std
Aya-23-8B 38.72 0.11 43.78 0.10 36.91 0.05
Aya-23-35B 51.29 0.05 49.16 0.09 43.58 0.08
Gemma-2-9B-IT 50.00 0.00 50.00 0.00 50.00 0.00
Gemma-2-27B-IT 56.87 0.01 53.88 0.02 55.43 0.04
GPT-40-2024-05-13 73.58 0.00 65.12 0.12 65.62 0.04
Jais-adapted-7B-chat 21.89 0.00 25.12 0.01 25.26 0.00
Jais-adapted-13B-chat 36.69 0.00 42.63 0.14 46.84 0.07
Jais-adapted-70B-chat 48.20 0.13 49.44 0.06 53.73 0.08
Llama-3.1-8B-Instruct 19.70 0.14 18.91 0.01 18.70 0.06
Llama-3.1-70B-Instruct 47.40 0.00 45.29 0.12 44.80 0.00
Llama-3-70B-Instruct 32.63 0.14 0.52 0.00 22.67 0.00
Llama-3.3-70B-IT 74.22 0.03 78.91 0.11 50.00 0.08
Llama-3.1-Nemotron-70B-Instruct-HF 53.49 0.12 49.00 0.06 51.58 0.06
Llama-3.1-Tulu-3-70B-DPO 63.76 0.02 59.43 0.09 58.16 0.02
Llama-3.1-Tulu-3-8B-DPO 31.79 0.01 36.82 0.15 37.61 0.03
Qwen2-72B-Instruct 58.11 0.06 65.29 0.10 54.09 0.14
Qwen2.5-14B-Instruct 49.50 0.00 63.37 0.04 49.56 0.05
Qwen2.5-32B-Instruct 53.70 0.00 63.59 0.05 51.09 0.05
Qwen2.5-3B-Instruct 17.75 0.11 23.41 0.07 17.11 0.00
Qwen2.5-72B-Instruct 65.16 0.06 61.97 0.10 60.75 0.06

Table 6: Performance of some notable Arabic-centric or multilingual LLMs on CamelEval. We report the length
controlled win-rate (LC-WR) against the Gemma-2-9B-IT model.
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