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Stochastic Smoothed Primal-Dual Algorithms for

Nonconvex Optimization with Linear Inequality Constraints

Ruichuan Huang∗ Jiawei Zhang†¶ Ahmet Alacaoglu‡¶

Abstract

We propose smoothed primal-dual algorithms for solving stochastic and smooth nonconvex optimiza-
tion problems with linear inequality constraints. Our algorithms are single-loop and only require a single
stochastic gradient based on one sample at each iteration. A distinguishing feature of our algorithm is
that it is based on an inexact gradient descent framework for the Moreau envelope, where the gradient
of the Moreau envelope is estimated using one step of a stochastic primal-dual augmented Lagrangian
method. To handle inequality constraints and stochasticity, we combine the recently established global
error bounds in constrained optimization with a Moreau envelope-based analysis of stochastic proximal
algorithms. For obtaining ε-stationary points, we establish the optimal O(ε−4) sample complexity guar-
antee for our algorithms and provide extensions to stochastic linear constraints. We also show how to
improve this complexity to O(ε−3) by using variance reduction and the expected smoothness assumption.
Unlike existing methods, the iterations of our algorithms are free of subproblems, large batch sizes or
increasing penalty parameters and use dual variable updates to ensure feasibility.

1 Introduction

We focus on the problem template
min
x∈X

f(x) subject to Ax = b, (1.1)

where f : Rn → R is Lf -smooth, the set X ⊆ R
n is polyhedral, and easy to project. In particular, let X be

given as X = {x : Hx ≤ h} for some matrix H and vector h. Taking H = I, for example, gives this template
the ability to model linear inequality constraints. In particular, when we have the problem

min
x

f(x) subject to Ax ≤ b, (1.2)

we introduce a slack variable t = Ax−b so that Ax− t = b and our optimization variable becomes
(
x

t

)
and

we can equivalently write the problem in the template (1.1) by using the constraint t ≤ 0. As such, we focus
on (1.1) and our results directly apply to solving (1.2) by using this standard slack variable reformulation.

Throughout, we assume that we have access to an unbiased oracle F (x) such that

E[F (x)] = ∇f(x), and E‖F (x)−∇f(x)‖2 ≤ σ2. (1.3)

A common setting is when f(x) = Eξ∼Ξ[f(x, ξ)] where Ξ is an unknown distribution that we can draw i.i.d.
samples from. In this case, it is common to set F (x) = ∇f(x, ξ) and assume that E[∇f(x, ξ)] = ∇f(x).

Inclusion of X in the template (1.1) increases the modeling power significantly, while causing difficul-
ties in the analysis. Many problems fit this template, including constrained and distributed optimization,
nonnegative matrix factorization, sparse subspace estimation and collaborative learning, see for example
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Zhang et al. (2022); Hong (2016) and also Section 6. Moreover, reformulations of nonconvex minimization
problems are also common by using linear inequality constraints (Zhang et al., 2022).

Algorithm development for (1.1) and related templates have been active in the last couple of years
(Alacaoglu & Wright, 2024; Zhang & Luo, 2020; Zhang et al., 2020; Lu et al., 2024; Li et al., 2021; Lin et al.,
2022; Yan & Xu, 2022; Li et al., 2024; Boob et al., 2023; Hong, 2016), mainly due to the applications
of functionally constrained nonconvex optimization problems in the context of neural network training
(Katz-Samuels et al., 2022; Dener et al., 2020). Stochastic augmented Lagrangian methods (ALM) have
found widespread use in practice with problems involving nonconvex functional constraints (Katz-Samuels et al.,
2022; Dener et al., 2020), whereas their behavior for even linearly constrained nonconvex optimization of the
form (1.1) remain poorly understood. The focus of this work is to improve our understanding of stochastic
ALM in the context of nonconvex optimization, by focusing on the fundamental template (1.1).

Compared to the setting of convex f , where the global complexity analysis is mostly settled for ALM
and its stochastic version (Yan & Xu, 2022), nonconvexity of f poses significant difficulties in the analysis of
ALM. Many works in the literature focus on penalty based algorithms (which will be formally introduced later
in this section) that do not perform dual updates (or perform negligible dual updates that we clarify later)
(Lu et al., 2024; Li et al., 2021; Lin et al., 2022), rather than primal-dual algorithms such as ALM. However,
in practice, dual updates are known to be essential for accelerating convergence. Penalty methods are known
to be unstable since increasing penalty parameter causes Lipschitz constant of the subproblems to increase
and can lead to numerical issues. These differences in behavior between penalty and augmented Lagrangian
methods are well-known, see for example classical books, such as (Bertsekas, 2014, 2016; Nocedal & Wright,
1999).

For problem (1.1) with access to full gradients of f and the full matrix A, the optimal complexity with
primal-dual methods are obtained in the work of Zhang & Luo (2022). When one has access to stochastic
gradients of f and the matrix A, a recent work by Alacaoglu & Wright (2024) showed optimal complexity
guarantees under expected smoothness (see Assumption 5.2), for the special case of (1.1) when X = R

n,
where this latter restriction significantly reduces the generality of the template. For example, modeling the
standard quadratic programming problem requires X to be a half-space, which was not supported in the
analysis of Alacaoglu & Wright (2024). Our goal is to go beyond these results by handling both the case when
X 6= R

n as well as the case when we do not have access to the matrix A but only to an unbiased estimate
of A, by keeping optimal complexity guarantees. A more detailed comparison of complexity guarantees will
be made in Section 7 and a summary is provided in Table 1.

Lagrangian, penalty and augmented Lagrangian functions The standard approach to tackle (1.1) is
to design algorithms operating on the Lagrangian, augmented Lagrangian or penalty functions. In particular,
the Lagrangian function is given as

L(x,y) = f(x) + 〈Ax− b,y〉,

with the dual variable y, whereas the penalty function has the form of

Penρ(x) = f(x) +
ρ

2
‖Ax− b‖2.

It is common for algorithms based on the penalty function to require ρ → ∞ for convergence (Bertsekas,
2014). One major disadvantage of this strategy is that ρ getting larger makes the subproblem of minimizing
the penalty function more and more ill-conditioned.

An influential idea was the introduction of the augmented Lagrangian (AL) function which combined the
idea of the Lagrangian and penalty formulations (Hestenes, 1969). In particular, the AL function is defined
as

Lρ(x,y) = f(x) + 〈Ax− b,y〉+ ρ

2
‖Ax− b‖2.

Augmented Lagrangian methods in the classical literature were favored because these methods worked with-
out requiring ρ to grow arbitrarily large. In fact, many instances of ALM converge to the optimal solution
with fixed ρ since the inclusion of the dual variable y aids in satifying feasibility (Bertsekas, 2014).
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Primal vs primal-dual algorithms. The algorithms based on the penalty function are generally referred
to as penalty algorithms and are easier to analyze in different settings since they are primal-only algorithms,
meaning that they only perform updates on primal variable x where approximate feasibility is ensured by
ρ → ∞. In particular, a classical penalty method iterates for k = 1, 2, . . . as

xk+1 ≈ arg min
x∈X

f(x) +
ρk
2
‖Ax− b‖2,

Select ρk+1 > ρk.

The algorithms based on the augmented Lagrangian are generally more difficult to analyze due to the
additional dynamics coming from the dual updates where the dual updates are critical to ensure that the
approximate feasibility is attained with constant ρ. An ALM iteration proceeds for k = 1, 2, . . . by updating

xk+1 ≈ arg min
x∈X

f(x) + 〈yk, Ax− b〉+ ρ

2
‖Ax− b‖2,

yk+1 = yk + σ(Axk+1 − b).

For both penalty methods and ALM, different strategies exist to generate xk+1 that approximately minimize
the penalty or augmented Lagrangian functions by either iterating multiple steps of gradient descent (GD),
known as inexact algorithms, or applying one step of GD, known as linearized algorithms(Ouyang et al.,
2015).

In view of the earlier discussion, when f is nonconvex, most of the literature focuses on either analyzing
penalty methods, or analyzing ALM with negligible dual updates and increasing penalty parameters ρ, due
to the inherent difficulty in analyzing the dual variable and its effect in convergence. In particular, as also
highlighted in Alacaoglu & Wright (2024), many of the recent analysis of ALM is of the form of a perturbed
penalty analysis, meaning that the feasibility is driven by increasing penalty parameters, and the dual updates
are designed so that they do not deteriorate the estimates too much. Because of this, the dual step sizes
are selected to be small to ensure boundedness of the dual variable (or controlling the growth of the dual
variable). We refer to such updates as negligible dual updates since the analyses do not harness the benefit of
such updates in ensuring feasibility. Feasibility is driven by large penalty parameters. Some representative
examples are Lu et al. (2024), Li et al. (2021), Lin et al. (2022), Li et al. (2024).

This is the case even in the deterministic setting and the only method that we are aware that can handle
true ALM with fixed penalty parameters and non-negligible dual updates are due to Zhang & Luo (2022)
that uses a linearized proximal AL function with a dynamic adjustment on the proximal center, which will
be clarified in Section 2 since it will form the basis of our algorithmic development.

1.1 Contributions

In this paper, we propose a stochastic smoothed linearized augmented Lagrangian algorithm for solving (1.1)
that only uses a single sample of stochastic gradient at every iteration. This algorithm also works with a
constant penalty parameter and incorporates non-negligible dual updates for feasibility where the dual step
sizes have the same order as the primal step sizes. We show that this method has its iteration complexity
and sample complexity guarantees in the order of O(ε−4). Such a sample complexity result is optimal even
in the unconstrained nonconvex case under our assumptions (see Assumption 1.1) (Arjevani et al., 2023).
In contrast, the prior results with optimal complexity required large penalty parameters, no dual updates
and further assumptions (Lu et al., 2024). We then prove that this complexity can be improved to O(ε−3)
with variance reduction when an additional expected smoothness assumption is made (see Assumption 5.2).
Under this stronger assumption, this is the optimal complexity even without constraints (Arjevani et al.,
2023).

We consider extensions of this framework when we have linear constraints that hold in expectation,
that is, when the constraints are given as Eξ[Aξx − bξ] = 0. Our algorithm can also handle this stochastic
constrained case with the same complexity guarantees. To our knowledge, this is the first algorithm achieving
the optimal O(ε−4) benchmark sample complexity for nonconvex optimization with stochastic constraints
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using one sample per iteration, going beyond the best-known O(ε−5) complexity that is achieved for a more
general problem that does not capture the structure of linear constraints (Li et al., 2024; Alacaoglu & Wright,
2024).

A more detailed comparison with the related works is given in Section 7. A summary is given in Table 1.

Reference Constraint Oracle Complexity Loops Method

Alacaoglu & Wright (2024) Ax = b
Eq. (1.3) and
Asmp. 5.2

Õ(ε−3) 1 ALM

Alacaoglu & Wright (2024)
E[c(x, ζ)] = 0,
and x ∈ X where
X is easy to project

Eq. (1.3) and
Asmp. 5.2

Õ(ε−5) 1 Penalty

Lu et al. (2024)
c(x) = 0,
and x ∈ X where
X is easy to project

Eq. (1.3) and
Asmp. 5.2

O(ε−3) 1 Penalty

Li et al. (2024)
E[c(x, ζ)] = 0,
and x ∈ X where
X is easy to project

Eq. (1.3) and
Asmp. 5.2

O(ε−5) 2 Penalty∗

This work
Ax = b,
and x ∈ X is a polyhedral

Eq. (1.3) O(ε−4) 1 ALM

This work
Eζ [A(ζ)x − b(ζ)] = 0,
and x ∈ X is a polyhedral

Eq. (1.3) O(ε−4) 1 ALM

This work
Ax = b,
and x ∈ X is a polyhedral

Eq. (1.3) and
Asmp. 5.2

O(ε−3) 1 ALM

Table 1: Comparison of methods. ∗This method is referred to as a penalty method because the penalty
parameter is taken to infinity to ensure feasibility and dual updates do not contribute in achieving feasibility.

1.2 Preliminaries

We denote the indicator function of a set X as

IX(x) =

{
0 if x ∈ X,

+∞ if x 6∈ X.

The notation ∂f for a convex, closed function denotes the subdifferential set and ∂IX(x) is the normal cone
of X at x by definition. For a matrix A, we use ‖A‖ to denote its operator norm.

Given closed and convex X , we denote the projection onto this set as

projX(x) = arg min
v∈X

‖x− v‖2.

Similarly, we define the proximal operator of f as

proxf (x) = argmin
v

f(v) +
1

2
‖v − x‖2.

We say that f is L-smooth when the gradient of f is L-Lipschitz:

‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖.

We say that f is ρ-weakly convex when f+ ρ
2‖·‖2 is convex. An L-smooth function is automatically L-weakly

convex. The Moreau envelope of a weakly convex function f is defined as

ϕλ(z) = min
v

f(v) +
1

2λ
‖v − z‖2,
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which can be interpreted as a notion of smoothing. Moreau envelope has many useful properties such as
being smooth when f is nonsmooth and weakly convex, and when λ is selected accordingly. Moreover, the
stationary points of f and the Moreau envelope coincide (Drusvyatskiy & Paquette, 2019, Lemma 4.3).

The gradient of the Moreau envelope is computed as

λ−1(x− proxλϕ(x)).

Stationary points. A succinct and standard way of characterizing a stationary point of (1.1) is the
following: we call x⋆ to be a stationary point if there exists y⋆ such that the following requirements hold:

0 ∈ ∇f(x⋆) +A⊤y⋆ + ∂IX(x⋆),

0 = Ax⋆ − b.

One may, for example, refer to Rockafellar (2000).
Accordingly, we say that (x,y) is an ε-stationary point if we have

‖Ax− b‖ ≤ ε and

‖v‖ ≤ ε where v ∈ ∇f(x) +A⊤y + ∂IX(x),

which is a common notion used in related works, for example Zhang & Luo (2022).
We also use the following related and weaker notion of near-stationarity, as used in Davis & Drusvyatskiy

(2019). We say that x is ε-near stationary, if it satisfies

‖∇Ψ(x)‖ ≤ ε, (1.4)

where Ψ(x) is the Moreau envelope of the objective function f(x) + IX(x) + I{v:Av=b}(x) in (1.1). We refer
to Davis & Drusvyatskiy (2019) for the precise notion of near stationarity.

1.3 Assumptions

We proceed to state the assumptions that will be used throughout. These assumptions are standard and
to our knowledge, the weakest, in the literature for both deterministic and stochastic nonconvex problems
with linear constraints (Zhang & Luo, 2022; Alacaoglu & Wright, 2024). A more detailed comparison of
assumptions will be made in Section 7.

Assumption 1.1. For the problem (1.1), the following holds:

1. The function f is Lf -smooth and is lower bounded over the feasible set, that is,

f(x) ≥ f > −∞,

for any x ∈ X and Ax = b.

2. The set X admits an efficient projection and is polyhedral. That is, it has the form X = {x : Hx ≤ h}
for some H,h.

3. We have access to a stochastic gradient F of f that satisfies (1.3).

2 Algorithm

We introduce Algorithm 1 in this section. To gain a deeper understanding of the algorithm, we will go over
two different ways of interpreting it.
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Interpretation 1: Linearized proximal ALM. Algorithm 1 incorporates a single-step stochastic
gradient descent approximation of the proximal augmented Lagrangian function. This strategy is also known
as the linearized proximal ALM. In particular, the first step of the algorithm approximates the proximal AL
function, that is,

xt+1 ≈ arg min
x∈X

Lρ(x,yt+1) +
λ

2
‖x− zt‖2,

by a single step of projected SGD, followed by a dual variable update and updating the proximal center zt,
by a combination of zt and xt, resulting in the terminology smoothed that we use for the algorithm.

Interpretation 2: Inexact GD on the Moreau envelope. Algorithm 1 can also be interpreted as
an inexact gradient descent step on the Moreau envelope of the function in (1.1). In particular, the Moreau
envelope of (1.1) is given as

Ψ(zt) = min
x∈X,Ax=b

{
f(x) +

λ

2
‖x− zt‖2

}
. (2.1)

By observing that minimizing the Moreau envelope helps in obtaining a near-stationary point in view of
(1.4) (cf. Davis & Drusvyatskiy (2019)), inexact gradient update on this function requires the computation
of

argmin
x∈X,Ax=b

{
f(x) +

λ

2
‖x− zt‖2

}
,

which is a nontrivial optimization subproblem. However, it is easier than (1.1) because the regularization
(given that λ is larger than Lf ) provides us a strongly convex objective in the subproblem. As a result,
we can approximate the solution of this problem by applying one iteration of ALM since this problem is a
strongly convex optimization problem over linear constraints. We show that just one step of stochastic ALM
is sufficient at every iteration by using a stochastic gradient computed with a single sample and one dual
update, followed by the update of the proximal center zt.

On the surface, this algorithm strongly resembles the algorithm of Zhang & Luo (2022) where we draw
many ideas. However, in addition to using stochastic gradients, there is another subtle change, on the update
of zt+1. Unlike Zhang & Luo (2022), we update zt+1 by using xt to be able to continue the analysis with the
bounded variance assumption on G instead of boundedness assumption on G, since the latter would require
bounded domains. Thanks to this small change, in this section, we can handle the case where both primal
and dual domains are unbounded.

Algorithm 1 Stochastic smoothed and linearized ALM

Initialize: x0 = z0 ∈ X , y0 ∈ R
m and ρ ≥ 0.

for t = 0 to T − 1 do

yt+1 = yt + η(Axt − b)
Sample ξt ∈ Ξ i.i.d. and generate Eξt [G(xt,yt+1, zt, ξt)] = ∇xLρ(xt,yt+1) + µ(xt − zt)
xt+1 = projX(xt − τG(xt,yt+1, zt, ξt))
zt+1 = zt + β(xt − zt)

end for

3 Convergence Analysis

In this section, we first provide the main complexity results, then introduce the main analysis tools and a
proof sketch.
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3.1 Main Theorem

In view of the two stationary notions given in Section 1.2, we start with the result showing that Algorithm
1 outputs a point at which the norm of the gradient of Moreau envelope is small, in expectation.

For the result, we state the algorithmic parameters. To avoid clutter, we write the orders of the parameters
by highlighting their dependencies on the problem parameters. The explicit forms of the parameters with
all the constants are given in (A.1) in Appendix A.

τ ≍ 1√
T
, η ≍ 1√

T
, β ≍ 1√

T
,

µ ≍ Lf , λ ≍ Lf + µ(‖A‖2 + 1).

(3.1)

We are now ready to state the first main result.

Theorem 3.1. Let Assumption 1.1 hold and run Algorithm 1 with the parameters given in (3.1) (see also
(A.1)). We have that E‖∇Ψ(zt∗)‖ ≤ ε where t∗ is selected uniformly at random from {1, . . . , T } with
T = Θ(ε−4). The stochastic oracle complexity is O(ε−4).

In particular, the above result gives us an ε-near stationary point in view of Davis & Drusvyatskiy (2019).
Next, to get an ε-stationary point, we perform a post-processing procedure to obtain the following output

from the result of Algorithm 1:

x̂ = projX(xt∗ − τĜ(xt∗ ,yt∗+1, zt∗)), (3.2)

with τ ≤ 1
LK

where LK is the Lipschitz constant of Lρ(·,y, z) + λ
2 ‖ · −x‖2 (cf. (A.1)) and

Ĝ(xt∗ ,yt∗+1, zt∗) =
1

B

B∑

i=1

G(xt∗ ,yt∗+1, zt∗ , ξi)

for ξi i.i.d. and B = Ω(ε−2). We note that this is the only place where we use a large batch size and our
algorithm only runs with a single sample at every iteration. This post processing step is only done once and
does not affect the overall complexity. The details are given in Appendix A.3.

Corollary 3.2. Let Assumption 1 hold. From the output of Algorithm 1, we can obtain an output x̂ which
is an ε-stationary point. The complexity of the whole procedure is O(ε−4).

3.2 Analysis Tools

In our analysis, Moreau envelopes of two functions are critical. The first was the Moreau envelope of the
composite objective in (1.1), defined in (2.1). We next define the Moreau envelope on the proximal AL
function which is the main function to analyze projected SGD update (cf. Davis & Drusvyatskiy (2019)):

ϕ1/λ(x,y, z) = min
u∈X

{
Lρ(u,y) +

µ

2
‖u− z‖2 + λ

2
‖u− x‖2

}
. (3.3)

Another important quantity that has a significant role in the analysis is the proximal point with respect to
the last definition.

u∗(x,y, z) = argmin
u∈X

Lρ(u,y) +
µ

2
‖u− z‖2 + λ

2
‖u− x‖2. (3.4)

With this, we have

ϕ1/λ(x,y, z) = Lρ(u
∗(x,y, z),y) +

µ

2
‖u∗(x,y, z) − z‖2 + λ

2
‖u∗(x,y, z) − x‖2.

Note that this is the main point of departure from Zhang & Luo (2022) where the proximal AL function is
used in the analysis and the potential function. This is because Zhang & Luo (2022) used a projected full
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GD step on the proximal AL function for which, a descent inequality follows directly. In our case, because
we apply a projected SGD step, to be able to handle updates with single-sample stochastic gradients, we
need to use the Moreau envelope of the proximal AL function in our potential. This analysis of projected
SGD was pioneered in Davis & Drusvyatskiy (2019).

The first result is a descent-type result on the Moreau envelope.

Lemma 3.3. (cf. Lemma A.2) Let Assumption 1.1 hold and set λ = LK , τ ≤ 1
6λ . Then for the xt+1 update

given in Algorithm 1, we have

E
[
ϕ1/λ(xt+1,yt+1, zt+1)

]
≤ E

[
ϕ1/λ(xt,yt+1, zt+1)

]
− τλ2

16
E‖u∗(xt,yt+1, zt)− xt‖2 + λτ2σ2

+
(
λτµ+ 2λτ2µ2 + τλ2µ2/8γ2

s

)
E‖zt − zt+1‖2,

where γs = 2µ+ ρ‖A‖, LK = Lf + ρ‖A‖+ µ.

This follows mostly from Davis & Drusvyatskiy (2019) and handles the transition from xt to xt+1 in our
analysis. One additional error term we have here is ‖zt+1 − zt‖2, due to the change in the proximal center
zt, a term that was not involved in the analysis of Davis & Drusvyatskiy (2019).

Next, we have to incorporate the dynamics of the updates on the dual variable yt and the proximal center
zt on top of the previous result. These results will use some ideas from Zhang & Luo (2022) with some
additional insights. The reason is that since Zhang & Luo (2022) uses the function Lρ(x,y) +

λ
2 ‖x− z‖2 in

their potential function, their analysis only characterizes the change in y and z in this function. Our analysis
however, needs to characterize this change in the Moreau envelope of this function. This requires further
estimations using the properties of the Moreau envelope, as well as the proximal point u∗(x,y, z) (see, for
example, Lemma A.3 and Appendix A).

Lemma 3.4. (cf. Lemma A.3) Let Assumption 1.1 hold, then for the iterates generated by Algorithm 1, we
have

E
[
ϕ1/λ(xt,yt+1, zt+1)

]
≤ E

[
ϕ1/λ(xt,yt, zt)

]
− E〈yt+1 − yt, Au

∗(xt,yt, zt)− b〉
− µ

2
E〈zt − zt+1, 2u

∗(xt,yt+1, zt)− zt+1 − zt〉.

It is easy to notice that combining the last two lemmas will give us a bound on the change of ϕ1/λ between
timesteps t and t + 1. On the other hand, the inner products appearing on the right-hand side of the last
bound will require an intricate analysis after combining with the terms coming from other components in
the potential function, introduced next. One aim, is to make sure we get enough slack to be able to cancel
error terms coming from ‖zt+1 − zt‖2 in the previous lemma and further errors that will arise as we handle
the inner products.

3.3 Proof Sketch

3.3.1 One iteration inequality on the potential function

As alluded to earlier, we introduce the potential function we work with, which incorporates the Moreau
envelopes defined earlier in (2.1) and (3.3):

Vt = ϕ1/λ(xt,yt, zt)− 2d(yt, zt) + 2Ψ(zt),

where we use
d(y, z) = min

x∈X
Lρ(x,y) +

µ

2
‖x− z‖2. (3.5)

There are two main changes compared to the analysis of Zhang & Luo (2022). The first is that the primal
descent portion of our analysis investigates the behavior of the Moreau envelope of the proximal AL function
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(given in (3.3)) whereas the analysis of Zhang & Luo (2022) analyzes the proximal AL function (given in
(5.3)) directly.

The reason for this departure is the well-known difficulty while analyzing SGD for constrained problems
with single sample of stochastic gradients. Hence, it is not clear if it is possible to show descent for the
proximal AL function in the constrained case without using large minibatch sizes. In particular, until the
work of Davis & Drusvyatskiy (2019), convergence analyses of projected SGD required large batches.

In addition to combining the bounds from the previous section on the change of ϕ1/λ, we have to
characterize the change in d(y, z) and Ψ(z), for which we can use the following estimations, which only use
the definition of yt+1 and hence have the same proof as the previous work.

Lemma 3.5. (Zhang & Luo, 2020, Lemma 3.2, Lemma 3.3) For the functions d(y, z) and Ψ(z) defined in
(2.1) and (3.5), we have

d(yt+1, zt+1)− d(yt, zt) ≥ η〈Axt − b, Ax∗(yt+1, zt)− b〉+ µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉,

and

Ψ(zt+1)−Ψ(zt) ≤ µ〈zt+1 − zt, zt − x̄∗(zt)〉+
µ

2σ4
‖zt − zt+1‖2,

where σ4 =
µ−Lf

µ and

x∗(y, z) = argmin
x∈X

Lρ(x,y) +
µ

2
‖x− z‖2, (3.6)

x̄∗(z) = argmin
x∈X,Ax=b

f(x) +
µ

2
‖x− z‖2. (3.7)

We continue with the main descent -type inequality on the potential function after one iteration of the
algorithm. The proof of this lemma is rather intricate and requires a careful combination of the inner
products coming from the previous lemmas, and using the particular update of the proximal center zt+1 as
well as parameter selections. Let us recall that u∗(x,y, z) and x∗(y, z) that appear in the lemma statement
are defined in (3.4) and (3.6).

Lemma 3.6. (cf. Lemma A.6) Under Assumption 1.1, with the parameters selected as (3.1) (see also
(A.1)), the iterates of Algorithm 1 satisfy the inequality

EVt − EVt+1 ≥ cβE‖zt+1 − zt‖2 − λτ2σ2 + cτE‖u∗(xt,yt+1, zt)− xt‖2 + cηE‖Ax∗(yt+1, zt)− b‖2, (3.8)

where cτ = Θ(1/
√
T ), cη = Θ(1/

√
T ), cβ = Θ(1/

√
T ) with their precise definitions given in Lemma A.6.

One novelty in our analysis is to show that this potential function is still lower bounded and decreases, in
expectation, up to an error term depends on τ2 and the variance. To integrate this change into the framework
of Zhang & Luo (2022) under reasonable assumptions on the stochastic oracle as mentioned earlier in Section
2, we also slightly changed the definition of zt+1 in the algorithm, due to technical reasons. In particular, in
our case, we lose the control over ‖xt+1 − xt‖2 (since we do not assume bounded domains in this section),
whereas the deterministic analysis of Zhang & Luo (2022) have a natural control over such terms.

The other change is the error coming from the variance of the stochastic gradients of f . This error
causes the complexity to deteriorate compared to the deterministic case, but this is an effect that is common
with algorithms based on SGD. In particular, with a correctly selected step size, we still obtain the same-
order sample complexity as SGD, which is optimal even for unconstrained smooth nonconvex optimization
(Arjevani et al., 2023).
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3.3.2 Complexity analysis

After Lemma 3.6, it is straightforward to obtain

E‖zt+1 − zt‖2 ≤ ε2,

E‖Ax∗(yt+1, zt)− b‖2 ≤ ε2,

E‖u∗(xt,yt+1, zt)− xt‖2 ≤ ε2,

when T = Θ(ε−4). Then, by tedious but straightforward calculations, we can directly get the bound on
the norm of the gradient of the Moreau envelope, ∇Ψ(zt), obtaining near-stationarity. The details for these
estimations appear in Appendix A.2.

There are a couple more steps to go from this result to obtaining ε-stationary points, but the idea is
simple. Since we know that small norm of ∇Ψ(zt) means that we are near a stationary point, we can perform
one more iteration of SGD with a batch size depending on ε−2 to get an ε stationary point, without changing
the dominant term in the complexity. The details are given in Appendix A.3.

4 Extension to Random Linear Constraints

We turn to the case when constraints are sampled, that is, we do not have access to the full matrix A, or
vector b but only to unbiased samples of them. This is a suitable setting, when, for example, we have a
large matrix A. In particular, we have A = Eζ∼P [Aζ ],b = Eζ∼P [bζ ] and use Aζ ,bζ in the algorithm. We
rewrite the template for convenience, as

min
x∈X

f(x) subject to Eζ∼P [Aζx− bζ ] = 0, (4.1)

where f(x) = Eξ∼Ξ[f(x, ξ)]. In this case, to get an unbiased stochastic gradient for the proximal augmented
Lagrangian, we need to sample two i.i.d. samples of ζ and compute

G(x,y, z, ξ) = f(x, ξ) +A⊤
ζ1y +A⊤

ζ1(Aζ2x− bζ2). (4.2)

An immediate issue that arises is that the variance of the stochastic gradients of the proximal AL function
now scale as x and y. As such, assuming bounded variance would require assuming bounded dual variables,
which is a strong assumption that is not satisfied in practice. To go around this difficulty, we have two
adjustments, (i) we need to assume a constraint qualification (CQ) condition and compactness of X and (ii)
we include a safeguarding procedure in the algorithm to monitor when the dual variable gets too large. We
will show that under these two modifications, we can obtain the same complexity guarantees as our previous
setting with deterministic linear constraints.

Algorithm 2 Stochastic smoothed and linearized ALM for stochastic constraints with dual safeguarding

Input: My > MV −MΨ+2M
r (check also Remark 4.1)

Initialize: x0 = z0 ∈ X , y0 ∈ R
m, ρ ≥ 0.

for t = 0 to T − 1 do

yt+1 = yt + η(Aζtxt − bζt) where ζt ∼ P is generated i.i.d.
if ‖yt+1‖ ≥ My then

yt+1 = 0
end if

Sample ξt ∼ Ξ i.i.d. and generate Eξt [G(xt,yt+1, zt, ξt)] = ∇xLρ(xt,yt+1) + µ(xt − zt) as in (4.2)
xt+1 = projX(xt − τG(xt,yt+1, zt, ξt))
zt+1 = zt + β(xt − zt)

end for
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Remark 4.1. We give the choice of My as follows. Let MV = maxx,z∈X{K(x, 0, z) − 2d(0, z) + 2Ψ(z)},
M = maxx,z∈X{|f(x)|+ µ

2 ‖x− z‖2 + ρ
2‖Ax− b‖2}, where K is defined in (5.3) and MΨ is a uniform lower

bound of Ψ(zt), for example, f . According to Assumption 4.2, there exists a positive r > 0 such that for any
direction d ∈ Range(A), we can find a x ∈ X satisfying ‖Ax − b‖ = r and Ax − b has the same direction
as d. Then, we choose My as

My >
MV −MΨ + 2M

r
.

Assumption 4.2. For the problem given in (4.1), the following holds:

1. The feasible set {x : x ∈ X,Ax = b} is bounded.

2. The origin is in the relative interior of the set {Ax− b : x ∈ X}

3. A has full row-rank.

Here, in addition to the assumptions in the earlier setting, we require a Slater’s condition as well as
compact domains to ensure boundedness of the dual variable. Slater’s condition is a classical CQ, see for
example Bertsekas et al. (2003).

In this setting, we only state our theorem for the near-stationarity. The ε-stationarity follows in the same
way as the previous section by a post-processing step.

Theorem 4.3. Let Assumptions 1.1 and 4.2 hold and run Algorithm 2 with the parameters given in (3.1)
(also (A.1)). We have that E‖∇Ψ(zt∗)‖ ≤ ε where t∗ is randomly selected from {1, . . . , T } with T = Ω(ε−4).
The stochastic oracle complexity is O(ε−4).

For the proof of this theorem, we refer to Appendix B.
As mentioned earlier, the optimal sample complexity for nonconvex optimization with Lipschitz ∇f is

O(ε−4) (Arjevani et al., 2023). Our result achieves this optimal complexity while handling linear constraints
with random sampling.

5 Extension with Variance Reduction

Algorithm 3 Stochastic smoothed and linearized ALM with STORM

Initialize: x0 = z0 ∈ X, y0 ∈ R
m, ∇̂f0 = 1

N

∑N
i=1 ∇f(x0, ζi), N = T 1/6 and ρ ≥ 0

for t = 0 to T − 1 do

yt+1 = yt + η(Axt − b)

G(xt,yt+1, zt) = ∇̂ft +A⊤y +A⊤(Axt − b) + λ(xt − zt)
xt+1 = projX(xt − τG(xt,yt+1, zt))
zt+1 = zt + β(xt − zt)

Sample ξt+1 ∼ Ξ i.i.d. and set ∇̂ft+1 = ∇f(xt+1, ξt+1) + (1− α)(∇̂ft −∇f(xt, ξt+1))
end for

We now introduce the STORM variance reduction technique from Cutkosky & Orabona (2019) into our
algorithm, which improves the iteration and oracle complexity from O(ε−4) to O(ε−3) under a stronger
assumption on the oracle, compared to our earlier sections. With this variant, we reduce the variance of the
stochastic gradients of the objective function, which leads to a faster convergence rate, and, also a simpler
analysis that does not rely on the Moreau envelope ϕ1/λ.

The ALM-STORM algorithm is given in Algorithm 3. The main difference between ALM-STORM and
the original algorithm is the update of the stochastic gradient estimate ∇̂ft. In STORM, the stochastic
gradient estimate is updated using the previous stochastic gradient estimate, to reduce the variance of the
stochastic gradients. The update of ∇̂ft is given by

∇̂ft+1 = ∇f(xt+1, ξt+1) + (1− α)(∇̂ft −∇f(xt, ξt)), (5.1)
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where α ∈ (0, 1) is a parameter to be determined.

The update of ∇̂ft is a linear combination of the current stochastic gradient estimate, the previous
stochastic gradient and a correction term involving ∇f(xt+1, ξt) and ∇f(xt, ξt). It is easy to see that when
α = 0, Algorithm 3 reduces to Algorithm 1, but we will see that a particular choice of α will help us obtain a
better complexity under Assumption 5.2, which is stronger than the oracle access and smoothness required
in Assumption 1.1.

Remark 5.1. We only use a minibatch in the initialization, which does not affect the overall complexity. The
minibatch size is N = T 1/6, which is small compared to the total number of iterations T . The iterations of
our algorithm only require 2 stochastic gradients, ∇f(xt, ξt+1) and ∇f(xt+1, ξt+1).

For the analysis of ALM-STORM, we introduce the new assumption mentioned above. This is used, for
example, in Arjevani et al. (2023). In particular, Arjevani et al. (2023) showed that the oracle complexity
O(ε−3) is tight under Assumption 5.2 even with no constraints.

Assumption 5.2. For a given ξ ∼ Ξ, we can query ∇f(x, ξ) and ∇f(y, ξ) for different points x,y. There
exists a constant L0 > 0 such that for all x,y ∈ X , we have

Eξ∼Ξ‖∇f(x, ξ)−∇f(y, ξ)‖2 ≤ L2
0‖x− y‖2.

We also have access to a stochastic gradient of f that satisfies (1.3).

The proof of the following lemma, taken from Cutkosky & Orabona (2019), is given in Appendix C for
completeness.

Lemma 5.3. (from Cutkosky & Orabona (2019)) Let Assumption 5.2 hold. We have the estimation of the
variance as:

E‖∇̂ft+1 −∇f(xt+1)‖2 ≤ (1− α)2E‖∇̂ft −∇f(xt)‖2 + 3(L2
0 + L2

f)E‖xt+1 − xt‖2 + 3α2σ2.

We introduce a different potential function V̄t for the ALM-STORM algorithm compared to Sections 3
and 4. The potential function we use in this section is similar to the one defined in Zhang & Luo (2022),
with the exception of the last term that helps us control the error coming from the variance. In particular,
we have

V̄t = K(xt,yt, zt)− 2d(yt, zt) + 2Ψ(zt) +
1

48(L2
0 + L2

f)τ
E‖∇̂ft −∇f(xt)‖2, (5.2)

where
K(x,y, z) = Lρ(x,y) +

µ

2
‖x− z‖2 (5.3)

and x 7→ K(x,y, z) is LK-smooth with LK = Lf + ρ‖A‖+ µ.
We first establish the descent-type lemma of this potential function, which is the key step in the analysis

of the ALM-STORM algorithm. Compared to the deterministic settings as in Zhang & Luo (2022), we have

the extra error due to using ∇̂ft instead of the full gradient ∇f(xt).

Lemma 5.4. Let Assumption 1.1 hold. For the iterates generated by Algorithm 3, we have

K(xt+1,yt+1, zt)−K(xt,yt+1, zt) ≤
τ

2
‖∇f(xt)− ∇̂ft‖2 − (

1

2τ
− LK

2
)‖xt+1 − xt‖2.

The proof of Lemma 5.4 could be found in Appendix C.

Lemma 5.5. Let Assumption 1.1 hold. For the iterates generated by Algorithm 3, we have

K(xt,yt, zt)−K(xt+1,yt+1, zt+1) ≥ −η‖Axt − b‖2 + (
µ

β
− 3µ

4
)‖zt+1 − zt‖2

− τ

2
‖∇f(xt)− ∇̂ft‖2 + (

1

2τ
− LK

2
− µ)‖xt+1 − xt‖2

(5.4)
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The proof of Lemma 5.5 also could be found in Appendix C.
Then we can combine the above lemma analyzing one step change of K(xt,yt, zt) with the lemmas

analyzing one step changes of d(yt, zt),Ψ(zt) (Lemma A.5) as well as the variance term (Lemma 5.3), to
obtain the final lemma for the change in the potential function V̄t from t to t+1. For the proof, we refer to
Appendix C.

Theorem 5.6. Under Assumption 1.1 and Assumption 5.2, with the parameters chosen as:

µ = max{2, 4Lf}, τ ≤ min





1

4LK + 8µ
,

1√
48(L2

0 + L2
f)





η = min

{
(µ− Lf )

2τ

4‖A‖2 ,
2µ+ ρ‖A‖
4‖A‖4 ,

τ

200‖A‖2 ,
τ(2µ+ ρ‖A‖2)

20‖A‖2
}
,

β = min

{
τ

100
,
1

50
,

η

36µσ̄2

}
,

α = 48(L2
0 + L2

f)τ
2,

(5.5)

where LK = Lf + ρ‖A‖+ µ, σ̄ is defined in Lemma A.9, we have

EV̄t − EV̄t+1 ≥ µ

2β
E‖zt − zt+1‖2 +

1

8τ
E‖xt − xt+1‖2 +

η

2
E‖Ax∗(yt+1, zt)− b‖2 + τ

4
E‖∇̂ft −∇f(xt)‖2

− 144(L2
0 + L2

f)σ
2τ3.

(5.6)

Note that, on a high level, the main difference between Theorem 5.6 and Lemma 3.6 is that the order of
τ in the error term is different. In Theorem 5.6, the order of τ is O(τ3), while in Lemma 3.6, the order of τ
is O(τ2), which contribute to a faster convergence rate in the ALM-STORM algorithm.

Theorem 5.7. Let Assumptions 1.1 and 5.2 hold. We have that (xt∗ , yt∗) is an ε-stationary point, where
t∗ is selected uniformly at random from {1, . . . , T } with T = Θ(ε−3). The complexity of the whole procedure
is O(ε−3).

For the proof of this theorem, we refer to Appendix C.

Remark 5.8. Under Assumptions 1.1, 4.2 and 5.2, we can combine this variance reduction technique with
our extension to stochastic constraints in Section 4 to obtain the same O(ε−3) complexity result for the
stochastic linear constraints case. We provide a brief justification for this claim in Appendix C.

6 Applications

6.1 Distributed Optimization

In this section, we consider the distributed optimization problem with the following form

min
x∈X

{
f(x) =

1

N

N∑

i=1

fi(x)
}
, (6.1)

where X ⊂ R
n is a polyhedral set.

Typically, this problem is addressed using a network with N nodes, represented as an undirected graph
G = (V,E), where V is the set of nodes and E is the set of edges. The number of nodes is |V | = N and the
number of edges is |E| = M . Each node i can only access its own local function fi and communicate with with
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its neighboring node j, meaning that an edge (i, j) exists in E. Classically, we now model this communication
setting by introducing N local variables x1,x2, . . . ,xN for each node and define the concatenated vector as

x =




x1

x2

...
xN


 .

With this, the problem (6.1) can be formulated as follows:

min
x1,...,xN

1

N

N∑

i=1

fi(xi)

s.t. xi = xj , ∀(i, j) ∈ E and xi ∈ X ∀i = 1, . . . , N.

(6.2)

Next, we work to reformulate this into a more concise representation. Specifically, we introduce the edge-

agent incidence matrix W ∈ R
N(N−1)

2 ×N . Each row ofW corresponds to a node in the graph G. In particular,
if we take the kth row and if this row represents the pair (i, j) in the graph, then if there is an edge between
(i, j), we define Wk,i = 1, Wk,j = −1. Then, we set all other entries in the kth row to zero.

Let us recall that xi ∈ R
n and x ∈ R

nN . To represent the relationships of nodes by using W , we define
A = W ⊗ In, where ⊗ denotes the Kronecker product. Then, we can rewrite the constraints (6.2) as Ax = 0.

Here, we consider a more general case where the network structure graph is random, that is, the connec-
tions between the nodes may change from iteration to iteration. We consider a discrete-time random graph
model, which is discussed in Chaintreau et al. (2007). In this model, the network is represented as a time-
varying graph Gt = (V,Et), where V is the set of nodes and Et is the set of edges at time t. The edges Et

are determined by a probabilistic process, capturing the dynamic nature of the network. P[(i, j) ∈ Et] = pij
for any pair of nodes i, j and the events {(i, j) ∈ Et}, for all pair of nodes i, j are mutually independent.

This model is particularly useful for analyzing communication networks where connections between nodes
are not static but change over time due to mobility, interference, or other dynamic factors. The random
graph model allows us to study the behavior of algorithms and protocols under realistic, time-varying network
conditions.

Hence, we model this situation with W = W (ζ), where ζ is a random variable. Then the constraints
Ax = 0 changes to Eζ∼P [A(ζ)]x = Ax = 0. In the discrete-time model, a row in E[W ] represents the
likelihood of a connection between (i, j), that is, the i-th entry equals to pij , the j-th entry equals to −pij .

The problem (6.2) comes to the following form:

min
x∈XN

f(x)

s.t. Eζ∼P [A(ζ)]x = 0,
(6.3)

where f(x) = 1
N

∑N
i=1 fi(xi). Then, we can use Algorithm 2 to solve the problem (6.3).

In the discrete-time model, for example, the first row of Eζ∼P [A(ζ)] equals to (p12,−p12, 0, ..., 0), hence
the first entry of Eζ∼P [A(ζ)x] = p12x1 − p12x2. Then by the definition of ε−stationary point, particularly
the feasibility bound, we will get

∑

i<j

E‖pijxi − pijxj‖2 ≤ ε2.

We assume ∀i, j, pij ≥ p > 0, then this condition assures that each xi converges to the same point, which is
also the stationary solution of the original problem (6.1).

With our method, we do not need the assumption that the graph is connected at any iteration and our
developments in Section 4 apply for this problem. We can convert our stochastic primal-dual algorithm to
distributed form, where we refer to Chen et al. (2021).
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6.2 Discrete Optimization with Smooth Nonconvex Regularizers

In this section, we follow an idea from Zhang et al. (2017) to deal with discrete optimization problems by
using continuous nonconvex regularizers to relax the discrete constraints. Then, this brings the need to
handle objective functions with nonconvexity.

We consider a communication network represented by a directed graph G = (V ,L), where V denotes the
set of nodes and L represents the set of directed links. We define Vf as the subset of function nodes capable
of providing service function f , where each node has computational capacity µi. The network serves K data
flows, each requiring a service function chain F(k) that must be executed in sequence. Then we denote rij(k)
as the rate of flow k on link (i, j), rij(k, f) as the rate of virtual flow (k, f) on link (i, j) and xi,j(k) as the
binary variable indicating whether or not f is used by flow k in node i. The network slicing problem aims to
determine optimal routes and flow rates that satisfy both service function chain requirements and capacity
constraints of all links and function nodes.

We omit some details of the constraints about the network slicing problem for brevity, and just write
down those as linear constraints which are discussed extensively in Zhang et al. (2017). Then abstract form
of this problem is

min
r,x

g(r) =
∑

k,(i,j)

rij(k)

s.t. A

[
r

x

]
= 0,

∑

i∈Vf

xi,f (k) = 1, ∀f ∈ F(k), ∀k

rij(k) ≥ 0, ∀k, ∀(i, j) ∈ L,
rij(k, f) ≥ 0, ∀f ∈ F(k), ∀k, ∀(i, j) ∈ L,
xi,f (k) ∈ {0, 1}, ∀i ∈ Vf , ∀f ∈ F(k), ∀k,

(6.4)

where r = {rij(k), rij(k, f)} and x = {xi,f (k)}. This is a linear programming problem with binary con-
straints.

Then Zhang et al. (2017) uses the continuous relaxation of the binary constraints and add a nonconvex
regularizer to solve the problem. In particular, this work shows that the solution of the binary LP can be
approximated by this continuous but nonconvex problem

min
r,x

g(r) + σPǫ(x)

s.t. A

[
r

x

]
= 0,

rij(k) ≥ 0, ∀k, ∀(i, j) ∈ L,
rij(k, f) ≥ 0, ∀f ∈ F(k), ∀k, ∀(i, j) ∈ L,
xi,f (k) ∈ [0, 1], ∀i ∈ Vf , ∀f ∈ F(k), ∀k,

(6.5)

where σ > 0 is the penalty parameter and nonconvexity stems from Pǫ. In particular, we have Pǫ(x) =∑
k

∑
f∈F(k)(‖xf (k) + ǫ1‖pp − cǫ,f , where xf (k) = {xi,f (k)}i∈Vf

, cǫ,f = (1 + ǫ)p + (|Vf | − 1)ǫp and p ∈ (0, 1),

ǫ is any nonnegative constant. We can then apply Algorithm 1 to solve the problem (6.5).

6.3 Classification with Fairness

We consider the setting of a binary classification task, where the goal is to learn a decision rule

fθ : Rd → {−1,+1},

where θ is the parameter.

15



We note that we use a different notation in this section than the rest of our text to be compatible with
the application we consider.

Given a training set of labeled examples {(xi, yi)}Ni=1, each xi is a feature vector in R
d and yi ∈ {−1,+1}.

The task is to find parameters θ that define a decision boundary and minimize a chosen loss function L(θ) on
the training data. Once trained, the classifier predicts +1 if a test point’s signed distance to the boundary,
denoted as dθ∗(x), is non-negative, and −1 otherwise, where θ∗ = argminθ L(θ).

In Zafar et al. (2017), the authors define the measure of (un)fairness of a decision boundary as the
covariance between the set of sensitive attributes {zi}Ni=1 and the signed distance of each sample’s feature
vector to the decision boundary {dθ(xi)}Ni=1. Formally,

Cov
(
z, dθ(x)

)
= E

[
(z − z̄) dθ(x)

]
− E[z − z̄] d̄θ(x) ≈ 1

N

N∑

i=1

(zi − z̄) dθ
(
xi

)
, (2)

where E[z − z̄] d̄θ(x) = 0 since E[z − z̄] = 0. Here, z̄ denotes the average of the sensitive attribute over the
training set, and d̄θ(x) is the mean signed distance.

Considering the setting of linear classifier, that is, fθ(x) = 〈θ, x〉, one has the following problem:

min
θ

L(θ) =
1

N

N∑

i=1

V (fθ(xi), yi)

s.t.
1

N

N∑

i=1

(zi − z̄)θ⊤xi ≤ c

1

N

N∑

i=1

(zi − z̄)θ⊤xi ≥ −c,

(6.6)

where c is the covariance threshold.
Although L for logistic regression that is considered in Zafar et al. (2017) is indeed convex, there are

many nonconvex loss functions for this classification problem. For example Krause & Singer (2004) proposes
a smooth nonconvex loss function called Logistic difference loss function for classification problems, which is
defined as follows:

V (f(x), y) = log(1 + e−yf(x))− log(1 + e−yf(x)−µ), (6.7)

where the µ is a parameter.
In Zhao et al. (2010), the authors propose smoothed 0-1 loss function as follow:

V (f(x), y) =





0, yf(x) > 1
1
4yf(x)

3 − 3
4yf(x) +

1
2 , −1 ≤ yf(x) ≤ 1

1, yf(x) < −1.

(6.8)

We refer to the review about the nonconvex loss functions used in classification problems in Zhao et al.
(2010). This work showcases certain advantages of using nonconvex loss functions, such as robustness to
outliers, better approximation to 0− 1 loss and improved generalization, which are supported by experiment
results in Zhao et al. (2010).

When we use a nonconvex smooth loss function in the classification problem, we can apply our Algorithm
1 to solve the problem (6.6).

7 Related Works

Since the literature of algorithms solving the problem (1.1) is broad with different focuses, we will survey
the related results in three sub-cases, covering different stochastic or deterministic access to objective and
constraints. When we mention oracle or sample complexity results in the sequel, we always consider the
complexity for obtaining an ε-stationary point, in view of the definition in Section 1.2.
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Deterministic objective and deterministic constraints. The setting when objective f in (1.1)
is deterministic is the most well-studied with many results in the classical literature (Bertsekas, 2016).
Recent work focused on characterizing the global oracle complexity of Lagrangian or augmented Lagrangian
algorithms. With nonlinear and nonconvex constraints, many of the existing algorithms analyzing AL-
based algorithms need to rely on strong constraint qualification and boundedness assumptions and use large
penalty parameters to ensure feasibility (Li et al., 2021; Lin et al., 2022; Kong et al., 2019; Kong & Monteiro,
2023; Kong et al., 2023). The existing frameworks so far fail to capture the importance of dual variable
updates, which are, in fact, the main reason behind the ability to use constant penalty parameters while
ensuring convergence, see for example Bertsekas (2014). The recent works mentioned above obtained the
complexity bounds O(ε−3) for general nonlinear constraints with no specialization for linear constraints.
When specialized to convex functional constraints, the best-known rate for these methods has been O(ε−2.5)
(Lin et al., 2022).

In the case when the constraints are linear, such as (1.1) with X = R
n, the work of Hong (2016)

managed to analyze ALM with constant penalty parameters and non-negligible dual updates to get optimal
complexity O(ε−2). The case of X 6= R

n turned out to be significantly more challenging with many works
focusing on variants of ALM with large penalty parameters (depending on the inverse of the final accuracy)
to ensure near-feasibility and negligible dual updates that do not help with feasibility and obtaining the
suboptimal complexity Õ(ε−2.5) (Kong & Monteiro, 2023; Kong et al., 2023). The exceptions are the works
Zhang & Luo (2020, 2022) that showed, for the case X polyhedral, near-optimal complexity O(ε−2) with a
constant penalty parameter and dual steps with constant step sizes, with no constraint qualification. The
key step was the global error bound that our work also relied on.

Stochastic objective and deterministic constraints One important step in generalizing the template
to tasks arising in machine learning was to consider stochastic objectives where we have access to an unbiased
gradient. With general nonlinear constraints and Lipschitzness of ∇f , the optimal sample complexity is
O(ε−4) which is obtained with double loop algorithms (Curtis et al., 2024; Boob et al., 2023; Ma et al.,
2020). These works also come with strong assumptions on the boundedness of the primal domain as well as
constraint qualifications, which are often not necessary with linear constraints.

Another set of results concern stochastic optimization with deterministic nonlinear constraints with
penalty-based algorithms and, requiring large penalty parameters to ensure near-feasibility rather than dual
updates (Lu et al., 2024; Alacaoglu & Wright, 2024). These works assume expected Lipschitzness of the
stochastic gradients, stated in Assumption 5.2, which is stronger than Lipschitzness of ∇f (we will unpack
this further in the sequel). Since these works focuses on nonlinear functional constraints, the analysis
requires strong boundedness assumptions as well as constraint qualifications, unlike our results in Section 3
for deterministic linear constraints.

One of the most related to our setting is Alacaoglu & Wright (2024) that considered an augmented
Lagrangian algorithm with a constant penalty parameter and non-negligible dual updates and obtained
the complexity O(ε−3) for linear equality constraints and expected Lipschitzness. In particular, this work
only covered the case X = R

n and left open the question of handling the case of more general X (see
(Alacaoglu & Wright, 2024, Section 5)).

In this work, we address an important special case of this open question when X is polyhedral, allowing
our analysis to cover linear inequality constraints. The work of Alacaoglu & Wright (2024) focused on
applying variance reduction on estimation of the gradient of f , which means that the assumption on the
stochastic gradients was Assumption 5.2, stronger than Assumption 1.1. We show in Section 5 how to obtain
the same optimal complexity as this paper while handling the case when X is polyhedral to cover problems
with linear inequality constraints, which cannot be solved by Alacaoglu & Wright (2024).

Moreover, we also get the complexity O(ε−4) under Assumption 1.1. This complexity is optimal under
Assumption 1.1 and we refer to Arjevani et al. (2023) for further details on the lower bounds. In contrast,
the work in (Alacaoglu & Wright, 2024) does not have guarantees without Assumption 5.2.

17



Stochastic objective and stochastic constraints. This is the most general class, where the ex-
isting results come with many assumptions that are not always easy to interpret, similar to the case of
stochastic objective and deterministic nonconvex functional constraints described above (Li et al., 2024;
Alacaoglu & Wright, 2024). The state-of-the-art complexity result is O(ε−5) and is obtained by using the
expected Lipschitzness assumption above, by an inexact, double-loop, augmented Lagrangian algorithm in
Li et al. (2024) and by a single loop penalty algorithm in Alacaoglu & Wright (2024). These results con-
cerning augmented Lagrangian methods all need to use large penalty parameters, which renders them as
penalty methods since the dual updates do not contribute to the analysis for ensuring the feasibility. Other
approaches for solving this sub-case also require double-loop algorithms and stronger assumptions since
they focus on a generic nonconvex constraint (Boob et al., 2023; Ma et al., 2020). These works obtain the
complexity O(ε−6) since they do not assume expected Lipschitzness.

In conclusion, in this sub-case, none of the existing surveyed results used the structure of linear constraints,
which we do in Section 4 to achieve improved complexity guarantees.
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A Proofs for Section 3

Let us recall the following definition from (5.3) which will be used extensively in the proofs

K(x,y, z) = Lρ(x,y) +
µ

2
‖x− z‖2.

With this notation, we have

u∗(x,y, z) = min
u∈X

K(u,y, z) +
λ

2
‖u− x‖2.

We also introduce here some parameters that are used throughout, for convenience.

µ = max{2, 4Lf},
LK = Lf + ρ‖A‖+ µ,

λ = LK ,

σ4 =
µ− Lf

µ
,

τ =
1

6λ2
√
T
,

η = min

{
2µ+ ρ‖A‖
4‖A‖4 ,

τ

200‖A‖2 ,
τ(2µ+ ρ‖A‖2)

20‖A‖2
}
,

β = min

{
τ

100
,

1

50λ
,

η

36µσ̄2

}
,

γs = 2µ+ ρ‖A‖, γ =
(µ− Lf )λ

µ− Lf + λ
, γK = µ− Lf ,

(A.1)

where σ̄ is defined in A.9.

A.1 Proofs for Lemma 3.6

In the next lemma, the first part is using the idea of Davis & Drusvyatskiy (2019) to handle bounded variance
assumption instead of the restricted bounded stochastic gradient assumption. The second part of the lemma
also follows a similar idea as this work, with the exception of the dependence of the changing center point zt.
This introduces additional issues, since the stochastic gradient in the update of xt+1 depends on zt whereas
the proximal point u∗(xt,yt+1, zt+1) depends on zt+1. Our analysis below estimates this additional error
and shows it to be in the order of ‖zt+1 − zt‖2, which will be handled later.

Lemma A.1. Suppose that Assumption 1.1 holds, for the proximal point u∗(xt,yt+1, zt), defined in (3.4)
we have the characterization

u∗(xt,yt+1, zt+1) = projX(τλxt +(1− τλ)u∗(xt,yt+1, zt+1)− τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)). (A.2)

Moreover, for the sequence xt+1 calculated as Algorithm 1, if λ = LK = Lf + ρ‖A‖2 + µ and τ ≤ 1
6λ , we

have

E‖u∗(xt,yt+1, zt+1)− xt+1‖2 ≤ (1− τλ

4
)E‖u∗(xt,yt+1, zt+1)− xt‖2 + (τµ + 2τ2µ2)E‖zt − zt+1‖2 + τ2σ2

Proof. From the definition of u∗(xt,yt+1, zt+1) in (3.4), we have

λ(xt − u∗(xt,yt+1, zt+1)) ∈ ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1) + ∂IX(u∗(xt,yt+1, zt+1)).

Multiplying both sides by the step size τ and rearranging give

τλxt − τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1) + (1− τλ)u∗(xt,yt+1, zt+1)

∈ u∗(xt,yt+1, zt+1) + τ∂IX(u∗(xt,yt+1, zt+1)).
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Since (I + τ∂IX)−1 = proxIX = projX due to ∂IX being the normal cone and proximal operator of a normal
cone being the projection to the set, we have the first assertion.

We next establish the second assertion. Using the just established identity (A.2), the update rule of xt+1

and nonexpansiveness of the projection, we derive

‖u∗(xt,yt+1, zt+1)− xt+1‖2

≤ ‖τλxt + (1 − τλ)u∗(xt,yt+1, zt+1)− τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)− [xt − τG(xt,yt+1, zt, ξt)]‖2.

We add and subtract ∇xK(xt,yt+1, zt) inside the squared norm, expand and take conditional expectation
to obtain

Et‖u∗(xt,yt+1, zt+1)− xt+1‖2

= ‖(1− τλ)(u∗(xt,yt+1, zt+1)− xt)− τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1) + τ∇xK(xt,yt+1, zt)‖2

+ τ2Et‖G(xt,yt+1, zt, ξt)−∇xK(xt,yt+1, zt)‖2.

where the cross term disappeared because

Et[G(xt,yt+1, zt, ξt)] = ∇xK(xt,yt+1, zt)

and xt,yt+1, zt+1,u
∗(xt,yt+1, zt+1) are deterministic under the conditioning since zt+1 only depends on xt.

The second term on the right-hand side is trivially bounded by the oracle assumptions, that is,

Et‖G(xt,yt+1, zt+1, ξt)−∇xK(xt,yt+1, zt+1)‖2 ≤ σ2.

For the first term, we further estimate as

‖(1− τλ)(u∗(xt,yt+1, zt+1)− xt)− τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1) + τ∇xK(xt,yt+1, zt)‖2

≤ (1− τλ)2‖u∗(xt,yt+1, zt+1)− xt‖2

+ τ(1 − τλ)〈u∗(xt,yt+1, zt+1)− xt,∇xK(xt,yt+1, zt)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)〉
+ τ2‖∇xK(xt,yt+1, zt)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)‖2. (A.3)

Next, we turn to estimating

‖∇xK(xt,yt+1, zt)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)‖
≤ ‖∇xK(xt,yt+1, zt)−∇xK(xt,yt+1, zt+1)‖+ ‖∇xK(xt,yt+1, zt+1)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)‖.

Note that, by definition, we have

∇xK(xt,yt+1, zt)−∇xK(xt,yt+1, zt+1) = µ(zt+1 − zt).

Using this and the Lipschitzness of ∇xK(·,yt+1, zt+1), we then obtain

‖∇xK(xt,yt+1, zt)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)‖ ≤ µ‖zt+1 − zt‖+ LK‖u∗(xt,yt+1, zt+1)− xt‖.

Plug this bound into the second term in the right-hand side of (A.3) after using Cauchy-Schwarz and Young’s
inequalities, we get

τ(1 − τλ)〈u∗(xt,yt+1, zt+1)− xt,∇xK(xt,yt+1, zt)−∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1)〉
≤ τ(1 − τλ)‖u∗(xt,yt+1, zt+1)− xt‖(µ‖zt+1 − zt‖+ LK‖u∗(xt,yt+1, zt+1)− xt‖)

≤ τ(1 − τλ)(LK + µ/2)‖u∗(xt,yt+1, zt+1)− xt‖2 +
τ(1 − τλ)µ

2
‖zt+1 − zt‖2.
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Using the last two inequalities in (A.3), we obtain

‖(1− τλ)(u∗(xt,yt+1, zt+1)− xt)− τ∇xK(u∗(xt,yt+1, zt+1),yt+1, zt+1) + τ∇xK(xt,yt+1, zt)‖2

≤ [(1− τλ)2 + τ(1 − τλ)(LK + µ) + 2τ2L2
K ]‖u∗(xt,yt+1, zt+1)− xt‖2 + (τ(1 − τλ)µ + 2τ2µ2)‖zt+1 − zt‖2.

We estimate the coefficient of the first term. First, note that τ ≤ 1
λ and µ ≤ LK = λ. As a result, we have

(1 − τλ)2 + τ(1 − τλ)(LK + µ/2) + 2τ2L2
K ≤ 1− 2τλ+ τ2λ2 +

3τLK

2
− 3τ2λLK

2
+ 2τ2L2

K

≤ 1− τλ

2
+ τ2λ2 +

τ2L2
K

2

≤ 1− τλ

4
,

since τ ≤ 1
6λ .

Finally, since τ(1 − τλ)µ + 2τ2µ2 ≤ τµ + 2τ2µ2, the proof is completed after taking full expectation of
the resulting equality.

Lemma A.2. Let Assumption 1.1 hold, then if λ = LK and τ ≤ 1
6λ we have

Eϕ1/λ(xt+1,yt+1, zt+1) ≤ Eϕ1/λ(xt,yt+1, zt+1)−
τλ2

16
E‖u∗(xt,yt+1, zt)− xt‖2

+ (λτµ + 2λτ2µ2 +
τλ2µ2

8γ2
s

)E‖zt − zt+1‖2 + λτ2σ2, (A.4)

where γs = 2µ+ ρ‖A‖.

Proof. By the definition of ϕ1/λ and u∗(x,yt+1, zt+1), we have

Eϕ1/λ(xt+1,yt+1, zt+1) ≤ EK(u∗(xt,yt+1, zt+1),yt+1, zt+1) +
λ

2
E‖u∗(xt,yt+1, zt+1)− xt+1‖2

≤ EK(u∗(xt,yt+1, zt+1),yt+1, zt+1) +

(
λ

2
− τλ2

8

)
E‖u∗(xt,yt+1, zt+1)− xt‖2

+ (λτµ + 2λτ2µ2)E‖zt − zt+1‖2 + λτ2σ2

= Eϕ1/λ(xt,yt+1, zt+1)−
τλ2

8
E‖u∗(xt,yt+1, zt+1)− xt‖2

+ (λτµ + 2λτ2µ2)E‖zt − zt+1‖2 + λτ2σ2. (A.5)

We next bound the second term on the right-hand side by using

‖u∗(xt,yt+1, zt+1)− xt‖2 = ‖u∗(xt,yt+1, zt+1)− u∗(xt,yt+1, zt) + u∗(xt,yt+1, zt)− xt‖2

≥ 1

2
‖u∗(xt,yt+1, zt)− xt‖2 − ‖u∗(xt,yt+1, zt+1)− u∗(xt,yt+1, zt‖2

≥ 1

2
‖u∗(xt,yt+1, zt)− xt‖2 −

p2

γ2
s

‖zt − zt+1‖2, (A.6)

(A.7)

where the last line used (A.32).
We substitute the last inequality into (A.5) to conclude.

Since the previous result only allowed us to connect ϕ1/λ(xt+1,yt+1, zt+1) to ϕ1/λ(xt,yt+1, zt+1), we
now need to analyze the effect of changing yt+1 and zt+1 in ϕ1/λ. The main idea of this lemma is similar to
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Zhang & Luo (2022), where the difference lies in the fact that our potential involves the Moreau envelope
of K(x,y, z) whereas the potential of Zhang & Luo (2022) involves K(x,y, z) hence this work considers the
change of the arguments in the function K instead of ϕ1/λ. Therefore, our proof uses the properties of the
Moreau envelope which was not needed in Zhang & Luo (2022).

Lemma A.3. Suppose that Assumption 1.1 holds, for ϕ1/λ defined in (3.3), we have that

ϕ1/λ(xt,yt, zt)− ϕ1/λ(xt,yt+1, zt) ≥ 〈yt − yt+1, Au
∗(xt,yt, zt)− b〉+ γs

2
‖u∗(xt,yt, zt)− u∗(xt,yt+1, zt)‖2,

ϕ1/λ(xt,yt+1, zt)− ϕ1/λ(xt,yt+1, zt+1) ≥
µ

2
〈zt+1 − zt, 2u

∗(xt,yt+1, zt)− zt+1 − zt〉

+
γs
2
‖u∗(xt,yt+1, zt+1)− u∗(xt,yt+1, zt)‖2,

where γs = 2µ+ ρ‖A‖.

Proof. We first consider the change in y argument of ϕ1/λ. By using the definition of ϕ1/λ, we have

ϕ1/λ(xt,yt, zt)− ϕ1/λ(xt,yt+1, zt) = K(u∗(xt,yt, zt),yt, zt) +
λ

2
‖xt − u∗(xt,yt, zt)‖2

−K(u∗(xt,yt+1, zt),yt+1, zt)−
λ

2
‖xt − u∗(xt,yt+1, zt)‖2

= K(u∗(xt,yt, zt),yt, zt)−K(u∗(xt,yt, zt),yt+1, zt)

+K(u∗(xt,yt, zt),yt+1, zt) +
λ

2
‖xt − u∗(xt,yt, zt)‖2

−K(u∗(xt,yt+1, zt),yt+1, zt)−
λ

2
‖xt − u∗(xt,yt+1, zt)‖2, (A.8)

where the second equality adds and subtracts K(u∗(xt,yt, zt),yt+1, zt).
From the definition of yt+1, it trivially follows that

K(u∗(xt,yt, zt),yt, zt)−K(u∗(xt,yt, zt),yt+1, zt) = 〈yt − yt+1, Au
∗(xt,yt, zt)− b〉.

Next, we use the property thatK(·,yt+1, zt)+
λ
2 ‖·−xt‖2 is γs-strongly convex with minimizer u∗(xt,yt+1, zt)

to obtain

K(u∗(xt,yt, zt),yt+1, zt) +
λ

2
‖xt − u∗(xt,yt, zt)‖2 −K(u∗(xt,yt+1, zt),yt+1, zt)−

λ

2
‖xt − u∗(xt,yt+1, zt)‖2

≥ γs
2
‖u∗(xt,yt, zt)− u∗(xt,yt+1, zt)‖2.

Combining the last two estimates in (A.8) gives the first assertion.
Next, we analyze the effect of changing the z component in ϕ1/λ. Similar to the proof of the first assertion,

we start with the definition of ϕ1/λ and then add and subtract K(u∗(xt,yt+1, zt+1) to obtain

ϕ1/λ(xt,yt+1, zt)− ϕ1/λ(xt,yt+1, zt+1)

= K(u∗(xt,yt+1, zt),yt+1, zt) +
λ

2
‖xt − u∗(xt,yt+1, zt)‖2

−K(u∗(xt,yt+1, zt+1),yt+1, zt+1)−
λ

2
‖xt − u∗(xt,yt+1, zt+1)‖2

= K(u∗(xt,yt+1, zt),yt+1, zt)−K(u∗(xt,yt+1, zt),yt+1, zt+1)

+K(u∗(xt,yt+1, zt),yt+1, zt+1) +
λ

2
‖xt − u∗(xt,yt+1, zt)‖2

−K(u∗(xt,yt+1, zt+1),yt+1, zt+1)−
λ

2
‖xt − u∗(xt,yt+1, zt+1)‖2. (A.9)
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First, by definition, of K, it trivially follows that

K(u∗(xt,yt+1, zt),yt+1, zt)−K(u∗(xt,yt+1, zt),yt+1, zt+1) =
µ

2
‖u∗(xt,yt+1, zt)− zt‖2

− µ

2
‖u∗(xt,yt+1, zt)− zt+1‖2.

For the remaining terms in the right-hand side, we again use that K(·,yt+1, zt+1)+
λ
2 ‖ ·−xt‖2 is γs-strongly

convex with minimizer u∗(xt,yt+1, zt+1) to deduce

K(u∗(xt,yt+1, zt),yt+1, zt+1) +
λ

2
‖xt − u∗(xt,yt+1, zt)‖2

−K(u∗(xt,yt+1, zt+1),yt+1, zt+1)−
λ

2
‖xt − u∗(xt,yt+1, zt+1)‖2

≥ γs
2
‖u∗(xt,yt+1, zt+1)− u∗(xt,yt+1, zt)‖2.

Plugging in the last two estimates in (A.9) gives the second assertion.

Corollary A.4. Suppose that Assumption 1.1 holds, for ϕ1/λ defined in (3.3), we have that

ϕ1/λ(xt,yt, zt)− ϕ1/λ(xt+1,yt+1, zt+1) ≥
τλ2

16
E‖u∗(xt,yt+1, zt)− xt‖2

− (λτµ+ 2λτ2µ2 +
τλ2µ2

8γ2
s

)E‖zt − zt+1‖2 − λτ2σ2

− η〈Axt − b, Au∗(xt,yt, zt)− b〉
+

µ

2
〈zt+1 − zt, 2u

∗(xt,yt+1, zt)− zt+1 − zt〉,

where γs = 2µ+ ρ‖A‖.

Proof. We sum up the results in Lemma A.2 and Lemma A.3, plug in the definition of yt+1 and discard two
nonnegative terms on the right-hand side to get the result.

Next, we analyze the rest of the terms appearing in the potential function. This lemma is only using the
definition of d(y, z) and Ψ(z) and is equivalent to Zhang & Luo (2022) and hence we omit its proof. Notably,
these bounds are agnostic to the algorithm used to generate the sequences. Note that the only difference is
that in the result below, we do not use the definition of yt+1 whereas the proof in Zhang & Luo (2022) uses
this definition. The rest of the estimations are precisely the same.

Lemma A.5. (Zhang & Luo, 2020, Lemma 3.2, Lemma 3.3) For the functions d(y, z) and Ψ(z) defined in
(3.5) and (2.1),we have

d(yt+1, zt+1)− d(yt, zt) ≥ η〈Axt − b, Ax∗(yt+1, zt)− b〉+ µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉,

Ψ(zt+1)−Ψ(zt) ≤ µ〈zt+1 − zt, zt − x̄∗(zt)〉+
µ

2σ4
‖zt − zt+1‖2,

where σ4 is defined in (A.1).

In the next lemma, we will join the previous lemmas and characterize the change in the potential function.

Lemma A.6 (cf. Lemma 3.6). Let Assumption 1.1 hold. By using the parameters (A.1) in Algorithm 1, we
obtain

EVt − EVt+1 ≥ cβE‖zt+1 − zt‖2 + cτE‖u∗(xt,yt+1, zt)− xt‖2 + cηE‖Ax∗(yt+1, zt)− b‖2 − λτ2σ2, (A.10)

where cβ = µ
50β , cτ = 7τλ2

400 , cη = η
4 .
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Proof. Combining Corollary A.4 and Lemma A.5, we obtain

E[Vt]− E[Vt+1] = Eϕ1/λ(xt, yt, zt)− Eϕ1/λ(xt+1, yt+1, zt+1) + 2Ed(yt+1, zt+1)− 2Ed(yt, zt) + 2Ψ(zt)− 2Ψ(zt+1)

≥ τλ2

16
E‖u∗(xt,yt+1, zt)− xt‖2 − (λτµ + 2λτ2µ2 +

τλ2µ2

8γ2
s

)E‖zt − zt+1‖2 − λτ2σ2

− Eη〈Axt − b, Au∗(xt,yt, zt)− b〉+ µ

2
E〈zt+1 − zt, 2u

∗(xt,yt+1, zt)− zt − zt+1〉

+ 2ηE〈Axt − b, Ax∗(yt+1, zt)− b〉+ µE〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉
− 2µE〈zt+1 − zt, zt − x̄∗(zt)〉 −

µ

σ4
E‖zt − zt+1‖2.

We next manipulate the terms on the right-hand side.
First, by adding and subtracting Axt on the second argument of the inner product, we get

−η〈Axt − b, Au∗(xt,yt, zt)− b〉 = −η‖Axt − b‖2 − η〈Axt − b, Au∗(xt,yt, zt)−Axt〉.
Consequently, we have

− η〈Axt − b, Au∗(xt,yt, zt)− b〉+ 2η〈Axt − b, Ax∗(yt+1, zt)− b〉
= −η‖Axt −Ax∗(yt+1, zt)‖2 + η‖Ax∗(yt+1, zt)− b‖2 − η〈Axt − b, Au∗(xt,yt, zt)−Axt〉.

Second, adding and subtracting 2xt in the second argument of the inner product gives

µ

2
〈zt+1−zt, 2u

∗(xt,yt+1, zt)−zt−zt+1〉 =
µ

2
〈zt+1−zt, 2u

∗(xt,yt+1, zt)−2xt〉+
µ

2
〈zt+1−zt, 2xt−zt−zt+1〉.

We continue estimating the inner products involving zt+1 − zt. Note that zt+1 = zt + β(xt − zt) ⇐⇒
2xt − 2zt =

2
β (zt+1 − zt)

µ

2
〈zt+1 − zt, 2xt − zt − zt+1〉 =

µ

2
〈zt+1 − zt, 2xt − 2zt〉+

µ

2
〈zt+1 − zt, zt − zt+1〉

=
µ

2

(
2

β
− 1

)
‖zt − zt+1‖2 ≥ µ

2β
‖zt − zt+1‖2,

where the last inequality is due to β ≤ 1. Next, we have

µ〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉 − 2µ〈zt+1 − zt, zt − x̄∗(zt)〉
= µ‖zt+1 − zt‖2 + 2µ〈zt+1 − zt, x̄

∗(zt)− x∗(yt+1, zt+1)〉.
We can use Cauchy-Schwarz, triangle and Young’s inequalities on the second term to get

〈zt+1 − zt, x̄
∗(zt)− x∗(yt+1, zt+1)〉 ≥ −‖zt+1 − zt‖(‖x̄∗(zt)− x∗(yt+1, zt)‖ + ‖x∗(yt+1, zt)− x∗(yt+1, zt+1)‖)

≥ −
(

1

2ζ
+

1

σ4

)
‖zt+1 − zt‖2 −

ζ

2
‖x̄∗(zt)− x∗(yt+1, zt)‖2,

where the last step also used (A.34). Consequently, we obtain

µ〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉 − 2µ〈zt+1 − zt, zt − x̄∗(zt)〉

≥
(
µ− µ

ζ
− 2µ

σ4

)
‖zt+1 − zt‖2 − µζ‖x̄∗(zt)− x∗(yt+1, zt)‖2.

As a result, we get

E[Vt]− E[Vt+1]

≥ τλ2

16
E‖u∗(xt,yt+1, zt)− xt‖2 − (λτµ + 2λτ2µ2 +

τλ2µ2

8γ2
s

+
µ

ζ
+

3µ

σ4
− µ− µ

2β
)E‖zt − zt+1‖2 − λτ2σ2

− η〈Axt − b, Au∗(xt,yt, zt)−Axt〉 − η‖Axt −Ax∗(yt+1, zt)‖2 + η‖Ax∗(yt+1, zt)− b‖2

− µζ‖x̄∗(zt)− x∗(yt+1, zt)‖2 + µ〈zt+1 − zt,u
∗(xt,yt+1, zt)− xt〉. (A.11)
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We will now operate on some of terms from the right-hand side of (A.11), by using Lemma A.8 and A.9.
First, we have by Cauchy-Schwarz and Young’s inequalities that

− η〈Axt − b, Au∗(xt,yt, zt)−Axt〉
≥ −η

4
‖Axt − b‖2 − η‖Au∗(xt,yt, zt)−Axt‖2

≥ −η

4
‖Axt − b‖2 − 2η‖Au∗(xt,yt, zt)−Au∗(xt,yt+1, zt)‖2 − 2η‖Au∗(xt,yt+1, zt)−Axt‖2.

Next, by using the Lipschitzness of u∗(xt, ·, zt) from (A.31), we have

‖Au∗(xt,yt, zt)−Au∗(xt,yt+1, zt)‖2 ≤ ‖A‖2‖u∗(xt,yt, zt)− u∗(xt,yt+1, zt)‖2

≤ ‖A‖4
γ2
s

‖yt − yt+1‖2

=
‖A‖4η2

γ2
s

‖Axt − b‖2,

where the last step also used the definition of yt+1. Using this estimation along with (A.38) gives

− η〈Axt − b, Au∗(xt,yt, zt)−Axt〉

≥ −(
η

4
+

2‖A‖4η3
γ2
s

)‖Axt − b‖2 − 2η‖A‖2‖u∗(xt,yt+1, zt)− xt‖2

≥ −(
η‖A‖2λ2

2γ2
+

4‖A‖6η3λ2

γ2γ2
s

+ 2η‖A‖2)‖u∗(xt,yt+1, zt)− xt‖2

− (
η

2
+

4‖A‖4η3
γ2
s

)E‖Ax∗(yt+1, zt)− b‖2.

We next have by Young’s inequality that for any θ > 0:

µ〈zt+1 − zt,u
∗(xt,yt+1, zt)− xt〉 ≥ − µ

4θ
‖zt+1 − zt‖2 − θµ‖u∗(xt,yt+1, zt)− xt‖2.

The inequality derived in (A.37) directly implies

−η‖Axt −Ax∗(yt+1, zt)‖2 ≥ −η‖A‖2λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2.

The key global error bound given in Lemma A.9 originally proved in Zhang & Luo (2022) results in

−6µβ‖x∗(yt+1, zt)− x̄∗(zt)‖2 ≥ −6µβσ̄2‖Ax∗(yt+1, zt)− b‖2.

Combining these estimates lead to

E[Vt]− E[Vt+1] ≥ −(λτµ + 2λτ2µ2 +
τλ2µ2

8γ2
s

+
µ

ζ
+

3µ

σ4
− µ− µ

2β
+

µ

4θ
)E‖zt − zt+1‖2 − λτ2σ2

+

(
τλ2

16
− 3‖A‖2λ2η

2γ2
− 4‖A‖6η3λ2

γ2
sγ

2
− 2η‖A‖2 − µθ

)
E‖u∗(xt,yt+1, zt)− xt‖2

+

(
η

2
− 4‖A‖4η3

γ2
s

− 6µβσ̄2

)
‖Ax∗(yt+1, zt)− b‖2. (A.12)

We now estimate the coefficients inside the parantheses, with straightforward but tedious calculations which
follow from the parameter settings.
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First, we estimate the coefficient of E‖zt − zt+1‖2 in (A.12): Let µ ≥ 4Lf , we have σ4 ≥ 1
2 because

σ4 =
µ−Lf

µ . Then letting ζ = 6β, β < 1
30 , we have

µ− 3µ

σ4
≥ −5µ ≥ − µ

6β
,

µ

ζ
=

µ

6β
.

Therefore,
µ

2β
+ µ− 3µ

σ4
− µ

ζ
≥ (

1

2
− 1

6
− 1

6
)
µ

β
≥ µ

6β
. (A.13)

Hence,

coefficient of E‖zt − zt+1‖ ≥ −λτµ− 2λτ2µ2 − τλ2µ2

8γ2
s

+
µ

6β
− µ

8β
.

Let η = η′

2‖A‖2 , θ = 2β, η′ ≤ 1
40 , and µ = max{2, 4Lf}, λ = LK = Lf + ρ‖A‖ + µ, τ ≤ 1

10λ2 , and

γs = µ− Lf + γ from Fact A.10. We have −λτµ ≥ − µ
10 and −2λτ2µ2 ≥ − µ

50 , then

coefficient of E‖zt − zt+1‖ ≥ µ

24β
− µ

10
− µ

50
− τλ2 µ2

(µ− Lf + λ)2
.

By β ≤ 1/30, we have 1
24β − 1

10 − 1
50 ≥ 1

30β . In addition, using τλ2 µ2

(µ−Lf+λ)2 ≤ τλ2 ≤ 1
10 , we fanally

obtain:

coefficient of E‖zt − zt+1‖ ≥ µ

30β
− 1

10

µ≥2

≥ µ

50β
. (A.14)

Then we estimate the coefficient of E‖u∗(xt,yt+1, zt)− xt‖2 in (A.12).

From above assumptions, we can easily get γ =
(p−Lf )λ
p−Lf+λ ≥ 1

2 because λ ≥ µ ≥ 2. Moreover, we assume

η′ ≤ τ
40 ,

η′

µ−Lf+λ ≤ τ
10 , β ≤ τ

40 First, by our new notations, we have

coefficient of E‖u∗(xt,yt+1, zt+1)− xt‖2 =
τλ2

16
− 3η′λ2

4γ2
− η′3λ2

2γ2γ2
s

− η′ − 2µβ

By γ ≥ 1
2 and the definition of γs, we have − 3η′λ2

4γ2 ≥ −3η′λ2, − η′3λ2

2γ2γ2
s
≥ η′2λ2

(µ−Lf+λ)2 , Then

coefficient of E‖u∗(xt,yt+1, zt+1)− xt‖2 ≥ τλ2

16
− 3η′λ2 − 2η′3λ2

(µ− Lf + λ)2
− η′ − 2µβ

With 2 ≤ µ ≤ λ, η′ ≤ τ
100 ,

η′

µ−Lf+λ ≤ τ
10 , β ≤ τ

200 , we can obtain −3η′λ2 ≥ − 3τλ2

400 , − 2η′3λ2

(µ−Lf+λ)2 ≥

−λ2τ2

400 ≥ −λ2τ
400 , −η′ ≥ − τ

100 ≥ − τλ2

100 , −2µβ ≥ τµ
50

µ≤λ

≥ − τλ
50 ≥ τλ2

100 . Hence,

coefficient of E‖u∗(xt,yt+1, zt+1)− xt‖2 ≥ τλ2

16
− 3τλ2

100
− τλ2

400
− τλ2

400
− τλ2

100
=

7τλ2

400
(A.15)

Last, we estimate the coefficient of E‖Ax∗(yt+1, zt)− b‖2 in (A.12):

By 6µβσ̄2 ≤ η
6 and the definition η′, γs, we have − 4‖A‖2η3

γ2
s

= − η′2η
(µ−Lf+λ)2

η′

µ−Lf+λ
≤ τ

10

≥ − ητ2

100 ≥ − η
100 and

−6µβσ̄2 ≥ − η
6 . Hence, we have

coefficient of E‖Ax∗(yt+1, zt)− b‖2 ≥ η

4
. (A.16)

Plug A.14, A.15 and A.16 to A.12, we finishe the proof.
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A.2 Proof of Theorem 3.1

Proof. We start from the result in Lemma A.6. First, it follows from the definition of zt+1 that

‖zt − zt+1‖ = β‖xt − zt‖.

So, we rewrite (A.10), as:

EVt − EVt+1 ≥ β2cβE‖xt − zt‖2 + cτE‖u∗(xt,yt+1, zt)− xt)‖2 + cηE‖Ax∗(yt+1, zt)− b‖2 − λτ2σ2. (A.17)

For t > 0, we have Vt ≥ f , which is proven in Lemma A.13. It then follows that

T−1∑

t=0

(EVt − EVt+1) = EV0 − EVT ≤ EV0 − f. (A.18)

Then, summing up (A.17), using (A.18), and the fact that cτ = Θ(τ), cη = Θ(τ), β2cβ = Θ(τ) from
(A.1), we have

V0 − f + Tλτ2σ2 ≥
T∑

t=1

C0τ
[
E‖xt − zt‖2 + E‖u∗(xt,yt+1, zt)− xt‖2 + E‖Ax∗(yt+1, zt)− b‖2

]
,

for some explicit constant C0.
Dividing both sides by T , rearranging and using the definition τ = 1

6λ
√
T

gives

1

T

T−1∑

t=0

E‖xt−zt‖2+E‖u∗(xt,yt+1, zt)−xt‖2+E‖Ax∗(yt+1, zt)−b‖2 ≤ 1

C0

√
T

(
6λ(V0 − f) +

σ2

6

)
. (A.19)

Since we have
∇Ψ(zt) = µ(zt − x̄∗(zt)),

by Danskin’s theorem, we deduce for any t

1

µ2
‖∇Ψ(zt)‖ = ‖zt − x̄∗(zt)‖

≤ ‖zt − x∗(yt+1, zt)‖+ ‖x∗(yt+1, zt)− x̄∗(zt)‖
≤ ‖zt − x∗(yt+1, zt)‖+ σ̄‖Ax∗(yt+1, zs)− b‖
≤ ‖zt − xt‖+ ‖xt − x∗(yt+1, zt)‖+ σ̄‖Ax∗(yt+1, zt)− b‖

≤ ‖zt − xt‖+
λ

γ
‖xt − u∗(xt,yt+1, zt)‖+ σ̄‖Ax∗(yt+1, zt)− b‖.

where the first inequality is by triangle inequality, the second by (A.9), the third by triangle inequality and
the fourth by (A.29).

Next, we take square of both sides, take expectation, use Young’s inequality, sum for all t = 0, . . . , T − 1,
divide by T and use (A.19) to derive

1

µ2

1

T

T∑

t=1

E‖∇Ψ(zt)‖2 ≤ 1

T

T∑

t=1

E

[
3‖zt − xt‖2 +

3λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2 + 3σ̄2‖Ax∗(yt+1, zt)− b‖2

]

= O

(
1√
T

)
.

The result then follows since t∗ is selected uniformly at random from {1, 2, . . . , T }.
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A.3 Proof of Corollary 3.2

Proof. From the definition of x̂, we have

0 ∈ Ĝ(xt,yt+1, zt) +
2

τ
(x̂ − xt) + ∂IX(x̂).

Let us set

v = ∇xK(x̂,yt+1, zt)− Ĝ(xt,yt+1, zt)−
2

τ
(x̂− xt)− ρAT (Ax̂− b)− µ(x̂− zt). (A.20)

Combining with the optimality condition, we have

v ∈ ∇xK(x̂,yt+1, zt)− ρAT (Ax̂− b)− µ(x̂− zt) + ∂IX(x̂)

= ∇f(x̂) +ATyt+1 + ∂IX(x̂).

Hence, we need to estimate E‖Ax̂− b‖ and E‖v‖.
For the mini-batch gradient in the post-processing step, we have

E‖Ĝ(x,y, z) −∇K(x,y, z)‖2 ≤ σ2

B
. (A.21)

which is a standard calculation (Lan, 2020, Section 5.2.3). Since B = Ω(ε−2), this gives us

E‖Ĝ(x,y, z) −∇K(x,y, z)‖2 ≤ ε2. (A.22)

First, let us note that the purpose of x̂ is to estimate u∗(xt,yt+1, zt), where

u∗(xt,yt+1, zt) = arg min
u∈X

{l(u) := K(u,yt+1, zt) +
λ

2
‖xt − u‖2}.

Note that the gradient of this objective is

∇l(u) = ∇xK(x,yt+1, zt) + λ(x− xt).

As a result, we have ∇l(xt) = ∇xK(xt,yt+1, zt). Let us also denote

x∗
t = projX(xt − τ∇l(xt)).

That is, x∗
t is the output of doing a full-gradient step on xt. Of course, this is not tractable in our setting,

but we only use this as a theoretical tool.
Since this is a GD step on the objective l which is LK-smooth and convex with optimizer u∗(xt,yt+1, zt),

the standard analysis for GD gives

‖x∗
t − u∗(xt,yt+1, zt)‖2 ≤ ‖xt − u∗(xt,yt+1, zt)‖2, (A.23)

as long as τ ≤ 1
LK

.
Next, by the definitions of x∗

t and x̂, along with nonexpansiveness of the projection, we have

E‖x∗
t − x̂‖2 ≤ Eτ2‖Ĝ(xt,yt+1, zt+1)−∇xK(xt,yt+1, zt)‖2

≤ τ2ε2, (A.24)

where the second inequality used (A.22).
In view of (A.20), we estimate ‖v‖ as

‖v‖ ≤ ‖∇xK(xt,yt+1, zt)− Ĝ(xt,yt+1, zt)‖ + LK‖xt − x̂‖+ 2

τ
‖x̂− xt‖+ ρ‖A‖‖Ax̂− b‖+ µ‖x̂− zt‖.
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On this, multiple applications of triangle inequality gives

‖x̂− xt‖ ≤ ‖x̂− x∗
t ‖+ ‖x∗

t − u∗(xt,yt+1, zt)‖+ ‖u∗(xt,yt+1, zt)− xt‖
≤ ‖x̂− x∗

t ‖+ 2‖u∗(xt,yt+1,xt)− xt‖, (A.25)

where the second line is due to (A.23).
For the feasibility, we have by triangle inequality that

‖x̂− zt‖ ≤ ‖x̂− xt‖+ ‖xt − zt‖. (A.26)

As a result, we have that

‖v‖ = O
(
‖x̂− x∗

t ‖+ ‖xt − u∗(xt,yt+1, zt)‖+ ‖Ax̂− b‖+ ‖xt − zt‖
+ ‖∇xK(xt,yt+1, zt)− Ĝ(xt,yt+1, zt)‖

)
. (A.27)

For the feasibility, we have

‖Ax̂− b‖ ≤ ‖Ax̂−Axt‖+ ‖Axt − b‖
≤ ‖A‖‖x̂− xt‖+ ‖Axt − b‖.

Now, by invoking the above inequality for t = t∗, taking expectation, using Young’s inequality, (A.25), (A.24)
and (A.19) along with (A.38), we get that

E‖Ax̂− b‖2 ≤ ε2, (A.28)

since T = Ω(ε−4).
Finally, using t = t∗, taking square and then expectation of (A.27), using Young’s inequality and then

combining (A.28), (A.24), (A.22) and (A.19) gives the result since T = Ω(ε−4).

A.4 Auxiliary Results

Lemma A.7. Under Assumption 1.1, for any x, z, z′ ∈ X, we have

λ

γ
‖x− u∗(x,y, z)‖ ≥ ‖x− x∗(y, z)‖, (A.29)

‖u∗(x,y, z) − x‖ ≤ ‖x− x∗(y, z)‖, (A.30)

‖u∗(x,y, z) − u∗(x,y′, z)‖ ≤ ‖A‖
γs

‖y − y′‖, (A.31)

‖u∗(x,y, z′)− u∗(x,y, z′)‖ ≤ µ

γs
‖z− z′‖, (A.32)

‖z′ − z‖ ≥ µ− Lf

µ
‖x∗(y, z′)− x∗(y, z)‖, (A.33)

‖y′ − y‖ ≥ γK
‖A‖‖x

∗(y′, z) − x∗(y, z)‖, (A.34)

‖x̄∗(z) − x̄∗(z′)‖ ≤ µ

µ− Lf
‖z− z′‖ (A.35)

(A.36)

where γ =
(µ−Lf )λ
µ−Lf+λ , γs = µ− Lf + λ, γK = µ− Lf .

Proof. The proofs for (A.33), (A.34), and (A.35) appear in Zhang & Luo (2022), so we omit these proofs.
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We first prove (A.29). Let us note that x∗(y, z) minimizes ϕ1/λ, see for example (Hiriart-Urruty & Lemarechal,
1993, Theorem XV4.1.7). As a result, we have ∇xϕ1/λ(x

∗(y, z),y, z) = 0. From Lemma A.12, we have that

ϕ1/λ(·, y, z) is γ =
(µ−Lf )λ
µ−Lf+λ -strongly convex.

Then, by strong convexity, we have

〈∇xϕ1/λ(x
∗(y, z),y, z) −∇xϕ1/λ(x,y, z),x

∗(y, z) − x〉 ≥ γ‖x− x∗(y, z)‖2

⇐⇒ ‖∇xϕ1/λ(x,y, z)‖ ≥ γ‖x− x∗(y, z)‖,

where the inclusion used ∇xϕ1/λ(x
∗(y, z),y, z) = 0 established in the previous paragraph as well as Cauchy-

Schwarz inequality. Then, using ∇xϕ1/λ(x,y, z) = λ(x− u∗(x,y, z)), we obtain (A.29).
From definition of u∗(x,y, z) in (3.4) , we have,

K(u∗(x,y, z),y, z) +
λ

2
‖x− u∗(x,y, z)‖2 ≤ K(x∗(y, z),y, z) +

λ

2
‖x− x∗(y, z)‖2,

where we also remark that x∗(y, z) ∈ X . Combining with K(x∗(y, z),y, z) ≤ K(u∗(x,y, z),y, z), which
follows from the definition of x∗(y, z) in (3.6), we have (A.30).

The proofs of the other two assertions will use a similar idea to Zhang & Luo (2022), but there will be
differences in the estimations since this previous work did not use the function ϕ1/λ.

For (A.31), we proceed by using the definition of ϕ1/λ and adding and subtracting K(u∗(x,y′, z),y, z)
to get

K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y′, z),y′, z)− λ

2
‖u∗(x,y′, z)− x‖2

=K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2

−K(u∗(x,y′, z),y, z) − λ

2
‖u∗(x,y′, z) − x‖2

+K(u∗(x,y′, z),y, z) −K(u∗(x,y′, z),y′, z)

≤ −γs
2

‖u∗(x,y, z) − u∗(x,y′, z)‖2 + 〈y − y′, Au∗(x,y′, z) − b〉.

The last step uses u 7→ K(u,y, z) + λ
2 ‖u− x‖2 being γs-strongly convex (cf. Fact A.10) with minimizer

u∗(x,y, z), as well as the definition of K.
We then argue similarly, this time adding and subtracting K(u∗(x,y, z),y′, z):

K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y′, z),y′, z)− λ

2
‖u∗(x,y′, z)− x‖2

=K(u∗(x,y, z),y′, z) +
λ

2
‖u∗(x,y, z) − x‖2

−K(u∗(x,y′, z),y′, z)− λ

2
‖u∗(x,y′, z)− x‖2

−K(u∗(x,y, z),y′, z) +K(u∗(x,y, z),y, z)

≥ γs
2
‖u∗(x,y, z) − u∗(x,y′, z)‖2 + 〈y − y′, Au∗(x,y, z) − b〉.

The last step uses that u 7→ K(u,y′, z) + λ
2 ‖u − x‖2 is γs-strongly convex (cf. Fact A.10) with minimizer

u∗(x,y′, z) and the definition of K.
Combining the last two estimates give

〈y − y′, Au∗(x,y′, z)−Au∗(x,y, z)〉 ≥ γs‖u∗(x,y, z) − u∗(x,y′, z)‖2.

Using Cauchy-Schwarz inequality and the definition of operator norm gives (A.31).
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The proof of (A.32) is similar to the proof of (A.31), just completed. In particular, by adding and
subtracting K(u∗(x,y, z),y, z′), we have

K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y, z′),y, z′) +

λ

2
‖u∗(x,y, z′)− x‖2

= K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y, z′),y, z) − λ

2
‖u∗(x,y, z′)− x‖2

−K(u∗(x,y, z′),y, z′) +K(u∗(x,y, z′),y, z)

≤ −γs
2
‖u∗(x,y, z) − u∗(x,y, z′)‖2 + µ

2
(‖u∗(x,y, z′)− z‖2 − ‖u∗(x,y, z′)− z′‖2),

where we used that u 7→ K(u,y, z) + λ
2 ‖u − x‖2 is γs-strongly convex with minimizer u∗(x,y, z) and the

definition of K.
Finally, we add and subtract K(u∗(x,y, z′),y, z) to get

K(u∗(x,y, z),y, z) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y, z′),y, z′)− λ

2
‖u∗(x,y, z′)− x‖2

= K(u∗(x,y, z),y, z′) +
λ

2
‖u∗(x,y, z) − x‖2 −K(u∗(x,y, z′),y, z) − λ

2
‖u∗(x,y, z′)− x‖2

+K(u∗(x,y, z),y, z) −K(u∗(x,y, z),y, z′)

≥ γs
2
‖u∗(x,y, z) − u∗(x,y, z′)‖2 + µ

2
(‖u∗(x,y, z) − z‖2 − ‖u∗(x,y, z) − z′‖2),

where we used that u 7→ K(u,y, z′) + λ
2 ‖u− x‖2 is γs-strongly convex with minimizer u∗(x,y, z′) and the

definition of K.
Combining the last two inequalities give

µ〈u∗(x,y, z′)− u∗(x,y, z), z′ − z〉 ≥ γs‖u∗(x,y, z) − u∗(x,y, z′)‖2.

Using Cauchy-Schwarz inequality concludes the proof.

Lemma A.8. Under Assumption 1.1, we have that

‖Axt −Ax∗(yt+1, zt)‖2 ≤ ‖A‖2λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2, (A.37)

‖Axt − b‖2 ≤ 2‖A‖2λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2 + 2‖Ax∗(yt+1, zt)− b‖2, (A.38)

‖Au∗(xt,yt, zt)−Axt‖2 ≤ 2‖A‖4
γ2
s

‖yt − yt+1‖2 + 2‖A‖2‖u∗(xt,yt+1, zt)− xt‖2, (A.39)

where γ, γs are defined in (A.1).

Proof. The assertion in (A.37) follows directly from (A.29) since

‖Axt −Ax∗(yt+1, zt)‖2 ≤ ‖A‖2‖xt − x∗(yt+1, zt)‖2 ≤ ‖A‖2λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2.

Combining the first assertion with Young’s inequality gives the second assertion, since

‖Axt − b‖2 ≤ 2‖Axt −Ax∗(yt+1, zt)‖2 + 2‖Ax∗(yt+1, zt)− b‖2

≤ 2‖A‖2λ2

γ2
‖xt − u∗(xt,yt+1, zt)‖2 + 2‖Ax∗(yt+1, zt)− b‖2.
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Young’s inequality and (A.31) gives the third assertion

‖Au∗(xt,yt, zt)−Axt‖2 ≤ 2‖Au∗(xt,yt, zt)−Au∗(xt,yt+1, zt)‖2 + 2‖Au∗(xt,yt+1, zt)−Axt‖2

≤ 2‖A‖4
γ2
s

‖yt − yt+1‖2 + 2‖A‖2‖u∗(xt,yt+1, zt)− xt‖2.

The completes the proof.

The following important lemma is known as the global error bound in Zhang & Luo (2022). This global
result holds in its entirety in our case, so we only state it here and refer to where it appeared originally for
the precise definition of the constant σ̄ which depends on Hoffman constant of certain linear systems.

Lemma A.9. (Zhang & Luo, 2022, Lemma 3.2) If µ > Lf , then we have

‖x∗(y, z) − x̄∗(z)‖ ≤ σ̄‖Ax∗(y, z) − b‖ for any y, z

where σ̄ > 0 depends only on the constants C1 = (Lf + ρ‖A‖2 + µ), C2 = −Lf + µ, and the matrices
A,H and is always finite.

Fact A.10. For x ∈ X, we have that x 7→ K(x,y, z) is strongly convex with modulus γK = µ − Lf , and
x 7→ ∇xK(x,y, z) is (Lf + ρ‖A‖2 + µ)-Lipschitz continuous.

For u ∈ X, u 7→ K(u,y, z)+ λ
2 ‖x−u‖2 is strongly convex with modulus γs = µ−Lf +λ, and u∗(x,y, z)

is the minimizer of K(·,y, z) + IX(u) + λ
2 ‖x− u‖2.

Lemma A.11. (Planiden & Wang, 2016, Lemma 2.19) Let r > 0. The function f is r-strongly convex if
and only if f1(x) = minu f(u) +

1
2‖x− u‖2 is r

r+1 -strongly convex.

Lemma A.12. The function x 7→ ϕ1/λ(x,y, z) is γ =
(µ−Lf )λ
µ−Lf+λ -strongly convex.

Proof. By definition, we have

ϕ1/λ(x,y, z) = min
u

{
K(u,y, z) + IX(u) +

λ

2
‖x− u‖2

}
= λmin

u

{K(u,y, z) + IX(u)

λ
+

1

2
‖x− u‖2

}
.

Recall that γK = µ − Lf . Then, since K(x,y, z)/λ is γK

λ -strongly convex, we have minu
K(u,y,z)+IX(u)

λ +
1
2‖x−u‖2 is γK/λ

γK/λ+1 -strongly convex, by Lemma A.11. Hence, ϕ1/λ(x,y, z) is strongly convex with modulus
γK

γK/λ+1 = λγK

λ+γK
=

(µ−Lf )λ
µ−Lf+λ .

Lemma A.13. If x ∈ X, we have ϕ1/λ(x,y, z) − 2d(y, z) + 2Ψ(z) ≥ f .

Proof. Because x∗(y, z) minimizes ϕ1/λ(·,y, z) (see for example (Hiriart-Urruty & Lemarechal, 1993, Theo-
rem XV4.1.7)), we have

ϕ1/λ(x,y, z) ≥ ϕ1/λ(x
∗(y, z)) = K(x∗(y, z)).

We can then deduce

ϕ1/λ(x, y, z)− 2d(y, z) + 2Ψ(z) ≥ K(x(y, z), y, z)− 2d(y, z) + 2Ψ(z)

= d(y, z)− 2d(y, z) + 2Ψ(z)

= Ψ(z) + Ψ(z)− d(y, z)

≥ Ψ(z)

≥ f

The second inequality in the above chain comes from definition, that is, denoting x∗
µ = argminx∈X,Ax=b{f(x)+

µ
2 ‖x− z‖2} in view of (2.1), we have

d(y, z) = min
x∈X

K(x,y, z) ≤ K(x∗
µ,y, z) = f(x∗

µ) +
µ

2
‖x∗

µ − z‖2 = Ψ(z),

where the first inequality also uses x∗
µ ∈ X , which is by definition.

34



B Proofs for Section 4

B.1 Proof of Theorem 4.3

Lemma B.1. Let Assumption 4.2 hold. With the update rule of yt+1 = yt+η(Aζxt−bζ), where Eζ [Aζxt−
bζ ] = Axt − b, we have

Ed(yt+1, zt+1)− Ed(yt.zt) ≥ ηE〈(Axt − b), Ax(yt+1, zt)− b〉 − η2

32
E‖Axt − b‖2 − (

1

2
+

17‖A‖2
2γ2

K

)η2L2

+
µ

2
E〈zt+1 − zt, zt+1 + zt − 2x(yt+1, zt+1)〉,

EΨ(zt+1)− EΨ(zt) ≤ µE〈zt+1 − zt, zt − x̄∗(zt)〉+
µ

2σ4
E‖zt − zt+1‖2

(B.1)
where γK , σ4 are introduceed in A.7, and we assume E‖Aζtxt − bζt‖2 ≤ L.

Proof. It is easy to derive, for example as (Zhang & Luo, 2020, Lemma 3.2), that

d(yt+1, zt+1)− d(yt, zt) ≥ 〈yt+1 − yt, Ax
∗(yt+1, zt)− b〉+ µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉.

Hence, by using the update rule of yt+1, we get

d(yt+1, zt+1)− d(yt, zt) ≥ 〈yt+1 − yt, Ax
∗(yt, zt)− b〉+ 〈yt+1 − yt, Ax

∗(yt+1, zt)−Ax∗(yt, zt)〉
+

µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉

≥ 〈yt+1 − yt, Ax
∗(yt, zt)− b〉 − 1

2
‖yt+1 − yt‖2 −

1

2
‖Ax∗(yt+1, zt)−Ax∗(yt, zt)‖2

+
µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉

≥ 〈η(A(ωt)xt − b(ωt)), Ax
∗(yt, zt)− b〉 − (

1

2
+

‖A‖2
2γ2

K

)η2L2

+
p

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉,

where we introduce a term Ax∗(yt, zt) in the first inequality. Then we use Cauchy-Schwarz inequality in the

second step, and the last inequality comes from (A.34), ‖Ax∗(yt+1, zt)−Ax∗(yt, zt)‖2 ≤ ‖A‖2

γ2
K

‖yt+1 − yt‖2

and the bound of E‖Aζtxt − bζt‖2.
After taking expectation and using tower property along with yt, zt being deterministic under the condi-

tioning, we have

Ed(yt+1, zt+1)− Ed(yt, zt) ≥ ηE〈(Axt − b), Ax∗(yt, zt)− b〉 −
(
1

2
+

‖A‖2
2γ2

K

)
η2L2

+
µ

2
E〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉

(B.2)

Then we estimate the first term in the above inequality. We have

ηE〈Axt − b, Ax∗(yt, zt)− b〉
= ηE[〈(Axt − b), Ax∗(yt+1, zt)− b〉+ η〈(Axt − b), Ax∗(yt+1, zt)−Ax∗(yt, zt)〉]

≥ ηE[〈(Axt − b), Ax∗(yt+1, zt)− b〉 − 8‖Ax∗(yt+1, zt)− Ax∗(yt, zt)‖2]−
η2

32
‖Axt − b‖2

≥ ηE[〈(Axt − b), Ax∗(yt+1, zt)− b〉 − 8‖A‖2
γ2
k

η2L2]− η2

32
‖Axt − b‖2,
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where we introduce a term Ax∗(yt+1, zt) to get the first equality. The second inequality comes from Young
inequality( 〈a, b〉 ≤ 1

32‖a‖2 + 8‖b‖2∀a, b). In last inequality, we use (A.34) and E[‖Aζtxt − bζt‖2] ≤ L again.
Finally, plug (B.3) to (B.2), we obtain the desired result.

Lemma B.2. Let Assumption 1.1 and 4.2 hold. By using the parameters (A.1) in Algorithm 1 with the
dual update changed to yt+1 = yt + η(Aζxt − bζ), we obtain

EVt − EVt+1 ≥ c̃βE‖zt+1 − zt‖2 + c̃τE‖u∗(xt,yt+1, zt)− xt‖2 + c̃ηE‖Ax∗(yt+1, zt)− b‖2

− λτ2σ2
2 − (1 +

17‖A‖2
γ2
K

)η2L2
(B.3)

where c̃β = µ
50β , c̃τ = 6τλ2

400 , c̃η = η
8 and E‖Ĝ(xt,yt, zt, ξt)−∇xK(xt,yt, zt)‖2 ≤ σ2

2

Proof. First, we show E‖Ĝ(xt,yt, zt, ξt)−∇xK(xt,yt, zt)‖2 is bounded.

E‖Ĝ(xt,yt, zt, ξt)−∇xK(xt,yt, zt)‖2

≤ E2‖Ĝ(xt,yt, zt, ξt)− Ĝ(xt, 0, zt, ξt)‖2 + E2‖Ĝ(xt, 0, zt, ξt)−K(xt,yt, zt)‖2

≤ 2ELG‖yt‖2 + 2E‖Ĝ(xt, 0, zt, ξt)−∇xK(xt,yt, zt)‖2

≤ 2ELG‖yt‖2 + 4E‖Ĝ(xt, 0, zt, ξt)−∇xK(xt, 0, zt)‖2 + 4E‖∇xK(xt, 0, zt)−∇xK(xt,yt, zt)‖2

≤ 2LGM
2
y + 4‖A‖2‖yt‖2 + 4E‖Ĝ(xt, 0, zt, ξt)−∇xK(xt, 0, zt)‖2

Because x,y, z are all bounded, E‖Ĝ(xt,yt, zt, ξt)−∇xK(xt,yt, zt)‖2 is bounded, we denote the upper
bound as σ2

2 .
Combining with deterministic linear result, we have:

EVt − EVt+1 ≥ cβE‖zt+1 − zt‖2 + cτE‖u∗(xt,yt+1, zt)− xt‖2 + cηE‖Ax∗(yt+1, zt)− b‖2 − λτ2σ2
2

− η2

16
E‖Axt − b‖2 − (1 +

17‖A‖2
γ2
K

)η2L2

where cβ = µ
50β , cτ = 7τλ2

400 , cη = η
4 .

Because

−η2

16
E‖Axt − b‖2 ≥ −‖A‖2λ2η2

8γ2
‖xt − u∗(xt,yt+1, zt)‖2 −

η2

8
‖Ax(yt+1, zt)− b‖2

By the parameter choices, we have 7τλ2

400 − ‖A‖2λ2η2

8γ2 ≥ 6τλ2

400 and η
4 − η2

8 ≥ η
8 .

Proposition B.3. Under Assumption 4.2, ‖yt‖ ≤ Ψ(zt)−d(yt,zt)+2M
r , where M = maxx,z∈X{|f(x)|+ µ

2 ‖x−
z‖2+ ρ

2‖Ax−b‖2} and r > 0 is defined as ‖Ax̂−b‖ = r where x̂ is in the relative interior of the constraints.
The existence of this is guaranteed by our assumption.

Proof. Given x̃ ∈ X , we have

Ψ(zt)− d(yt, zt) ≥ f(x̄∗(zt)) +
µ

2
‖x̄∗(zt)− zt‖2 −K(x̃,yt, zt)

≥ f(x̄∗(zt)) +
µ

2
‖x̄∗(zt)− zt‖2 − [f(x̃) + 〈yt, Ax̃〉+

ρ

2
‖Ax̃− b‖2 + µ

2
‖x̃− zt‖2]

= [f(x̄∗(zt)) +
µ

2
‖x̄∗(zt)− zt‖2 − f(x̃)− µ

2
‖x̃− zt‖2]− 〈yt, Ax̃− b〉 − ρ

2
‖Ax̃− b‖2

= [f(x̄∗(zt)) +
µ

2
‖x̄∗(zt)− zt‖2 − f(x̃)− µ

2
‖x̃− zt‖2 −

ρ

2
‖Ax̃− b‖2]− 〈yt, Ax̃− b〉

≥ −2M − 〈yt, Ax̃− b〉.

36



Where the first inequality comes from the definition of Ψ(zt) and

d(yt, zt) = min
x∈X

K(x,y, z)

And in the last inequality, we let

M = max
x,z∈X

{|f(x)|+ µ

2
‖x− z‖2 + ρ

2
‖Ax− b‖2}

So we have the last inequality.
According to Assumption 4.2(2), there exists a positive r > 0 such that for any direction d ∈ Range(A),

we can find a x ∈ X satisfying ‖Ax−b‖ = r and Ax−b has the same direction as d. Because yt ∈ Range(A)
(by assumption 4.2(3), Range(A) = R

m) we can choose x̃ such that Ax̃− b is of the same direction as −yt

and ‖Ax̃− b‖ = r. Then we obtain

Ψ(zt)− d(yt, zt) ≥ −2M + r‖yt‖ =⇒ ‖yt‖ ≤ Ψ(zt)− d(yt, zt) + 2M

r
, ∀t ∈ {0, 1, ..., T }.

This concludes the proof.

Then we start the proof for Theorem 4.3

Proof. First, let MV = maxx,z∈X{K(x, 0, z) − 2d(0, z) + 2Ψ(z)} and My > MV −MΨ+2M
r where MΨ is a

uniform lower bound of Ψ(zt), for example, f .
If ‖yt+1‖ ≤ My, then

EVt − EVt+1 ≥ c̃βE‖zt+1 − zt‖2 + c̃τE‖u∗(xt,yt+1, zt)− xt‖2 + c̃ηE‖Ax∗(yt+1, zt)− b‖2

− λτ2σ2
2 − (1 +

17‖A‖2
γ2
K

)η2L2
(B.4)

according to the analysis of Lemma B.2.
If ‖yt+1‖ > My. For distinction, if we perform the procedure yt+1 = 0, let us denote the update

as yt+1,xt+1, zt+1 as ŷt+1, x̂t+1, ẑt+1 and yt+1,xt+1, zt+1 denote the iteration generated without taking
yt+1 = 0. Then

K(xt+1,yt+1, zt+1)− 2d(yt+1, zt+1) + 2Ψ(zt+1) ≥ Ψ(zt+1)− d(yt+1, zt+1) + Ψ(zt+1)

≥ r‖yt+1‖ − 2M +MΨ

≥ rMy − 2M +MΨ

≥ MV

= max
x,z∈X

{K(x, 0, z)− 2d(0, z) + 2Ψ(z)}

≥ K(x̂t+1, 0, ẑt+1)− 2d(0, ẑt+1) + 2Ψ(ẑt+1),

where the first step used d(yt+1, zt+1) ≤ K(xt+1,yt+1, zt+1) and the second line used Ψ(zt+1) ≥ MΨ.
Hence, EVt − EVt+1 becomes larger if we run yt+1 = 0. So (B.4) still holds, then the convergence result

follows.
The rest of the proof for the complexity result proceeds the same as Appendix A.2 up to simple changes

in the constants, and hence is omitted.

C Proof for Section 5

Lemma C.1. (Zhang & Luo, 2020, Lemma 3.10) Under Assumption 1.1, we have

‖x− projX(x− τ∇K(x,y, z))‖ ≥ τ(µ − Lf) ‖x− x∗(y, z)‖ ,

where K(x,y, z) = Lρ(x,y) +
µ
2 ‖x− z‖2, and x∗(y, z) = minx∈X K(x,y, z).
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Lemma C.2. Under Assumption 1.1, for the iterates generated by Algorithm 3 we have

‖xt − x∗(yt+1, zt)‖ ≤ 1

τ(µ− Lf )
‖xt − xt+1‖+

1

(µ− Lf )
‖∇̂ft −∇f(xt)‖

Proof. Taking x,y, z as xt,yt+1, zt in Lemma C.1, we have

‖xt − x∗(yt+1, zt)‖ ≤ 1

τ(µ− Lf )
‖xt − projX(xt − τ∇K(x,yt+1, zt))‖

≤ 1

τ(µ− Lf )
‖xt − projX(x− τG(xt,yt+1, zt))‖

+
1

τ(µ− Lf )
‖ projX(xt − τ∇K(xt,yt+1, zt))− projX(xt − τG(xt,yt+1, zt))‖

≤ 1

τ(µ− Lf )
‖xt − xt+1‖+

1

(µ− Lf )
‖∇̂ft −∇f(xt)‖,

where the second inequality comes form triangle inequality and the last inequality comes from the fact that
projX is nonexpansive and ∇K(xt,yt+1, zt)−G(xt,yt+1, zt) = ∇̂ft −∇f(xt)

Proof of Lemma 5.3. By the definition of ∇̂ft+1, we have

∇̂ft+1 −∇f(xt+1)

= ∇f(xt+1, ξt+1) + (1− α)(∇̂ft −∇f(xt, ξt+1))−∇f(xt+1)

= ∇f(xt+1, ξt+1) + (1− α)(∇̂ft −∇f(xt)) + (1− α)(∇f(xt)−∇f(xt, ξt+1))−∇f(xt+1)

= (1− α)(∇̂ft −∇f(xt)) + (1− α)(∇f(xt)− f(xt, ξt+1)) + f(xt+1, ξt+1)−∇f(xt+1), (C.1)

where in the second equality, we added and subtracted (1 − α)∇f(xt).
Then, we compute the squared norm of (C.1) and expand to get

‖∇̂ft+1 −∇f(xt+1)‖2

= (1− α)2‖∇̂ft −∇f(xt)‖2 + ‖(1− α)(∇f(xt)− f(xt, ξt+1)) + f(xt+1, ξt+1)−∇f(xt+1)‖2

+ 2(1− α)〈∇̂ft −∇f(xt), (1− α)(∇f(xt)− f(xt, ξt+1)) + f(xt+1, ξt+1)−∇f(xt+1)〉.

Next, we take expectation with respect to ξt+1 to obtain

Eξt+1‖∇̂ft+1 −∇f(xt+1)‖2

= (1 − α)2Eξt+1‖∇̂ft −∇f(xt)‖2 + Eξt+1‖(1− α)(∇f(xt)− f(xt, ξt+1)) + f(xt+1, ξt+1)−∇f(xt+1)‖2,
(C.2)

which is due to ∇̂ft −∇f(xt) being independent of ξt+1, and

Eξt+1 [∇f(xt)− f(xt, ξt+1)] = 0,Eξt+1 [f(xt+1, ξt+1)−∇f(xt+1)] = 0.

Finally, we estimate the last term in the right-hand side of (C.2):

Eξt+1‖(1− α)(∇f(xt)− f(xt, ξt+1)) + f(xt+1, ξt+1)−∇f(xt+1)‖2

= Eξt+1‖f(xt+1, ξt+1)− f(xt, ξt+1) +∇f(xt)−∇f(xt+1) + α(f(xt, ξt+1)−∇f(xt))‖2

≤ 3Eξt+1‖f(xt+1, ξt+1)− f(xt, ξt+1)‖2 + 3Eξt+1‖∇f(xt)−∇f(xt+1)‖2 + 3Eξt+1‖α(f(xt, ξt+1)−∇f(xt))‖2

≤ 3L2
0‖xt+1 − xt‖2 + 3L2

f‖xt − xt+1‖2 + 3α2σ2,

where in the first equality, we rearrange the terms, and in the first inequality, we use Young’s inequality. Then
in the second inequality, we use the Assumption 5.2, Lf -smoothness of f(x) and Eξ‖∇f(x, ξ)−∇f(x)‖2 ≤ σ2.
We use this estimation in (C.2) and take total expectation to get the result.
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Proof of Lemma 5.4. We have, by smoothness of K:

K(xt+1,yt+1, zt) ≤ K(xt,yt+1, zt) + 〈∇xK(xt,yt+1, zt),xt+1 − xt〉+
LK

2
‖xt+1 − xt‖2.

We estimate the inner product here as

〈∇xK(xt,yt+1, zt),xt+1−xt〉 = 〈G(xt,yt+1, zt),xt+1−xk〉+〈∇xK(xt,yt+1, zt)−G(xt,yt+1, zt),xt+1−xt〉.

We first have
∇xK(xt,yt+1, zt)−G(xt,yt+1, zt) = ∇f(xt)− ∇̂ft,

The definition of xt+1 gives

〈xt+1 − xt + τG(xt,yt+1, zt),xt − xt+1〉 ≥ 0 ⇐⇒ 〈G(xt,yt+1, zt),xt − xt+1〉 ≥
1

τ
‖xt+1 − xt‖2,

Using 〈∇xK(xt,yt+1, zt)−G(xt,yt+1, zt),xt+1 − xt〉 ≤ τ
2‖∇f(xt)− ∇̂ft‖+ 1

2τ ‖xt+1 − xt‖, we have

〈∇xK(xt,yt+1, zt),xt+1 − xt〉 ≤
τ

2
‖∇f(xt)− ∇̂ft‖2 −

1

2τ
‖xt+1 − xt‖2.

Then the result follows.

Proof of Lemma 5.5. First, from the definition we have

K(xt,yt, zt)−K(xt,yt+1, zt) = −η‖Axt − b‖2

and also

K(xt+1,yt+1, zt)−K(xt+1,yt+1, zt+1)

=
µ

2
(‖xt+1 − zt‖2 − ‖xt+1 − zt+1‖2)

=
µ

2
〈zt+1 − zt, 2xt+1 − zt − zt+1〉

=
µ

2
〈zt+1 − zt, 2xt+1 − 2xt + 2xt − 2zt + zt − zt+1〉

=
µ

2
〈zt+1 − zt, 2xt+1 − 2xt〉+

µ

2
〈zt+1 − zt, 2xt − 2zt〉 −

µ

2
‖zt+1 − zt‖2

≥ −µ

4
‖zt+1 − zt‖2 − µ‖xt+1 − xt‖2 +

µ

β
‖zt − zt+1‖2 −

µ

2
‖zt+1 − zt‖2,

where the first equality comes from the definition of K. In the last inequality, we use 〈a, b〉 ≥ − 1
4‖a‖2−‖b‖2

and xt − zt =
zt+1−zt

β by the definition of zt+1 in Algorithm 3.
Then combining the above two results with Lemma 5.4 yields the claim.

Proof of Theorem 5.6. We denote that

Vt = K(xt,yt, zt)− 2d(yt, zt) + 2Ψ(zt). (C.3)

Joining (5.4) with Lemma A.5, we have

EVt − EVt+1 ≥ −ηE‖Axt − b‖2 + (
µ

β
− 3µ

4
)E‖zt+1 − zt‖2

− τ

2
E‖∇f(xt)− ∇̂ft‖2 + (

1

2τ
− LK

2
− µ)E‖xt+1 − xt‖2

+ 2ηE〈Axt − b, Ax∗(yt+1, zt)− b〉+ µE〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉
− 2µE〈zt+1 − zt, zt − x̄∗(zt)〉 −

µ

σ4
E‖zt − zt+1‖2. (C.4)
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First, let us combine the first and fifth terms on the right-hand side to obtain

−ηE‖Axt − b‖2 + 2η〈Axt − b, Ax∗(yt+1, zt)− b〉 = −η‖Axt −Ax∗(yt+1, zt)‖2 + η‖Ax∗(yt+1, zt)− b‖2.
(C.5)

Next, we combine the sixth and seventh terms on the right-hand side of (C.4)

µ〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉 − 2µ〈zt+1 − zt, zt − x̄∗(zt)〉
= µ〈zt+1 − zt, zt+1 − zt − 2x∗(yt+1, zt+1) + 2x̄∗(zt)〉
= µ‖zt+1 − zt‖2 + 2〈zt+1 − zt,−x∗(yt+1, zt+1) + x̄∗(zt)〉 (C.6)

We now single out the inner product in the last equality and estimate it by adding and subtracting x∗(yt+1, zt)
in the second argument of the inner product:

2〈zt+1 − zt,−x∗(yt+1, zt+1) + x̄∗(zt)〉
= 2µ〈zt+1 − zt,−x∗(yt+1, zt+1) + x∗(yt+1, zt)〉+ 2µ〈zt+1 − zt,−x∗(yt+1, zt) + x̄∗(zt)〉
≥ −µ‖zt+1 − zt‖2 − µ‖x∗(yt+1, zt)− x∗(yt+1, zt+1)‖2 −

µ

ζ
‖zt+1 − zt‖2 − µζ‖x̄∗(zt)− x∗(yt+1, zt)‖,

(C.7)

for any ζ, where we used Young’s inequality twice. Then, we plug this into (C.6) to obtain

µ〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉 − 2µ〈zt+1 − zt, zt − x̄∗(zt)〉
≥ − µ

σ2
4

‖zt+1 − zt‖2 −
µ

ζ
‖zt+1 − zt‖2 − µζ‖x̄∗(zt)− x∗(yt+1, zt)‖2, (C.8)

where we use (A.33) to bound the second term on the right-hand side of (C.7), where σ4 is as defined in
(A.1).

Then we use (C.5) and (C.8) in (C.4) to obtain

EVt − EVt+1 ≥ (
µ

β
− 3µ

4
)E‖zt+1 − zt‖2 −

τ

2
E‖∇f(xt)− ∇̂ft‖2 + (

1

2τ
− LK

2
− µ)E‖xt+1 − xt‖2

− ηE‖Axt −Ax∗(yt+1, zt)‖2 + ηE‖Ax∗(yt+1, zt)− b‖2

− µ

σ2
4

E‖zt+1 − zt‖2 −
µ

ζ
E‖zt+1 − zt‖2 − µζ‖x̄∗(zt)− x∗(yt+1, zt)‖2 −

µ

σ4
E‖zt+1 − zt‖2

≥ (
µ

β
− 3µ

4
− µ

σ2
4

− µ

ζ
− µ

σ4
)E‖zt+1 − zt‖2

− τ

2
E‖∇f(xt)− ∇̂ft‖2 −

2η‖A‖2
(µ− Lf)2

E‖∇f(xt)− ∇̂ft‖2

+ (
1

2τ
− LK

2
− µ− η‖A‖2 2

τ2(µ− Lf)2
)E‖xt+1 − xt‖2

+ ηE‖Ax∗(yt+1, zt)− b‖2 − µζσ̄2
E‖Ax∗(yt+1, zt)− b‖

Where in the last inequality, we use the C.2 and A.9, then combine the same terms together.
Then we need to estimate the coefficients of each terms in the above inequality. From the choosen

parameters, we easily have σ4 =
µ−Lf

µ > 1
2 and let ζ = 6β

We now estimate the coefficient of E‖zt−zt+1‖2 in the last inequality. First, by σ4 > 1
2 , we have

µ
σ2
4
≤ 4µ

and µ
σ4

≤ 2µ. By also using ζ = 6β, we have

The coefficient of E‖zt − zt+1‖2 ≥ µ

β
− 3µ

4
− 4µ− µ

6β
− 2µ
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Second, using β ≤ 1/50, we obtain (34 + 4 + 2)µ ≤ µ
5β , then

The coefficient of E‖zt − zt+1‖2 ≥ µ

β
− µ

5β
− µ

6β
≥ µ

β
.

We move on to estimating the coefficient of E‖xt −xt+1‖2. With η ≤ (µ−Lf )
2τ

8‖A‖2 , we have 2η‖A‖2 1
τ2(µ−Lf )2

≤
1
4τ , we have

The coefficient of E‖xt − xt+1‖2 ≥ 1

4τ
− LK

2
− µ

Last, we work on the coefficient of E‖Ax∗(yt+1, zt) − b‖2. Because ζ = 6β, it follows that η − µζσ̄2 =
η − 6µβσ̄2.

With β ≤ η
36µσ̄2 , we have 6µβσ̄2 ≤ η

6 , then

The coefficient of E‖Ax∗(yt+1, zt)− b‖2 ≥ η − η

6
≥ η

2
.

Next, we estimate the coefficient of E‖∇f(xt)− ∇̂ft‖2. With η ≤ (µ−Lf )
2τ

8‖A‖2 , we have − τ
2 − 2η‖A‖2

(µ−Lf )2
≥ − 3

4τ .

Finally, we have

EVt − EVt+1

≥ µ

2β
E‖zt − zt+1‖2 + (

1

4τ
− LK

2
− µ)E‖xt − xt+1‖2 +

η

2
E‖Ax∗(yt+1, zt)− b‖2 − 3τ

4
E‖∇f(xt)− ∇̂ft‖2

=
µ

2β
E‖zt − zt+1‖2 + (

1

4τ
− LK

2
− µ)E‖xt − xt+1‖2 +

η

2
E‖Ax∗(yt+1, zt)− b‖2

+
τ

4
E‖∇f(xt)− ∇̂ft‖2 − τE‖∇f(xt)− ∇̂ft‖2

Then recalling Lemma 5.3 and assuming 0 < α ≤ 1, we have

E‖∇̂ft+1 −∇f(xt+1)‖2 ≤ (1− α)E‖∇̂ft −∇f(xt)‖2 + 3(L2
0 + L2

f)E‖xt+1 − xt‖2 + 3α2σ2 (C.9)

We multiply (C.9) by τ
α and plug into (C.9), to get

EVt − EVt+1 ≥ µ

2β
E‖zt − zt+1‖2 + (

1

4τ
− LK

2
− µ)E‖xt − xt+1‖2

+
η

2
E‖Ax∗(yt+1, zt)− b‖2 + τ

4
E‖∇f(xt)− ∇̂ft‖2

+
τ

α
E‖∇̂ft+1 −∇f(xt+1)‖2 −

τ

α
E‖∇̂ft −∇f(xt)‖2

−
3(L2

0 + L2
f)τ

α
E‖xt − xt+1‖2 − 3ασ2τ. (C.10)

Because α = 48(L2
0 + L2

f )τ
2 and τ ≤ min{ 1

4LK+8µ ,
1√

48(L2
0+L2

f
)
}, we obtain

EVt − EVt+1 ≥ µ

2β
E‖zt − zt+1‖2 +

1

8τ
E‖xt − xt+1‖2 +

η

2
E‖Ax∗(yt+1, zt)− b‖2 + τ

4
E‖∇f(xt)− ∇̂ft‖2

+
1

48(L2
0 + L2

f)τ
E‖∇̂ft+1 −∇f(xt+1)‖2 −

1

48(L2
0 + L2

f )τ
E‖∇̂ft −∇f(xt)‖2 − 144(L2

0 + L2
f )σ

2τ3.

Finally, we move 1
48(L2

0+L2
f
)τ
E‖∇̂ft+1 −∇f(xt+1)‖2 − 1

48(L2
0+L2

f
)τ
E‖∇̂ft −∇f(xt)‖2 to the left-hand side of

the above inequality and use the definition of V̄t in (5.2) to get the desired result.
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Proof of Theorem 5.7. Because zt+1 − zt = β(xt − zt),
µβ
2 = Θ(τ) and η

2 = Θ(τ), hence there exists a
constant C such that

EV̄t − EV̄t+1 ≥ Cτ{E‖xt − zt‖2 + E‖τ−1(xt − xt+1)‖2 + E‖Ax∗(yt+1, zt)− b‖2 + E‖∇f(xt)− ∇̂ft‖2}
− 144(L2

0 + L2
f )σ

2τ3. (C.11)

Then, summing up (C.11) over t = 0, 1, . . . , T − 1, we have

EV̄0 − EV̄T ≥
T−1∑

t=0

Cτ{E‖xt − zt‖2 + E‖τ−1(xt − xt+1)‖2 + E‖Ax∗(yt+1, zt)− b‖2 + E‖∇f(xt)− ∇̂ft‖2}

− 144(L2
0 + L2

f )σ
2τ3T. (C.12)

Form the definition, we have K(x,y, z) ≥ d(y, z) and Ψ(z) ≥ d(y, z) (see also Lemma A.13), then

Vt = K(xt,yt, zt)− 2d(yt, zt) + 2Ψ(zt) ≥ Ψ(zt) ≥ f.

Then, we have

V̄t = K(xt,yt, zt)− 2d(yt, zt) + 2Ψ(zt) +
1

48(L2
0 + L2

f )τ
E‖∇̂ft −∇f(xt)‖2 ≥ f. (C.13)

Let τ = T−1/3 and use mini-batch in the initial step where we will have E‖∇̂f0 − ∇f(x0)‖2 ≤ T−1/3σ2 ,
then

V̄0 = K(x0,y0, z0)− 2d(y0, z0) + 2Ψ(z0) +
1

48(L2
0 + L2

f )τ
E‖∇̂f0 −∇f(x0)‖2

≤ K(x0,y0, z0)− 2d(y0, z0) + 2Ψ(z0) +
σ2

48(L2
0 + L2

f )

(C.14)

where the right-hand is a constant independent of T , we denote it as C0.
Combining (C.12) with (C.13) and (C.14), we have

1

T

T−1∑

t=0

C{E‖xt − zt‖2 + E‖τ−1(xt − xt+1)‖2 + E‖Ax∗(yt+1, zt)− b‖2 + E‖∇f(xt)− ∇̂ft‖2}

≤ T−2/3(C0 − f + 144(L2
0 + L2

f)σ
2).

(C.15)

Then, for index s selected uniformly at random from {0, 1, ..., T − 1}, we have

E‖xs − zs‖2 = O(T−2/3), E‖τ−1(xs − xs+1)‖2 = O(T−2/3),

E‖Ax∗(ys+1, zs)− b‖2 = O(T−2/3), E‖∇f(xt)− ∇̂ft‖2 = O(T−2/3).
(C.16)

According to Algorithm 3, we have

xs+1 = argmin
x

{
〈G(xs,ys+1, zs),x− xs〉+ 1

τ
‖x− xs‖2 + ∂IX(x)

}
.

By the definition of xs+1, we have

0 ∈ G(xs,ys+1, zs) +
2

τ
(xs+1 − xs) + ∂IX(xs+1). (C.17)

We now set

v = ∇xK(xs+1,ys+1, zs)−G(xs,ys+1, zs)−
2

τ
(xs+1 − xs)− ρA⊤(Axs+1 − b)− µ(xs+1 − zs).
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Now, by using the definition of K(x,y, z) from (5.3) and (C.17), we obtain

v ∈ ∇f(xs+1) +A⊤ys+1 + ∂IX(xs+1)

We now derive the guarantees on the feasibility and the norm of v.
First, by triangle inequality, we have

‖Axs+1 − b‖ ≤ ‖Ax∗(ys+1, zs)− b‖+ ‖Axs+1 −Axs‖+ ‖A(xs − x∗(ys+1, zs))‖

≤ ‖Ax∗(ys+1, zs)− b‖+ ‖A‖‖xs+1 − xs‖+
‖A‖

τ(µ− Lf )
‖xs − xs+1‖+

‖A‖
µ− Lf

‖∇̂fs −∇f(xs)‖

= O(T−1/3), (C.18)

where in the second inequality, we use Lemma C.2.
Then we have

‖v‖ ≤ ‖∇xK(xs+1,ys+1, zs)−∇xK(xs,ys+1, zs)‖+ ‖∇xK(xs,ys+1, zs)−G(xs,ys+1, zs)‖

+
2

τ
‖xs+1 − xs‖+ ρ‖A‖‖Axs+1 − b‖+ µ‖xs+1 − zs‖

≤
(
LK +

2

τ

)
‖xs+1 − xs‖+ ‖∇f(xs)− ∇̂fs‖+ ρ‖A‖‖Axs+1 − b‖+ µ(‖xs − zs‖+ ‖xs+1 − xs‖)

= O(T−1/3),

where in first inequality, we introduce a term ∇xK(xs,ys+1, zs) and then use triangle inequality. The second
inequality used Lipschitzness of K, the definition of G, and the triangle inequality. The last step uses (C.16)
and (C.18).

Proof of Remark 5.8. This is because for the proof for Section 4, we only need to obtain a result similar to
Lemma 5.6 when ‖y‖ < My (where the latter result will be shown in the same way as Proposition B.3).

First, there is a difference in Lemma 5.4 that analyzes the progress of K(xt,yt, zt). In particular, we
now have

〈∇xK(xt,yt+1, zt)−G(xt,yt+1, zt),xt+1 − xt〉
= 〈∇f(xt) +A⊤yt+1 +A⊤(Axt − b)− ∇̂ft −A⊤

ζ1
t
yt+1 +A⊤

ζ1
t
(Aζ2

t
xt − bζ2

t
),xt+1 − xt〉

≤ τ

2
‖(∇f(xt)− ∇̂ft + (A⊤yt+1 −A⊤

ζ1
t
yt+1) + (A⊤(Axt − b)−A⊤

ζ1
t
(Aζ2

t
xt − bζ2

t
))‖2 + 1

2τ
‖xt+1 − xt‖2

≤ 3τ

2
(‖∇f(xt)− ∇̂ft‖2 + ‖A⊤yt+1 −A⊤

ζ1
t
yt+1‖2 + ‖A⊤(Axt − b)−A⊤

ζ1
t
(Aζ2

t
xt − bζ2

t
)‖2) + 1

2τ
‖xt+1 − xt‖2

The only difference is that we have more variance-type error terms. We use the same STORM technique to
update the stochastic gradient A⊤

ζ1
t
yt+1 and A⊤

ζ1
t
(Aζ2

t
xt − bζ2

t
). Then, under Assumption 4.2, we will have a

similar result that the first three terms could be bounded by similar recurrence relations to C.9 and, as in
(C.10), the order of τ will be 3 since α ≈ τ2.

Next, there is the second difference in Lemma A.5 for d(yt, zt). In particular, we have

d(yt+1, zt+1)− d(yt, zt)

≥ 〈yt+1 − yt, Ax
∗(yt+1, zt)− b〉+ µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉

= 〈η(Aζtxt − bζt)− η(Axt − b), Ax∗(yt+1, zt)− b〉+ 〈η(Axt − b), Ax∗(yt+1, zt)− b〉
+

µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉

≥ −η‖(Aζtxt − bζt)− (Axt − b)‖2 − η

4
‖Ax∗(yt+1, zt)− b‖2

+ 〈η(Axt − b), Ax∗(yt+1, zt)− b〉+ µ

2
〈zt+1 − zt, zt+1 + zt − 2x∗(yt+1, zt+1)〉
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Note that the only difference between the above estimate and Lemma A.5 are the first two (nonpositive)
error terms on the right-hand side. We also use the STORM technique to update the stochastic gradient
Aζtxt − bζt , then the first error term will be bounded with a similar recurrence relation to (C.9), and the
error, as before, will be a constant term in the order of τ3. In addition the second error term will be canceled
by the third term on the right-hand side of (5.6).

Hence we will have an inequality for the change of EV̄t to EV̄t+1, similar to (5.6). In particular, the main
error term is of the order τ3. Then we will obtain the same O(ε−3) complexity result by arguing the same
way as in Theorem 5.7.
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