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Abstract

As a dominant force in text-to-image generation
tasks, Diffusion Probabilistic Models (DPMs)
face a critical challenge in controllability, strug-
gling to adhere strictly to complex, multi-faceted
instructions. In this work, we aim to address this
alignment challenge for conditional generation
tasks. First, we provide an alternative view of
state-of-the-art DPMs as a way of inverting ad-
vanced Vision-Language Models (VLMs). With
this formulation, we naturally propose a training-
free approach that bypasses the conventional sam-
pling process associated with DPMs. By directly
optimizing images with the supervision of dis-
criminative VLMs, the proposed method can po-
tentially achieve a better text-image alignment.
As proof of concept, we demonstrate the pipeline
with the pre-trained BLIP-2 model and identify
several key designs for improved image gener-
ation. To further enhance the image fidelity, a
Score Distillation Sampling module of Stable Dif-
fusion is incorporated. By carefully balancing the
two components during optimization, our method
can produce high-quality images with near state-
of-the-art performance on T2I-Compbench. The
code is available at https://github.com/Pepper-
lll/VLMinv.

1. Introduction
With exceptional sample quality and scalability, DPMs
(Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al.,
2020) have significantly contributed to the success of Artifi-
cial Intelligence Generated Content (AIGC), especially in
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text-to-image generation. The performance of state-of-the-
art (SOTA) DPMs, e.g., Stable Diffusion (SD) (Rombach
et al., 2022; Podell et al., 2023), PixArt-α (Chen et al.,
2023a), in generating various images with high-fidelity is
no longer a major concern. What is left to be desired is
controllability, i.e., the compatibility between the generated
image and the input text. For instance, a simple composite
prompt like “a red backpack and a blue book” is challenging
for Stable Diffusion (Huang et al., 2023).

To better understand the condition injection mechanism of
modern text-to-image generation models, let us first con-
sider the relationship between text (i.e., condition) and im-
age. In practice, the actual condition the model takes usu-
ally contains an extended version of the input prompt para-
phrased by language models. As the text description gets
richer, more information is dictated for the target image with
less nuisance to fill. In other words, the stochasticity of the
generation task gradually decreases with extra conditions,
where we may even expect almost one-to-one matching
between the text and image. This transition calls for new
thinking about the conditional generation task.

On the one hand, when training such strong-condition mod-
els, high-quality paired data (x,y) are needed where x
satisfies the condition y. For most of the generative models,
the generation process can be described as mapping (y, ϵ) to
x where ϵ is a random vector providing diversity. In practice,
the controllability of the generative model is critically de-
pendent on the label quality, i.e., y|x should be as detailed
as possible. Beyond human labeling, SOTA DPMs such as
DALLE-3 (Betker et al., 2023) utilize powerful vision lan-
guage models (VLMs) to regenerate image captions during
training. Then, given a new prompt y at the inference phase,
the ideal image x|y should be deemed fit by the VLM. From
this perspective, the text-to-image generation case can be
seen as a model inversion task on the VLM, with explicit
mappings parametrized by the score network in DPMs. On
the other hand, the discriminative module also plays a more
central role in aligning with the condition. As supporting
evidence, consider the importance of guidance in current
text-to-image DPMs (Ho & Salimans, 2022; Bansal et al.,
2023; Ma et al., 2023). Although designed to work directly,
a relatively large classifier-free guidance (CFG) coefficient
is indispensable (7.5 by default in SD). When faced with the
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(a) Our method (b) SD v1.5 (c) Attn-Exct (d) PixArt-α (e) DALLE-2 (f) DALLE-3

Figure 1. Our method can effectively generate faithful images strictly following the prompt “Two hot dogs sit on a white paper plate near
a soda cup which is sitting on a green picnic table while a bike and a silver car are parked nearby”. However, the baseline methods,
including Stable Diffusion (SD) 1.5, Attend-and-Excite (Chefer et al., 2023), PixArt-α (Chen et al., 2023a), DALLE-2 (OpenAI, 2023),
DALLE-3 (Betker et al., 2023), struggle to generate the right images encountering this kind of complex compositional prompts.

strong condition of a multi-attribute object correspondence,
the image produced by a higher CFG is more semantically
compliant (see results in Appendix A.1).

The utilization of VLM in DALLE-3 and a higher CFG in
SD emphasize the importance of the discriminative com-
ponent for image-text alignment, which may have been
overshadowed by the generative counterpart. Fortunately,
discrimination (image-to-text) is relatively easier than gen-
eration (text-to-image), since an image often contains more
information than its text description. A misalignment in the
generated image can be trivial for a VLM to tell. Based on
this premise, T2I-CompBench (Huang et al., 2023) employs
several discriminative VLMs, e.g., BLIP-VQA (Li et al.,
2022) and CLIP (Radford et al., 2021) as referees, to mea-
sure text-image compatibility of SOTA generative models.
The alignment can be further improved by finetuning with
“good” text-image data selected by the referees.

Inspired by the above observations, we propose a novel con-
ditional image generation paradigm predominantly led by
VLMs for improved image-text alignment. Given textual
prompts, we generate images by conducting model inversion
on the VLM. Specifically, we keep the VLM parameters
fixed, treating the image as the optimization object. For
more efficient parameterization, we adopt the pre-trained
VAE used in the latent diffusion model (Rombach et al.,
2022) and conduct optimization on the latent variable space
z. We start with random noise and progressively refine z
by minimizing the loss function used in VLM pre-training,
which measures image-text consistency (Figure 2 illustrates
the core idea of our method and its comparison against
current DPMs). Additionally, to enhance image fidelity,
we propose incorporating gradients provided by Score Dis-
tillation Sampling. The overall generation pipeline is en-
tirely training-free and data-free, and the controllability of
our method is greatly improved compared to SD. While
our method may not generate images as elaborate as those
specialized generation models like DALLE-3, we achieve
comparable performance on image-text alignment.

Figure 2. SOTA image generation models require collecting a large
number of images which are then labeled in detail by a VLM for
training. During the inference phase, the condition (y) is injected
into the denoising process of random noise (xT) through a cross-
attention mechanism. The key difference in our approach is that
we generate images by directly inversing the VLM, eliminating
the need to train a specialized generation model.

The main contributions of this work are summarized below.

• We introduce a novel perspective by understanding
strong conditional text-to-image generation as model
inversion, shedding light on the crucial role of discrim-
inative models in the conditional generation process.

• We propose a method that places discriminative models
such as VLMs at the forefront, introducing a shift in
the text-to-image generation paradigm. Our method is
training-free and highly flexible. Several key design
choices are elucidated, e.g., augmentation regulariza-
tion, exponential moving average with restart, etc.

• Our method achieves near SOTA results on bench-
marks that measure the generation models’ controlla-
bility (Huang et al., 2023).
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2. Preliminary
Discriminative Vision Language Models VLMs repre-
sent a pivotal advancement in the field of multimodal rep-
resentation learning. These models undergo extensive pre-
training on expansive datasets comprising image-text pairs,
enabling them the capacity for zero-shot predictions across
a diverse spectrum of tasks that encompass both visual and
linguistic information, including image-text retrieval, im-
age captioning, visual question answering (VQA), etc (Du
et al., 2022). The central objective of VLM pre-training is
to imbue these models with a profound understanding of the
intricate alignment between textual and visual modalities.
To achieve this goal, various alignment losses are employed,
e.g., contrastive loss in CLIP (Radford et al., 2021), ALIGN
(Jia et al., 2021), ALBEF (Li et al., 2021), BLIP (Li et al.,
2022), BLIP -2(Li et al., 2023a). In contrast to text-to-image
generation models, VLMs exhibit a superior aptitude for
aligning textual and visual information. CLIP image-text
similarity is widely utilized to measure the alignment of the
generated images with the textual condition (Hessel et al.,
2021; Ma et al., 2023). A recent compositional text-to-
image generation evaluation benchmark T2I-CompBench
(Huang et al., 2023) further uses the BLIP-VQA model (Li
et al., 2022) as a referee to judge the correctness of the
generated images.

Latent Diffusion Models Latent diffusion models
(LDMs) (Rombach et al., 2022) conduct the forward and
reverse processes in the latent space of an autoencoder. The
additional encoder ENC and decoder DEC are required to
map the original image x to a latent variable z and recon-
struct the image from z, such that DEC(ENC(x)) ≈ x.
Classifier-free guidance (CFG) (Ho & Salimans, 2022) is
a commonly used conditional generation method in DPMs.
Given a condition y and a pre-trained text-to-image DPM
with the noise prediction neural network ϕ, CFG generates
images via

ϵ̂(xt;y, t) = ϵϕ(xt; t) + s(ϵϕ(xt;y, t)− ϵϕ(xt; t)),

where s > 0 is the guidance scale.

Score Distillation Score distillation sampling (SDS) is
an optimization mechanism to distill the rich knowledge
from pre-trained text-to-image generation diffusion models
(Poole et al., 2022; Luo et al., 2023). SDS allows optimizing
differentiable generators, and it has been widely explored
in text-to-3D generation (Wang et al., 2023c;a), and image
editing tasks (Hertz et al., 2023; Kim et al., 2023a). Given
a pre-trained text-to-image LDM with the noise prediction
neural network ϕ with noise ϵ ∼ N (0,1), SDS optimizes a
group of parameters θ by:

∇θLSDS(ϕ,x = g(θ)) ≈ Et,ϵ[(ϵϕ(zt;y, t)− ϵ)
∂x

∂θ
],

where g(θ) can be any differentiable function.

3. Conditional Generation via Model Inversion
The image caption quality is critical for training text-to-
image generation models that possess good image-text un-
derstanding ability. State-of-the-art models have increas-
ingly harnessed discriminative VLMs’ capabilities to im-
prove the controllability and precision of image synthesis,
such as DALLE-3 (Betker et al., 2023) and PixArt-α (Chen
et al., 2023a). By generating comprehensive and detailed
textual descriptions for images (x VLM−→ y), the gap between
textual and visual information narrows down, allowing the
image generation model (e.g., DPMs) to master a more ex-
act alignment. At the inference stage, the model is required
to generate images from the provided prompt (y DPM−→ x).
Therefore, the diffusion model essentially functions as a
learned inverse of the VLM.

Instead of training a DPM to learn the inverse function of
VLM, we venture into directly leveraging VLM to perform
the reverse task: generating the corresponding image given
a text prompt via optimization. From the perspective of
model inversion, the inverse map learned by mainstream
DPMs is parameterized by the score net and can be thought
of as continuous (it’s a deterministic map if using ODE
samplers). In clear contrast, the inverse map from direct
optimization-based model inversion is stochastic and not
continuous. Thanks to the discontinuity, the inverse map
from the latter approach is not limited by any neural net-
work parameterization and can be unlimited in terms of
expressivity (Feng et al., 2021; Hu et al., 2023).

3.1. Vision Language Model Inversion for Alignment

To fully harness the text and image alignment information
ingrained within the pre-trained VLMs, we propose to syn-
thesize text-conditional images commencing from random
noise with the supervision of a VLM.

Problem Formulation Denote the alignment loss given
by a VLM as L(x,y), where a smaller L(x,y) indicates
better alignment between x and y. We formulate the condi-
tional generation task as an optimization problem, i.e.,

min
x

L(x,y),

where the VLM is kept frozen, and the image is the opti-
mizing target. No extra training or data is needed, so our
method is highly efficient. As a proof of concept, we demon-
strate with the pre-trained BLIP-2 (Li et al., 2023a) model,
which has lightweight training loss and good zero-shot per-
formance. We utilize the image-text matching loss Litm and
the caption generation loss Lcg in BLIP-2 pre-training (Li
et al., 2021), i.e., L(x,y) = Litm + Lcg .
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Parameterization Images usually reside in high-
dimensional spaces (e.g., 512 × 512 × 3), which makes
the optimization problem challenging and computationally
expensive. Inspired by LDMs (Rombach et al., 2022), we
utilize a pre-trained autoencoder to reduce the dimension-
ality of the optimization target from the pixel space to the
low-dimensional latent space. We choose the widely used
KL-VAE with a downsampling factor f = 8 in the LDM
(Rombach et al., 2022). Denote the decoder as DEC. Then,
x is parameterized as DEC(z) and we can directly work
with z ∈ R64×64×4.

Necessity of Regularization Achieving high-quality im-
ages through direct discriminative model inversion is almost
impossible (Yin et al., 2020; Wang & Torr, 2022). The first
row of Figure 3 shows the generated images from a naive
implementation of the above proposal. During optimization,
the alignment loss can be effectively minimized, but the
resulting images are not natural. They can be thought of
as adversarial samples that are recognized by VLMs but
not humans. The existence of adversarial samples has been
extensively studied in the adversarial robustness literature
(Goodfellow et al., 2014; Arrieta et al., 2020). Therefore,
generating plausible images by vanilla optimization is not
viable. Extra regularization is needed to constrain the search
space to align with human perception.

To address the challenge, we take inspiration from con-
trastive learning, where semantic invariant augmentations
are constructed to specify the equivariant groups in the
feature space so that learning can be more efficient (Dan-
govski et al., 2021; HaoChen & Ma, 2022; Hu et al., 2022).
Similarly, we consider generating multiple samples with
semantic invariance but slight image variations through data
augmentation A ∼ PA and use their averaged loss as the
optimization objective. Correspondingly, we can define the
augmentation-regularized loss as

L̃y(x) := EAL(A(x),y), (1)

where the expectation is taken over the random augmenta-
tions. This is similar to random smoothing (Cohen et al.,
2019; Li et al., 2019; Ding et al., 2023). The augmentation
regularizes the search space by removing the adversarial
solutions x where L(x) is low while L̃(x) is high. To il-
lustrate, consider PA as random masking. Then, for any
specific masking A′, L̃y(x) ≤ c implies that

L̃y(A
′(x)) ≤c+ P(A /∈ SA′)·

EA/∈SA′ [Ly((A ◦A′)(x))− Ly(A(x))] ,

where SA′ = {A | A◦A′ = A}. Thus, minimizing L̃(x) im-
plicitly minimizes L̃(A′(x)) for all A′ such that P(A /∈ SA′)
is low. To verify, an image x in the 1st row of Figure 3 in-
deed obtains a low L(x), while having a high L̃(x) (see

Figure 3. The illustration of the influence of augmentation regular-
ization on BLIP-2 inversion. We show the result of no augmenta-
tion (top row), 15 augmentations (middle row), and 30 augmenta-
tions (bottom row).

results in Table 2). Thus, such an adversarial solution is
removed in the 2nd and 3rd rows where a returned image x
is ensured to have low values of L̃. This augmentation reg-
ularization has been proven effective in improving overall
results, including the perceptual image quality (Figure 3)
and BLIP-VQA score (Table 1).

Table 1. The average BLIP-VQA score of BLIP-2 inversion with-
out and with augmentations on Attribute-binding dataset of T2I-
CompBench (Huang et al., 2023).

color↑ shape↑ texture↑
no aug 0.6561 0.5078 0.5371
30 augs 0.8639 0.6686 0.7311

Table 2. The average BLIP-2 loss (Litm&Lcg) of images on the
1st and 3rd row of Figure 3.

L(x)↓ L̃(x)↓
no aug (1st row) 2e-3 & 3.28 5.65 & 4.66
30 augs (3rd row) 1e-5 & 3.08 2e-3 & 3.30

As an added benefit, augmentation regularization contributes
to smoother images and lower loss values, as can be seen
in Table 2. To better understand the mechanism of the
augmentation regularization, we provide an explanation
with Gaussian random augmentation that can result in a
smoother objective function.

Proposition 3.1 (informal). Under some mild regularity
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conditions on the augmentation, L̃y is strictly smoother
than Ly . Particularly, if A(x) = x+ ϵ where ϵ is Gaussian,
L̃y has infinite smoothness and is Lipschitz continuous.

The optimization problem can greatly benefit from both a
smoother objective function (Kovalev & Gasnikov, 2022)
and bounded Lipschitz constant (Ghadimi & Lan, 2013;
Bertsekas, 2016). From another perspective, we demon-
strate that augmentation can also improve the condition
number of convex optimization.

Proposition 3.2 (informal). Assume Lc(·) is a convex func-
tion and denote its Hessian matrix at x as ∂2Lc(x). Under
some mild regularity conditions, the condition number of
∂2L̃c is strictly smaller than that of ∂2Lc(x).

The formal statements and technical details can be found in
Appendix B.

Ideal Augmentations for BLIP-2 Inversion Our pro-
posed BLIP-2 inversion posts new requirements for the
ideal augmentations. We have conducted extensive ablation
experiments to identify suitable augmentation techniques
from conservative learning. Eventually, we employ random
affine, random perspective, color-jitter, random erasing, and
Gaussian noise and discard horizontal flipping and random
cropping, due to a notable adverse impact on the final image
(detailed results in Appendix A.3). This is to be expected
since, in our case, the considered semantic information is
much more intricate than that in contrastive learning. For
instance, some captions may contain “left” or “right” lo-
cation information, which will be significantly altered by
horizontal flipping. The ineffectiveness of these augmenta-
tions is also reflected in the BLIP-2 loss. Within the same
batch of augmented images, horizontal flipping and random
cropping result in larger loss values. Such issues related
to data augmentation altering semantics have been widely
studied in the context of contrastive learning (Chen et al.,
2020; Tian et al., 2020; Kalantidis et al., 2020; Patrick et al.,
2021; Chuang et al., 2022).

In conclusion, with the aforementioned formulation and
augmentation regularization, VLMs can be effectively in-
versed to generate images with both good visual quality and
high alignment to given prompts. Table 3 (“BLIP-2 INV”)
demonstrates SOTA alignment score on Attribute-binding
dataset (Huang et al., 2023). However, since the pre-training
of BLIP-2 is primarily a discriminative task, it is inevitable
that a significant amount of image information is lost dur-
ing its forward pass, making it challenging to recover this
information through model inversion. Additional help is
required to achieve a high aesthetic quality.

3.2. SDS for Improved Fidelity

To make our generated images more realistic, integrating
the gradient provided by another model focusing on image
fidelity can help. A natural choice is Score Distillation Sam-
pling (SDS), an optimization method based on knowledge
distillation (Poole et al., 2022) that has shown great ability
in generating or editing images. We first investigate the
effectiveness of SDS as a standalone image generator and
measure its performance in image-text matching (see Ta-
ble 9). Additionally, we explore how SDS can aid model
inversion in generating controllable and plausible images.
The introduction of SDS slightly affects the consistency of
images and text; Still, it brings significant gains in image
fidelity (results are referred to Table 10 in Appendix A.5).

3.3. Delicate Balance

Our method consists of two modules, with VLM taking
the lead in generating condition-compliant images and SDS
ensuring the fidelity and aesthetics of the images. Integrat-
ing them is not a straightforward task. In our experiments,
we observe that these two components tend to prioritize
different aspects and may result in divergent optimization
directions. BLIP-2 inversion is primarily concerned with
semantic alignment, whereas SDS prioritizes image fidelity.
SDS often misinterprets prompts, resulting in images with
missing objects or misaligned attributes when dealing with
compositional prompts. In contrast, BLIP-2 inversion is
far superior in following the instructions. The image evolu-
tion processes of two modules individually clearly illustrate
these phenomena (see Figure 10 and 11 in Appendix A.5).
Consequently, when BLIP-2 inversion and SDS collabo-
rate, the gradients provided by these two modules reflect
different objectives (examples shown in Appendix A.5 Fig-
ure 12). This issue calls for carefully tuning the individual
weights, which we discuss and demonstrate with results in
the experiment section.

A restart strategy for the Exponential moving average (EMA)
is further proposed to enhance the stability of the two mod-
ules’ collaboration. EMA has been widely used in deep net-
work optimization that includes two modules or branches
(Tarvainen & Valpola, 2017; He et al., 2020; Cai et al.,
2021), showing the strength to provide stable optimization
and improved prediction. Unlike the conventional EMA
method, EMA-restart involves replacing the original opti-
mization target with its EMA version at a specified iteration
location. Two extra hyperparameters are involved in EMA-
restart: “start” (the starting position where the parameters
are replaced by their EMA versions) and “restart” (the inter-
val between every EMA parameter reset). Appropriate use
of EMA-restart can effectively enhance stability during the
optimization process and improve the image-text matching
degree. Results can be found in Section 4.4 Table 4.
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The overall algorithm is depicted in Algorithm 1.

Algorithm 1 Conditional Generation via VLM Inverion and
SDS

Input: A text prompt y,
Required: a pre-trained VLM model (e.g., BLIP2) and
the loss function L, a pre-trained Stable Diffusion model
ϕ, and a decoder DEC.
Output: Generated image x following y.
Set augmentation function A, learning rate β, weight w1

for BLIP-2 and weight w2 for SDS; EMA decay rate λ,
EMA start iteration es and EMA restart iteration ers.
Initialize z0 ← sample from N (0, I); zema

0 = z0
for i = 1 to I do
xi = DEC(zi−1)
∇′

zLSDS(ϕ, zi−1,y) = w2∇zLSDS(ϕ, zi−1,y)

∇′

zL̃y(xi) = w1∇zL̃y(xi) · ||∇zL
′
SDS(ϕ,zi−1,y)||

||∇zL̃y(xi)||

zi← Adam(zi−1, β, ∇′

zL̃y(xi))
zi← zi − β ∇′

zLSDS(ϕ, zi−1,y)
zema
i ← λ zema

i−1 + (1− λ) zema
i

if i ≥ es and (i− es)%ers = 0 then
zi ← zema

i

end if
end for
x = DEC(z)
return x

4. Experiments
4.1. Implementation Details

We optimize the randomly initialized z for 160 iterations.
In the first 150 iterations, z is firstly updated using gradients
provided by Lalign backpropagation via an Adam optimizer.
Subsequently, it is further refined using gradients provided
by SDS through an SGD optimizer without momentum.
The norm of the gradient from BLIP-2 is always twice the
gradient from SDS (w1 = 2); a noise ϵz ∼ N (0, 0.22) is
added on z. In the last 10 iterations, z is updated solely
based on the gradients from SDS. We initialize the learning
rate at 1.0, which then gradually diminishes to 0.5 following
a cosine decay schedule. The SDS weight (w2) gradually
decays from 800 to 400 following a cosine decay rate. We
also implement EMA-restart at 40 and 100 iterations. All
experiments are conducted on the Tesla V100 GPUs.

4.2. Quantitative Results

We evaluate our method on T2I-CompBench (Huang et al.,
2023), a comprehensive benchmark for open-world com-
positional text-to-image generation consisting of attribute
binding, object relationships, and complex compositions.
The results are presented in Table 3.

4.3. Qualitative Comparisons

We compare our method with Stable Difussion v1-5, Struc-
tureDiffusion (Feng et al., 2022) and Attend-and-Excite
(Phung et al., 2023). The qualitative results are presented
in Figure 4. Clearly, baseline methods all tend to neglect
objects in the prompt. Additionally, we provide more exam-
ples of images generated by our method in Appendix A.4,
including prompts from Object Relationship and Complex
sub-datasets from T2I-CompBench. As can be seen, our
method is also able to generate faithful images for prompts
that describe actions, like “A person is walking with a friend
and catching up on their lives”, and complex prompts that
include multiple attributes for each object, like “The bold,
striking patterns of the tiger’s stripes blended seamlessly
with the dappled light of the jungle, a creature of stealth and
beauty” (see Figure 9).

4.4. Ablation Studies

Our method comprises two components: a pre-trained BLIP-
2 and SDS. Among these, BLIP-2 is more critical in the
image generation process, ensuring that the generated im-
ages faithfully adhere to the provided texture instructions.
To harmoniously integrate these two components, extensive
exploratory experiments are conducted to identify the op-
timal combination. In our ablation studies, we randomly
sample 20 prompts for each attribute from T2I-CompBench
Attribute-binding datasets (color/shape/texture), 60 prompts
in total. In every experiment, we generate 4 images for each
prompt and keep the prompts unchanged.

SDS Weight w2 We maintain that the norm of the BLIP-2
gradient is always twice that of the SDS gradient (w1 = 2)
and conduct the exploration to determine the most suitable
weights for SDS. We observe that higher values of the CFG
factor and SDS weight w2 can produce clearer and more
realistic images but at the cost of reduced image-text align-
ment. Conversely, extremely low SDS weights, such as
those starting below 800, struggle to generate clear and
natural-looking images. Similarly, when CFG values are
low, for instance, at 10, the image quality and alignment are
both harmed. The most suitable SDS weight falls within the
range of 800 to 1000, ideally paired with CFG values of 20
or 30. The quantitative result is presented in Table 5. We
further explored the scaled SDS weight and found a sweet
point at starting with 800 and gradually decreasing to 400,
with CFG equal to 30 (see Table 6).

BLIP-2 Weight w1 Since we optimize the image with the
gradient of BLIP-2 and SDS separately, we also investigate
the frequency and weight of BLIP-2 w1 at each iteration.
The results are shown in Table 7. The BLIP-2 gradient
norm should always be larger than SDS to ensure a better
alignment with the text, yet an overemphasis on it can lead
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Table 3. Image-text alignment evaluation on T2I-CompBench. The best results are marked in green, and the second best in blue. The
baseline data are sourced from (Chen et al., 2023a).

MODEL
ATTRIBUTE BINDING OBJECT RELATIONSHIP COMPLEX↑

COLOR ↑ SHAPE ↑ TEXTURE ↑ SPATIAL ↑ NON-SPATIAL ↑
STABLE V1.4 0.3765 0.3576 0.4156 0.1246 0.3079 0.3080
COMPOSABLE V2 0.4063 0.3299 0.3644 0.0800 0.2980 0.2898
STRUCTURED V2 0.4990 0.4218 0.4900 0.1386 0.3111 0.3355
ATTN-EXCT V2 0.6400 0.4517 0.5963 0.1455 0.3199 0.3401
GORS 0.6603 0.4785 0.6287 0.1815 0.3193 0.3328
DALLE-2 0.5750 0.5464 0.6374 0.1283 0.3043 0.3696
SDXL 0.6369 0.5408 0.5637 0.2032 0.3110 0.4091
PIXART-α 0.6886 0.5582 0.7044 0.2082 0.3179 0.4117
DALLE-3 0.8110 0.6750 0.8070 - - -

SDS V1.5 0.3793 0.3914 0.4321 0.1261 0.3038 0.2773
BLIP-2 INV 0.8639 0.6686 0.7311 0.1008 0.3260 0.3379

OUR METHOD 0.8162 0.6209 0.7202 0.1506 0.3215 0.3529
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(a) A blue sheep and a brown
vase

(b) A high skyscraper and a
small cabin

(c) A blue boat and a red suit-
case

(d) A fluffy rug and a leather
wallet

Figure 4. Qualitative Comparison using prompts from Attribute-binding of T2I-CompBench (Huang et al., 2023). We generate two images
for each prompt with the same two random seeds for all methods.

to the generation of noisy and unrealistic images, which
ultimately reduces the alignment score.

EMA-Restart We explore the effectiveness of the EMA-
restart strategy with different start iteration locations es and
restart intervals ers, and the results are presented in Table 4.
In general, we find that combinations of start & restart that

resulted in 2∼3 times EMA replacements can significantly
benefit the result.

Random Noise Our experiments indicate that introducing
random noise to z after each optimization iteration enhances
result robustness. The results of different random noise
scales are displayed in Table 8.
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Table 4. Results with different EMA start iterations es and restart intervals ers. Baseline results include without EMA: 67.43
(75.76/48.36/78.71); with original EMA: 67.22 (76.98/47.36/77.32).

ers\ es 20 40 60 80

10 65.49
(76.86/46.25/73.35)

67.75
(77.24/49.52/76.50)

65.89
(75.18/47.06/75.41)

67.15
(78.10/45.19/78.16)

20 67.96
(81.70/49.91/72.27)

65.76
(77.06/43.04/72.18)

62.61
(73.00/46.68/78.14)

71.77
(79.47/50.56/85.29)

40 64.55
(72.53/48.51/77.61)

65.11
(69.89/48.77/76.68)

71.86
(80.36/49.06/86.16)

66.73
(76.20/38.20/75.99)

60 71.24
(68.90/50.43/84.40)

72.47
(83.99/53.41/80.01)

67.14
(78.52/46.39/76.50)

66.73
(76.20/38.20/75.99)

Table 5. Result of the constant SDS weight w2 with different CFG scale.
CFG / w2 800 1000 1500 2000

10 56.52
(70.28/35.98/63.32)

57.70
(73.87/36.24/64.83)

54.40
(67.60/35.14/63.47)

52.62
(62.58/32.85/62.43)

20 62.74
(74.28/40.78/73.21)

61.08
(71.06/39.59/72.58)

60.39
(67.86/40.05/72.26)

58.06
(68.34/39.19/66.67)

30 62.18
(73.32/41.01/74.12)

60.90
(72.36/40.19/70.50)

59.78
(66.98/42.64/69.72)

56.70
(66.93/39.59/66.59)

Table 6. Results of scaling SDS weight w2 with CFG = 20 & 30.
cfg \w2 800→ 400 1000→ 500 1500→ 500

20
63.77

(71.32/44.78/75.21)
64.12

(74.36/48.49/70.53)
60.67

(71.23/42.89/68.12)

30
69.43

(79.98/49.08/79.23)
67.43

(75.76/48.36/78.17)
63.34

(74.00/43.19/72.89)

Table 7. The influence of BLIP-2 weight w1 and frequency.
f \ w1 1 2 3

1
59.97

(75.08/39.44/65.37)
67.43

(75.76/48.36/78.17)
62.36

(65.12/46.91/75.04)

2
61.55

(72.96/46.66/65.02)
64.29

(75.52/43.77/73.59) -

5. Related Work
Controllable Image Generation. To facilitate flexible
image generation capable of meeting diverse requirements,
achieving controllable image generation has become a
prominent focus in recent times. A prevalent approach
is guidance generation. This kind of method obviates the
necessity of training a diffusion model from scratch with spe-
cific conditions and instead offers direction by pre-existing
specialized models or loss functions for the reverse process
of the diffusion model. An early attempt in this direction
was GLIDE (Nichol et al., 2021) and classifier-free guid-
ance (Ho & Salimans, 2022), which improves the alignment
with textual descriptions. To satisfy arbitrary requirements
like textual descriptions, layouts, or segmentation, Univer-
sal Guidance (Bansal et al., 2023) is proposed. It leverages

Table 8. Results of Gaussian random noise with different standard
deviation σ on z.
σ 0.1 0.2 0.3

70.88
(81.12/51.62/80.00)

71.04
(79.54/51.35/83.23)

64.57
(70.54/43.66/79.50)

pre-existing models to offer iterative directions during the re-
verse process of a diffusion model. Specifically, to achieve
control over multi-faced objects within the prompts, cur-
rent methods typically involve the incorporation of prior
layout information, either by utilizing the bound boxes as
guidance (Lian et al., 2023) or injecting grounding infor-
mation into new trainable layers (Li et al., 2023b; Chen
et al., 2023b). Furthermore, it has been observed that cross-
attention primarily governs the handling of object-related
information. Consequently, various approaches have been
developed that involve modifying cross-attention mecha-
nisms to ensure that the diffusion model sufficiently attends
to all objects specified in the prompts (Feng et al., 2022;
Kim et al., 2023b; Chefer et al., 2023). Notably, approaches
that combine bounding boxes with attention control have
demonstrated improved performance in this regard (Phung
et al., 2023; Wang et al., 2023b).

What sets our method apart is the central role played by a dis-
criminative Vision-Language Model (VLM) during the im-
age synthesis process, rather than relying on the generative
model. Additionally, our approach is entirely training-free
and does not necessitate the inclusion of extra information,
such as layout details or object indices.
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Image Generation via Model Inversion Model inversion
refers to the invert process of general model training, i.e.,
optimizing the input, which is initially randomly initial-
ized, while keeping the well-trained model parameters un-
changed (Mahendran & Vedaldi, 2015). An early endeavor
in this direction was DeepDream (Alexander Mordvintsev &
Tyka, 2015), which sought to create images corresponding
to specific classes given a classification model, by producing
high responses for specific classes in the output layer of the
model. However, the reverse classification process posed
significant challenges. During the optimization process of
model inversion, it’s easy to get stuck in local optima and
end up with very unrealistic images that can be regarded
as adversarial examples (Goodfellow et al., 2014; Wang
& Torr, 2022). Subsequent methods, such as DeepInver-
sion (Yin et al., 2020) and CaG (Wang & Torr, 2022), in-
troduced various regularization techniques to improve the
identifiability of generated images. However, the generated
images were still far from natural and lacked coherency.
Notably, VQGAN-CLIP (Crowson et al., 2022) emerged as
a successful example within this category of methods. It
generates images by inversely applying a trained VQGAN
model (Esser et al., 2021) using a loss function that measures
the similarity of image and text embeddings from a CLIP
model (Radford et al., 2021) and incorporates augmentation
regularization. Nevertheless, VQGAN-CLIP did not delve
into the impact of various augmentation methods and the
mechanism underlying the effectiveness of augmentation
regularization, even in subsequent studies.

We are the first to comprehensively investigate the underly-
ing mechanism of augmentation regularization, and how to
choose the appropriate augmentation techniques.

6. Conclusion and Discussion
In this study, we introduce a novel framework for image gen-
eration that enhances controllability. Our approach is rooted
in a fresh perspective on comprehending the recent advance-
ments in text-to-image synthesis models like DALLE3 as a
learned inversion function of the VLM. Subsequently, we
propose a direct inversion of the VLM through optimization,
harnessing the full potential of text and image alignment
inherent in VLMs. We elucidate the effectiveness of aug-
mentation regularization that facilitates generating faithful
images via VLM inversion. Furthermore, we enhance our
method by incorporating SDS and thoroughly explore the
effective synergy between it and VLM, achieving correctly
generating fidelity images.

Nonetheless, our method does have limitations. For in-
stance, the stability of the generation process is not as good
as SOTA DPMs, due to the optimization nature. Occasion-
ally mismatches or unrealistic images still occur. In this
work, we mainly demonstrated working with the BLIP-2

model as a referee, which we found to struggle with spa-
tial information. Instructions involving spatial relationships
such as “to the left/right”, “on the top/bottom”, etc., can
be challenging to follow. Our work can be further strength-
ened if we can incorporate multiple referees with diverse
knowledge, e.g., grounding VQA model, detection models,
segmentation models, etc. Such a model zoo setting has
been demonstrated effective in domain generalization (Shu
et al., 2021; Dong et al., 2022; Chen et al., 2023c). As the
referees get more sophisticated, memory-efficient optimiza-
tion (Anil et al., 2019; Baydin et al., 2022; Malladi et al.,
2024) can be utilized to reduce the computation load and
promote scalability.

Despite these limitations, we are introducing a novel di-
rection and highlighting its significant potential. For all
modalities, evaluating the generated samples is a challeng-
ing task. For example, we have FID (Heusel et al., 2017)
for images, but such a well-accepted criterion is missing
for 3D generation. Nevertheless, as long as there exist
powerful discriminative models that can tell whether the
generated samples are good or not, they can be utilized in
a training-free fashion by extending our method to achieve
a significant boost in conditional generation across every
modality. Our goal is to inspire further investigations along
this path, revealing the unexplored capabilities of discrimi-
native models in generative tasks. Currently, we have only
explored basic models in image generation, and we hope to
inspire more future works to leverage more powerful dis-
criminative and language models, thereby developing more
robust capabilities.

Impact Statement
This paper presents work whose goal is to advance the field
of AIGC. Enhanced controllability and text-image align-
ment can democratize content creation, enabling broader
access to high-quality visual content across industries like
entertainment, education, and marketing. This democra-
tization fosters creativity and innovation. However, there
are potential risks, such as the misuse of technology for
creating realistic fake images and deepfakes, which could
spread misinformation. To ensure these benefits are realized
responsibly, it is crucial to establish robust ethical guide-
lines and detection mechanisms, balancing innovation with
ethical responsibility.
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A. Appendix
A.1. Importance of Discriminative Components in Conditional Generation

We present both quantitative and qualitative results, showing that the discriminative module plays a more central role in
aligning with the condition for current text-to-image DPMs. Table 9 shows the result of the BLIP-VQA score on the
Attribute-binding sub-dataset of T2I-CompBench of Stable Diffusion v1.5 with different classifier-free-guidance (CFG)
scales; clearly, a better alignment of text and image can be achieved by a larger CFG scale. We further present the images
generated by the traditional generation process of Stable Diffusion v1.5 with CFG coefficient 7.5, 30, and the Score
Distillation Sampling (SDS) process separately. The results indicate that when strong conditions come along, a smaller CFG
also performs poorly, and the higher CFG results in comparative image quality but higher consistency with text.

Table 9. The BLIP-VQA score of SD v1.5 with CFG 7.5 and 30 and SDS with CFG 30 on Attribute-binding dataset

color ↑ shape↑ texture↑
SD, CFG=7.5 0.3632 0.3490 0.3985
SD, CFG=30 0.4012 0.4018 0.4386
SDS, CFG=30 0.3793 0.3914 0.4321

Figure 5. A comparison of the images generated from the Stable Diffusion (SD) reverse process with CFG scale=7.5, 30 and the Score
Distillation Sampling (SDS) process with CFG scale=30.

A.2. Detailed BLIP-2 Losses

We directly utilize the training losses of the BLIP-2 model (Li et al., 2021; 2022; 2023a), except the image-text contrastive
(ITC) loss, because it requires a large batch size that is not suitable for text-to-image generation tasks. The image-text
matching loss (Litm) focuses on learning how images and texts align closely. It’s a simple binary cross-entropy loss: the
model predicts if an image and text pair match or not, using a linear layer called the ITM head based on their combined
features. The caption-generation loss (Lcg) aims to generate textual descriptions given an image. It optimizes a cross-entropy
loss which trains the BERT module to maximize the likelihood of the text in an autoregressive manner. A label smoothing
of 0.1 is adopted when computing the loss.

Specifically,
Litm = E(I,T )H(yitm,pitm(I, T ))), (2)

where H denotes the cross-entropy function, yitm is a 2-dimensional one-hot vector representing the ground-truth label of

14



Referee Can Play: Conditional Generation Via Model Inversion

whether I and T is a match, pitm is the output of the ITM head.

Lcg = E(I,T̂ )H(ymask,pmask(I, T̂ )), (3)

where T̂ denotes the text with mask, and pmask(I, T̂ ) denotes the BERT module’s output for a masked token, and ymask is
a one-hot vocabulary distribution in which the value of the ground-truth token is set to 1.

A.3. Exploration on Augmentation Methods for VLM Inversion

Here we show the impact of adding random resized crop and random horizontal flip augments, and straightforwardly
illustrate the potential reasons through BLIP-2 loss that measures the semantic consistency.

Figure 6. Images with our base augmentation methods (random affine, random perspective, color-jitter, random erasing, and Gaussian
noise), base + random resized crop, and base + random horizontal flip.

Figure 7. Sorted augmented images sorted in ascending order of BLIP-2 loss L(x,y). In the left image, the horizontally flipped images
exhibit higher loss. Since all of our captions contain multiple objects, incorporating horizontal flip together with random erasing easily
leads to semantic inconsistencies within the same equivalence class. The right image shows that images augmented through resized
cropping have a larger loss, which clearly shows altered semantic information.

A.4. More Images of Our Method

We show more images generated by our method with the prompts sampled from the attribute-biding, spatial & non-spatial,
and complex sub-datasets of T2I-CompBench, indicating our method’s effectiveness in generating images with different
types of prompts.
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Figure 8. Images with prompt from Attribute-binding sub-dataset

Figure 9. Images with prompt from Spatial, Non-spatial, and Complex sub-dataset

A.5. Role of BLIP-2 Inversion and SDS During Optimization

Quantitatively Assessment of BLIP-2 and SDS To quantitatively illustrate that SDS indeed helps to improve the fidelity
of generated images, we calculated Fréchet Inception Distance (FID) (Heusel et al., 2017) on MSCOCO dataset (Lin et al.,
2014). We generated 10K images based on the captions randomly selected from COCO dataset and calculated the FID
score. The results showed in Table 10 indicate that introducing SDS significantly improves the image fidelity with a slight
degeneration of the image-text alignment.

Table 10. The result of COCO 10K-FID along with the average Attribute-binding score of BLIP-2 inversion alone (BLIP-2 Inv) and
combined with SDS (BLIP-2+SDS).

A-b score↑ 10K-FID↓
BLIP-2 Inv 0.7574 79.13
BLIP-2+SDS 0.7109 31.76
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Evolution of Individual BLIP-2 Inversion, SDS, and BLIP-2+SDS To better illustrate the effect of the two components
of our method, we present the image evolution during the optimization of the two components work separately and together
(Figure 10 and 11). Apparently, BLIP-2 inversion can strictly follow the prompt, while SDS tends to partially follow
the prompt and neglect some objects contained in the prompt. Besides, for SDS optimization, images can change a lot
during evolution, especially when encountering multiple objects in the prompt (see Figure 10), showing that introducing the
instruction by cross attention is kind of fragile, the information contained in the prompt is always incompletely captured
and unstable. Things are totally different in BLIP-2 inversion; the instruction is well followed, while the perceptual image
quality is kind of weak. When these two components work together, better performance is achieved.

Figure 10. Image evolution of prompt “Two hot dogs sit on a white paper plate near a soda cup which are sitting on a green picnic table
while a bike and a silver car are parked nearby”.

Figure 11. Images evolution of prompt “A blue apple and a green vase”.

Visualization of Gradients of BLIP-2 and SDS To gain a more intuitive understanding of the distinct roles of the
two components in our method, we visualized the gradients provided by each module (see Figure 12). Our approach to
visualization is quite straightforward. We directly selected the first three (out of four) channels and then presented them
in the form of images. It is evident that the gradient information from BLIP-2 is primarily concentrated on the objects,
especially those with incorrectly generated attributes or those that are omitted. On the other hand, the gradients provided by
SDS are more comprehensive, clearly outlining the contours of objects while also optimizing the background. Although our
visualization method is direct and somewhat rudimentary, it effectively highlights the distinct functions of each module. For
example, with the prompt “a blue apple and a green vase”, the SDS gradient reveals the outlines of two apples, while the
BLIP-2 gradient focuses on one of the apples with the wrong attribute, attempting to transform it into a vase that matches
the text description (see Figure 12).
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(a) A blue apple and a green vase (b) A blue backpack and a red book

Figure 12. Visualization of the Gradient of BLIP-2 and SDS. The images, the gradient of BLIP-2, and the gradient of SDS visualization
are separately shown from top to bottom row.

A.6. Limitations of Our Method

Although our method is simple and effective, it still has certain shortcomings (see Figure 13). First, our method struggles to
generate images with accurate positional information. We attribute this to BLIP-2’s insensitivity to capturing location details.
Individual BLIP-2 inversion, despite achieving highly accurate attribute matching, performs poorly in the Spatial subset (see
BLIP-2 Inv result in Table 3). Additionally, our method often generates images that directly incorporate the prompt. This
may be due to the direct involvement of a BERT text encoder in the pre-trained BLIP-2 contained in our current approach.
These issues are also encountered in DALLE3. Lastly, as our method does not directly utilize a specialized image generation
model, it sometimes produces images that are not entirely realistic. For instance, to achieve correct attribute matching, our
method may generate images where multiple objects are merged into one, which seems quite unrealistic.

Figure 13. Limitations of our method.
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A.7. Universality of Our Method

Since the key point of our proposed method is to invert a VLM for text-to-image generation, BLIP-2 is a proof of concept.
To illustrate the universality of the proposed method, we also conduct additional experiments to replace BLIP-2 with CLIP.
Table 11 shows the VQA score of CLIP+SDS on the T2I-CompBench Attribute-binding dataset. CLIP+SDS also achieves a
higher score than SDS and SDv1-4, indicating the effectiveness of the proposed method. Furthermore, the CLIP’s slightly
lower performance than BLIP2 also shows our approach’s potential that the stronger the VLM, the better image consistency
can be obtained.

Table 11. The VQA score of CLIP+SDS and BLIP-2+SDS on the T2I-CompBench Attribute-binding dataset
color↑ shape↑ texture↑

CLIP+SDS 0.6569 0.5560 0.6531
BLIP-2+SDS 0.8162 0.6209 0.7202

B. Technical Details
We introduce two propositions, both of which state that the smoothed version of f by taking the expectation of the noise
Eϵ∼P f(x + ϵ) has nicer property. Proposition B.1 states that the smoothed function has a higher smoothness (roughly
speaking, it can take a higher degree of derivatives), and Proposition B.2 states that the smoothed function has a smaller
condition number, which may lead to faster convergence rate when applying gradient descent for minimization.

Before introducing these two propositions, we state some necessary terminologies. We say a function f has smoothness m
if f is in the Sobolev space Hm(Rd). The Fourier transform of f ∈ L1(Rd) is given by

F(f)(ω) = (2π)−d/2

∫
Rd

f(x)e−ixTωdx.

The characteristic function of a random variable ϵ following distribution P is defined by φ(t) = Eϵ∼P e
iϵ⊤t. Let ∂2f(x)

be the Hessian matrix on x ∈ Rd. For two positive matrices A,B, we write A ⪯ B (or B ⪰ A) if B −A is semi-positive
definite.

Proposition B.1 (Improved smoothness). Let f ∈ Hm(Rd). Assume that the characteristic function of the noise ϵ with
mean zero satisfies

φ(t) ≤ c1(1 + ∥ω∥2)−m1/2,∀ω ∈ Rd.

Then g(x) := Eϵf(x + ϵ) has smoothness at least m +m1, i.e., g ∈ Hm+m1(Rd). Furthermore, if ϵ is Gaussian, then

Eϵf(x + ϵ) has infinite smoothness, i.e., for any m2 > 0, g ∈ Hm+m2(Rd). Moreover, L̃y is
√

2R2

πσ2 -Lipschitz when

ϵ ∼ N (0, σ2I) and Ly : Rd 7→ R with R ≥ supx∈Rd |Ly(x)|.

Proof. Since f ∈ Hm(Rd), it can be shown that (Adams & Fournier, 2003)∫
Rd

|F(f)(ω)|2(1 + ∥ω∥22)mdω <∞.

The Fourier inversion theorem implies that

g(x) = Eϵf(x+ ϵ) =Eϵ

∫
Rd

F(f)(ω)ei(x+ϵ)⊤ωdω

=Eϵ

∫
Rd

F(f)(ω)eix
⊤ωeiϵ

⊤ωdω

=

∫
Rd

F(f)(ω)eix
⊤ωφ(ω)dω.
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Therefore, we have ∫
Rd

|F(g)(ω)|2(1 + ∥ω∥22)m+m1dω

=

∫
Rd

|F(f)(ω)|2|φ(ω)|2(1 + ∥ω∥22)m+m1dω

≤c21
∫
Rd

|F(f)(ω)|2(1 + ∥ω∥22)mdω <∞,

which implies g ∈ Hm+m1(Rd).

Similarly, if ϵ is Gaussian, we have φ(ω) = e−
1
2σ

2ω2

. Hence, for any m2 > d/2, it holds that∫
Rd

|F(g)(ω)|2(1 + ∥ω∥22)m+m2dω

=

∫
Rd

|F(f)(ω)|2e−σ2ω2

(1 + ∥ω∥22)m+m1dω

≤C
∫
Rd

|F(f)(ω)|2(1 + ∥ω∥22)mdω <∞,

for some constant C > 0, which implies g ∈ Hm+m2(Rd).

The proof of Lipschitz continuity follows from known proofs. Here, we adopt and expand the proof of Lemma 1 of (Salman

et al., 2019), which shows that L̃y is
√

2
π -Lipschitz when ϵ ∼ N (0, I) and Ly : Rd 7→ R with Ly(x) ∈ [0, 1]. By the mean

value theorem, there exists some c interpolating x and x′ such that

∥L̃y(x)− L̃y(x
′)∥ = ∥∇L̃y(c)

⊤(x′ − x)∥ = ∥∇L̃y(c)
⊤ (x′ − x)

∥(x′ − x)∥
∥(x′ − x)∥∥ ≤ |L̃y(c)

⊤v|∥(x′ − x)∥.

where v = (x′−x)
∥(x′−x)∥ is a unit vector. Thus, the desired statement holds if |∇L̃y(c)

⊤v| ≤
√

2R2

πσ2 for any unit vector v. With

ϵ = t− x (and the symmetry of the Gaussian), we have L̃y(x) =
1

σd(2π)d/2

∫
Rd Ly(t) exp

(
− 1

2σ2 ∥x− t∥2
)
dt and hence

∇L̃y(x) =
1

σd(2π)d/2

∫
Rd

Ly(t)
1

σ2
(t− x) exp

(
− 1

2σ2
∥x− t∥2

)
dt.

Thus, by using R ≥ supx∈Rd |Ly(x)| and classical integration of the Gaussian density (e.g., see Salman et al., 2019),

|∇L̃y(x)
⊤v| ≤ R

σ2σd(2π)d/2

∫
Rd

|(x− t)⊤v| exp
(
− 1

2σ2
∥x− t∥2

)
dt

=
R

σ2σ
√
2π

∫ ∞

−∞
|s| exp

(
− s2

2σ2

)
ds

=

√
2R2

πσ2
.

where the last line follows from the fact that
∫∞
−∞ |s| exp

(
− s2

2σ2

)
ds = 2σ2.

A smaller Lipschitz constant can benefit optimization because the convergence speed tends to decrease as the Lipschitz
constant increases, where typically the learning rate also needs to be smaller to achieve the convergence rate as the Lipschitz
constant increases (Ghadimi & Lan, 2013; Bertsekas, 2016). For example, the convergence rate degrades (more than
quadratically) as the Lipschitz constant increases (linearly) in Theorem 3 of (Lei et al., 2019) for SGD on nonconvex
optimization (since their constant C depends on the Lipschitz constant in its proof). Therefore, the smoothness gained by
the random augmentation can benefit optimization.
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Proposition B.2 (Improved condition number of convex optimization). Let f(x) be a convex function with continuous
∂2f(x) and

µI ⪯ ∂2f(x) ⪯ LI, ∀x ∈ Rd,

where I is an identity matrix and µ,L are two positive constants. Assume ϵ ∼ P has mean zero and support Rd, and
∂2Eϵf(x+ ϵ) = Eϵ∂

2f(x+ ϵ). Then

µ1I ⪯ ∂2g(x) ⪯ L1I, ∀x ∈ Rd,

with µ1 ≥ µ and L1 ≤ L, where g(x) = Eϵf(x+ ϵ). In addition, the inequalities are strict, i.e., µ1 > µ and L1 < L, if
there exist x0, x1 ∈ Rd and constants c1, c2 > 0 such that

∂2f(x0) ⪰ (µ+ c1)I, ∂
2f(x1) ⪯ (L− c2)I. (4)

Remark B.3. Theorem 2.2.14 of Nesterov et al. (2018) states that an upper bound of the gradient descent is

∥xk − x∗∥ ≤
(
1− 2

1 + κ

)k

∥x0 − x∗∥,

where κ = L/µ is the condition number. A larger κ indicates a slower convergence rate. Proposition B.2 states that for the
smoothed version of f , it can have a smaller condition number, thus indicating a faster convergence rate for gradient descent.

Proof. Direct computation shows that

∂2g(x) = Eϵ∂
2f(x+ ϵ) =

∫
Rd

∂2f(x+ ϵ)dP,

which clearly satisfies

µ1I ⪯ ∂2g(x) ⪯ L1I, ∀x ∈ Rd,

with µ1 ≥ µ and L1 ≤ L, since
∫
Rd dP = 1.

Suppose (4) holds. We only show µ1 > µ, since L1 < L can be shown similarly. By the continuity of ∂2f(x), there exists a
neighbor hood B(x0, δ) with δ > 0 such that ∂2f(x0) ⪰ (µ+ c′1)I with some positive constant c′1 > 0. Hence,

∂2g(x) =

∫
Rd

∂2f(x+ ϵ)dP

=

∫
Rd\B(x0,δ)

∂2f(x+ ϵ)dP +

∫
B(x0,δ)

∂2f(x+ ϵ)dP

⪰µI
∫
Rd\B(x0,δ)

dP + (µ+ c′1)I

∫
B(x0,δ)

dP,

which implies µ1 > µ, since
∫
Rd dP = 1 and

∫
B(x0,δ)

dP > 0. Similarly, L1 < L. This finishes the proof.
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