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Abstract

The proliferation of language models is rev-
olutionizing the process of Human-Al Inter-
action (HAI), offering users a conversational
interface to accomplish various tasks and ac-
cess information. Understanding how these
models affect the way students learn the skill
of computer programming remains an unstud-
ied area of research. This paper presents an
experiment designed to investigate the interac-
tion dynamics of undergraduate students with
varying computer programming abilities when
utilizing ChatGPT, as an Al-assisted tool to
accomplish coding tasks. Eye-tracking technol-
ogy is employed to capture participants’ gaze
patterns and visual attention during their inter-
actions with the language model. The paper
presents the analysis of a total of 120 eye track-
ing cases. Using the Kruskal-Wallis statisti-
cal test to assess whether students selectively
accord attention to programming tasks based
on their perceived importance and complexity,
we find that significant differences (p < .001)
across the ‘hit time’, ‘time to the first fixation’
and the ‘areas of interest duration’ eye tracking
features. The results shed light on differences
in visual attention patterns, the utilization of
Al-generated suggestions, code comprehension
strategies, and preferences for interacting with
ChatGPT during coding tasks.

1 Introduction

The advent and public availability of mainstream
Large Language Models (LLMs), at either very
low-cost or no-cost has trivialized their use. Pop-
ular LLMs such as ChatGPT are being prompted
daily by active users; with an estimated updake
of 100 million monthly active users in January of
2023, just two months after its launch, making it
the fastest-growing consumer application in his-
tory (Hu, 2023). The profileration of LLLMs has
resulted in uses for both professional and personal
miscellaneous tasks. Whether the LLM prompt is
mundane or complex, the average person seems to

be prioritizing its use it as an alternative to web
search (Ibrahim et al., 2023). Due to the rise in
LLM usage, an understudied area of research is the
impact of LLMs in higher education and its use
by students in the learning process (Zumwalt et al.,
2014; Maldonado et al., 2023).

1.1 LLMs in higher education

The latest studies suggest that ChatGPT and similar
models perform equal to and sometimes than uni-
versity students in a diverse set of courses (Ibrahim
et al., 2023). However, the question that remains is
to what extent is the output provided by ChatGPT
translated by the student from an output text to-
wards the student’s own assimilation and learning.
Moreover, LLMs, generally, and ChatGPT espe-
cially are now capable of generating functional
programming code (Acher et al., 2023). This ca-
pability is expected to change the ways and modal-
ities developers, coding enthusiasts and students
learn and interact with programming tasks (Yilmaz
and Yilmaz, 2023). Thus, the aim of the study is
to understand how a student navigates the task of
completing a programming exercise given the avail-
ability of LLM tools like ChatGPT. We perform
this assessment with eye tracking technology.

1.2 Visual expertise acquisition

Eye tracking has been widely used to uncover the
process of learning visually (Gegenfurtner and van
Merriénboer, 2017; Davies, 2018), across differ-
ent domains, including medicine (Zammarchi and
Conversano, 2021), strategic and algorithmic think-
ing (Reingold and Sheridan, 2011), and natural
language processing (Salicchi et al., 2021; Barrett
et al., 2016; Bolotova et al., 2020). This study
lays the foundation for examining visual expertise
acquisition in persons utilizing Al aids to com-
plete technical coding tasks, a growing domain of
research within Human-AI Interaction. (Langner
et al., 2023; MacKenzie, 2012).



2 Research Question and Hypothesis

Our aim is to quantify the visual attention behav-
ior of undergraduate students towards ChatGPT
when using it to accomplish programming tasks.
We use eye tracking data for this quantification.
We present the following two research questions:
(RQ1) Can we recognize any eye-tracking patterns
within the ChatGPT interface when programming
students use it to solve a programming exercise
or task? (RQ2) In addition to eye tracking data,
what are other suitable parameters that need to to
be analyzed to have a better understanding of the
student’s assimilation of a programming task when
using ChatGPT as a supporting tool?

Our hypothesis is that the attention, depicted
through eye fixations and the duration for which
students look at specific areas of the ChatGPT in-
terface directly affect their perceived complexity
and time required to understand and solve program-
ming problems.

3 Materials and Methods
3.1 Materials

Stududents were required to solve a set of four pro-
gramming tasks for the experiment. These tasks
were designed to mimic academic programming
exercises, where ChatGPT could function as a sup-
portive coding tool. The tasks varied in complexity
to capture a wide spectrum of user interactions and
challenges. These tasks were analyzed across five
areas of interests discussed in section 4. The ex-
periment was approved by the institution’s IRB
committee. To support extensions and reproducibil-
ity of this work, the collected data is made available
upon request.

Each of the four programming tasks were com-
posed of:

1. Looping constructs: The problem requires
the student’s understanding of "for’ loops and
"nested for’ loops

2. Data structures manipulations: The problem
requires the student’s familiarity with data
structures in order to solve a searching and
sorting problem.

3. Creative problem solving using algorithms:
This problem contains a form of ChatGPT hal-
lucination, where the student is required to
verify the correctness of the reasoning pro-
vided by ChatGPT.

4. Testing sample input/output. This problem
requires the students to analyze a provided
sample input and output for a programming
exercise to have a complete understanding of
the algorithmic problem.

The experiment employed a screen-based eye
tracker, SmartEye AI-X, with a frequency of 60
Hz, with iMotions software version 9.3 to record
and capture participants’ gaze patterns and visual
attention. This allowed for tracking participants’
eye movements and fixation points as they inter-
acted with the ChatGPT interface and solved the
programming exercises.

3.1.1 Methods

Participants were initially briefed on the study’s
objectives and were also informed about the type
of data that would be collected. Before the exper-
iment, participants received concise instructions
on how to interact with the ChatGPT interface and
were given time to familiarize themselves with the
system and calibrate their eyes with the eye tracker.
Participant were then assigned the four coding tasks
to complete using ChatGPT. The participants were
asked to record their answers on Google Colab,
an online Python Notebook IDE. It is important
to note that the participants were required to be
familiar with Python as a programming language
and be enrolled in a Computer Science or related
undergraduate program to participate in the study.
Screen recordings as well as eye tracking, mouse
tracking, textual input, the language model’s re-
sponses, and supplementary demographics infor-
mation were recorded. Moreover, we collected
responses from participants through a post-study
semi-structured interview and questionnaire to gain
insights into participants’ thought processes before
and after the tasks completion. The objective be-
hind these tasks include investigating why, how,
and when participants misidentify hallucinations.

4 Analysis

The aim of our data analysis was to understand par-
ticipants’ interaction with ChatGPT using a number
of different features, mainly areas of interest (AOls)
(i.e. how much time eyes were focused in a specific
area of the screen), fixation count (i.e. number of
times eyes were focused on a specific point), fix-
ation duration, time to first fixation (TTFF), and
fixation revisitations. We defined five AOI types,
informed by work conducted to find the optimal



bias-free AOI distribution (Sqalli et al., 2021) as
well as on the requirements of the experiment.
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Figure 1: Pred-defined Areas of Interest (AOlIs) for the
ChatGPT experiment. AOI 1: ChatGPT interface (red).
AOI 2: ChatGPT response (green). AOI 3: Student
participant’s prompt (yellow). AOI 4: Programming
exercise task (light blue). AOI 5: Participant’s function
code implementation and test via Google Colab (dark
blue).

The five defined AOIs represent the five eye
movement hotspots that correspond to the experi-
ment research questions. These are shown in figure
1. Below is a description for each AOI: 1. The
ChatGPT interface (highlighted in red). 2. The an-
swer provided by ChatGPT (highlighted in green).
3. The questions that the students prompt ChatGPT
with (highlighted in yellow). All these aforemen-
tioned AOIs are from the ChatGPT interface. The
following two AOIs are from the Google Colab in-
terface where students read the programming prob-
lem, and provide their code as an answer. 4. The
programming exercise prompt (highlighted in light
blue) and the answer that the student provides, and
finally 5. the answer that the students run, test and
provide as their final answer to the programming
exercise. We use all of those AOI distributions in
our analysis to examine the behavior of students
when solving a programming exercise. We also
correlate some of the eye tracking findings with
the results of post-study semi-structured interviews
conducted after the end of the experiment.

5 Results

The aim is to understand how eye tracking be-
havior reflects students’ use of the ChatGPT in-
terface. Also, how this interaction affects their per-
ceived complexity and time required to understand
and solve programming problems. The results are

based on the analysis of a set of 120 eye tracking
cases. These cases were gathered through the par-
ticipation of 6 undergraduate students majoring in
Computer Science. Four students were in their se-
nior year, and two were in their junior year. The
eye tracking metrics were calculated based on the
duration of the experiment that spanned across a
mean of 17 minutes and 43 seconds for all the six
participants.

5.1 Eye Tracking Features

Table 1 presents the calculated mean for different
eye tracking features across the five AOIs defined
in section 4. The features are respectively: 1. The
duration in milliseconds during which the student
was looking at a specific AOI. 2. This duration
converted to a percentage during which the student
was looking at that specific AOI. 3. The dwell
count at that specific AOIL. Dwell time measures the
duration a person’s gaze remains fixed on a specific
point of interest. 4. Hit time, in milliseconds refers
to the amount of elapsed time before the participant
dwells or fixates at a specific AOL 5. A revisit
count when the student looks at a specific AOI,
leaves it and comes back to it through a fixation.
6. the Time To First Fixation (TTFF). It measure
the time it takes for the student’s eyes to fixate on
a specific point of interest after being presented
with a visual stimulus or display. 7. Saccades
count referring to the number of saccades made
by a student during the period when looking at
a specifid AOI. Saccades are rapid, involuntary
eye movements that shift the point of gaze from
one location to another. 8. The duration of those
saccades in milliseconds, and finally 9. The mouse
click count across that specific AOL

5.2 Statistical Significance of Results

To identify the significance of the eye tracking met-
rics found, we perform the Kruskal-Wallis statis-
tical test (Wallis). This test was selected because
it allows for comparison between the five defined
AOIs across the experiment. Since we were com-
paring between more than two unpaired datasets
(five defined AOISs) in a non-normal distribution of
data that had the same shape, which satisfied the
criteria for applying the Kruskal-Wallis test on the
four experimental tasks. We used an « of .001 as
the cutoff for significance.

The results from applying the test indicate that
the AOI Duration, The Hit Time, and the Time to
the First Fixation have a p-value less than the cutoff



Table 1: Eye Tracking Features Per Area of Interest.*Indicates that features were statistically significant according
to the Kurk-Wallis test (p < .001) at distinguishing eye-tracking behavior between AOIs.

Information / AQI ChatGPT Task1 Task2 Task3 Task4 TaskQ
AQI Duration* (ms) 193,926 71,100 12,396 82,206 92,012 12,749
Rel. AOI Duration (%) 20.4 7.5 13.0 8.6 9.7 1.3
Dwell Count 47 40 31 38 6
Hit Time* (ms) 13,791 32 5.5 10.4 14 1,442
Revisit Count 29 10 21 27 3
Fixation Count 317 222 249 117 211 32
TTFF* (ms) 13,799 0 0 18 0 1,484
Saccades Count 371 254 287 105 223 42
Saccades Duration (ms) 35 36 36 36 38 39
Mouse Click Count 8 22 1 10 0

for significance (p-value = .00034 < .001), which
achieves significant difference among the partici-
pants working on different exercises. Translating
this to eye-tracking behavior, at the granular level,
there is a significant difference in the proportion of
fixations that the programming students accorded
to different AOIs depending on the tasks at hand.
The results indicate that the students’ focus on dif-
ferent AOIs varied according to the programming
exercise.

6 Discussion

The statistical significance for the AOI duration, the
hit time and the TTFF indicate that eye-tracking
patterns may be recognized while programming
with ChatGPT (RQ1) as well as the specific param-
eters that may be utilized to interpret a subjects’
visual attending behavior (RQ2).

Regarding the significant difference in the time
spent across each AOI, it was observed that stu-
dents fixate more than double their time on the
ChatGPT AOI compared to the questions or the
IDE to test their solutions. This was also reflected
in both the dwell count, and the fixations count. Ad-
ditionally, the statistically significant results found
across the Hit Time and the TTFF features show
an important visual attention trend. The average
TTEFF across the first three exercises was very low
(zero in some cases), while in the ChatGPT AOI, it
was very high. This reflects that the students focus
and fixate on the exercises and the IDE more than
the answers that ChatGPT provided (A TTFF value
of 0 means that the student fixated in the area as
soon as their eyes hit the AOI). This observation
was not necessarily true in other AOIs, like the
ChatGPT AOI, as the student can look at the area

but fixate very late in the observation process. This
indicates that the fixation dynamics of the students
vary depending on the complexity of the problem
they are faced with, since ChatGPT can generate
rich responses.

In the interviews conducted after the experiment,
students raised the point that by the time they
reached the third exercise, they felt that ChatGPT
could solve the exercises. Thus, they sought the
solution through the interface, which was reflected
through the low values in gaze and fixation features
across the remaining two exercises (Tasks 3 and 4).
Additionally some students mentioned prior to the
start of the experiment for the need to use pen and
paper to think about the solutions, however, by the
end of the experiment, they felt that the availability
of ChatGPT reduced the need for a pen and paper.
The observation that the increased reliance and
comfort in using ChatGPT (within the duration of
the experiment alone) may potentially be explained
by the "threshold of indignation" (Winograd, 1996).
That is, ChatGPT requires a reduced-level of effort
from the user (relative to functional coding and test-
ing within an IDE), and correspondingly provides
high value responses, such that the threshold of
indignation to complete the task is reduced.

Overall, the results indicate that programming
students adapt their attention, through gaze and fix-
ations, to the mental workload demanded of them.
Finally, this work establishes a foundation to pur-
sue higher-resolution studies of users’ visual at-
tending behavior using a larger set of diverse tasks,
and to study how the nuances of LLM responses
affect users’ behaviors.
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