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Abstract

Content Warning: This paper contains exam-001
ples of misgendering and erasure that could be002
offensive and potentially triggering.003

Recently, Large Language Models (LLMs)004
have demonstrated a superior ability to serve005
as ranking models. However, concerns have006
arisen as LLMs will exhibit discriminatory007
ranking behaviors based on users’ sensitive008
attributes (e.g., gender). Worse still, in this009
paper, we identify a subtler form of discrimina-010
tion in LLMs, termed implicit ranking unfair-011
ness, where LLMs exhibit discriminatory rank-012
ing patterns based solely on non-sensitive user013
profiles, such as user names. Such implicit un-014
fairness is more widespread but less noticeable,015
threatening the ethical foundation. To compre-016
hensively explore such unfairness, our analysis017
will focus on three research aspects: (1) We018
propose an evaluation method to investigate the019
severity of implicit ranking unfairness. (2) We020
uncover the reasons for causing such unfairness.021
(3) To mitigate such unfairness effectively, we022
utilize a pair-wise regression method to con-023
duct fair-aware data augmentation for LLM024
fine-tuning. The experiment demonstrates that025
our method outperforms the existing methods026
regarding ranking fairness. Lastly, we empha-027
size the need for the community to identify028
and mitigate the implicit unfairness, aiming029
to avert the potential deterioration in the rein-030
forced human-LLMs ecosystem deterioration.031

1 Introduction032

Large language models (LLMs), represented by033

ChatGPT (Wu et al., 2023b) have empowered rank-034

ing tasks (Wu et al., 2023a), which plays an im-035

portant role in filtering overload information to036

users (Liu et al., 2009). However, ensuring that037

LLMs do not pose ethical risks becomes crucial.038

Recently, various evaluation methods have been039

introduced to assess the degree of discrimination040

in LLMs (Zhang et al., 2023b; Kasneci et al., 2023;041

Chang et al., 2023), showing that LLMs frequently 042

exhibit pronounced ranking discriminatory behav- 043

iors against explicit sensitive attributes, such as 044

gender (Zhang et al., 2023b; Tamkin et al., 2023). 045

Although a massive amount of work focuses on 046

addressing unfairness when explicitly using sensi- 047

tive attributes in ranking tasks (Dai et al., 2024), 048

our investigation reveals the persistence of implicit 049

ranking unfairness: LLMs even generate substan- 050

tial discriminatory ranking behaviors when using 051

non-sensitive yet personalized user profiles (e.g., 052

user names and email addresses). Implicit ranking 053

unfairness in LLMs highlights new and more ur- 054

gent risks towards LLMs-based application (e.g., 055

recommendation, search) because (1) such implicit 056

unfairness is often inconspicuous because it only 057

depends on non-sensitive user profiles; and (2) im- 058

plicit ranking unfairness is more widespread since 059

these non-sensitive user profiles can be easily ac- 060

quired and used by existing platforms, such as user 061

names or email addresses. To comprehensively an- 062

alyze the problem, in this paper, we will focus on 063

three research aspects regarding implicit ranking 064

unfairness in LLMs. 065

Firstly, we propose an evaluation method to in- 066

vestigate how serious the implicit ranking unfair- 067

ness is in existing LLMs. Specifically, following 068

the practice in (Zhang et al., 2023b), we design 069

a ranking task prompt template (Figure 1). Then 070

we give substantial empirical evidence to confirm 071

the existence of implicit ranking unfairness. Fi- 072

nally, we find that the degree of implicit ranking 073

unfairness is nearly 2-4 times more serious than 074

explicit unfairness, and the unfairness is caused by 075

collaborative information. Empirical evidence is in 076

Section 4). 077

Secondly, since this implicit unfairness is more 078

severe and more hidden, we aim to investigate 079

the reasons behind its occurrence. Specifically, 080

we identify that the LLMs can probe sensitive at- 081

tributes exclusively from these personalized and 082

1



Test Template

You are a news/ jobs recommender 

system now.

Input: Here is the browsing history of 

[demographic attributes] user: 

[Browsing History]. 

Based on this history,please rank the 

following candidate news/ jobs to 

[demographic attributes] user: 

[Candidate]

Explicit Attributes Implicit Attributes

Male
Female

Jack,  James, …

Alice,  Emily, …

Demographical Attributes
substitute

…

Recommendation data
substitute

Ranking result

Data ID demographic ranking

1

1

Male

Female
Unfair!

Explicit Attributes Implicit Attributes

White

Black

Jack,  James, …

Deshawn, Malik, …

Asian Nushi,  Wei, …

…

Browsing History Candidate

… …1

N

…

Figure 1: Overall workflow of our evaluation. The
ranking list outputs by LLMs should be the same when
replacing different sensitive attributes in prompts.

non-sensitive user profiles. Then we also show that083

the word embeddings of certain non-sensitive user084

profiles are more closely aligned with the sensitive085

attribute. Such phenomena contribute to the col-086

lection of unfair datasets during the pre-training087

phases (see evidence in Section 5).088

Finally, we aim to propose a method to miti-089

gate such implicit ranking unfairness. Previous re-090

search proposed to mitigate user unfairness either091

by employing privacy policies that hide sensitive092

attributes (Xiao et al., 2023; Brown et al., 2022;093

Kandpal et al., 2022), utilizing certain prompts to094

instruct LLMs to disregard sensitive attributes (Hua095

et al., 2023) or add counterfactual sample to en-096

hance fairness (Ghanbarzadeh et al., 2023). How-097

ever, they show limited effectiveness in mitigating098

implicit ranking unfairness (See Section 6).099

In this paper, we propose a fair-aware data ar-100

gumentation method to mitigate such unfairness.101

Specifically, we incorporate counterfactual samples102

that contain certain implicit attributes to help the103

model produce fair ranking results. Due to the mas-104

sive and noisy characteristic of the non-sensitive105

features, we employ a pair-wise regression method106

to choose hard and informational non-sensitive fea-107

tures to conduct data argumentation. The exper-108

iments demonstrate that our method outperforms109

the existing methods on two ranking datasets.110

Major Contributions: In summary, we have111

the following major findings: (1) We uncover112

that the LLMs-based ranking system demon-113

strates substantial implicit unfairness. (2) We an-114

alyze the reasons for causing such implicit un-115

fairness. (3) We propose a new fair-aware data116

argumentation method to mitigate the implicit117

ranking unfairness effectively. Our code is avail-118

able at https://anonymous.4open.science/r/119

Implicit_Rank_Unfairness-3C71.120

2 Preliminary 121

Previous work shows LLMs’ powerful ability to 122

serve as an information retriever (Dai et al., 2023; 123

Bao et al., 2023b). Figure 1 shows the overall 124

workflow of our settings. 125

In LLMs-based ranking applications, let U be 126

the user set. A user u ∈ U will have non-sensitive 127

features vu (e.g., user names) and sensitive fea- 128

tures su ∈ S (e.g., user gender). In our work, 129

we define the set S to represent sensitive attribute 130

types such as gender, race, or continent, and su 131

is selected from options [Male, Female], [White, 132

Black, Asian], or [Asian, Africa, Americas, Eu- 133

rope, Oceania]. When a user u engages ranking 134

systems, a personalized prompt pu will be used to 135

instruct LLMs to make ranking results. Given the 136

prompt pu and optional user features vu and su, 137

the LLMs-based ranking model will output a rank- 138

ing list LK(u) = {i1, i2, · · · , iK}, where K is the 139

fixed ranking size and ij is the j-th given item. 140

We consider the measurement as counterfactual 141

fairness in individual-level (Wu et al., 2019; Li 142

et al., 2023), i.e., the ranking list LK(u) outputs 143

by LLMs should be the same in the counterfac- 144

tual world as in the real world. For example, if 145

we modify a user’s sensitive attribute from “male” 146

(real world) to “female” (counterfactual world) 147

while keeping all other characteristics constant 148

(e.g., browsing histories), the ranking list should re- 149

main unchanged. Formally, given the same person- 150

alized prompt pu and features vu, su of the user, the 151

general ranking model f : LK(u) = f(pu, vu, su) 152

is counterfactually fair if for any s′, s ∈ S: 153

P (LK(u)|su = s) = P (LK(u)|su = s′), (1) 154

where P (LK(u)) is the distribution of LK(u). 155

Previous works (Zhang et al., 2023b) have found 156

that when we explicitly take the sensitive feature su 157

as input user features, recommender model f often 158

does not meet the criteria outlined in the Equa- 159

tion (1). Formally, we can define: 160

Explicit ranking unfairness: LK(u) = 161

f(pu, vu, su), which do not satisfy Equation (1). 162

However, we discover that even if we mask su 163

as an input in the LLMs-based ranking model f , 164

it still yields significantly discriminatory output 165

distributions when categorized based on different 166

sensitive attributes su. Formally, we can define: 167

Implicit ranking unfairness: LK(u) = 168

f(pu, vu), and LK(u) do not satisfy the Equa- 169

tion (1). Because non-sensitive attribute vu may 170
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Table 1: Statics of different user names, where |Ns|
denotes the number of user names belonging to the
demographic group s.

s
Gender Race

Male Female White Black Asian
|Ns| 1068 1040 1175 256 463

s
Continent

Asia Americas Africa Europe Oceania
|Ns| 463 374 136 1075 60

have a strong correlation with sensitive attribute su171

learned in the pre-training phase of LLMs.172

3 Evaluation Settings173

In this section, we will describe our evaluation174

settings including the datasets and some details.175

3.1 Non-sensitive Attribute Selection176

Specifically, we collect first names by choosing177

the most popular first names in 2014 from 229178

countries (regions) across different genders, races,179

nationalities groups 1. The detailed statistic infor-180

mation is in Table 1.181

3.2 Discrimination Measurement182

Following (Gallegos et al., 2023), we utilize the183

metric U-Metric to measure the discrimination de-184

gree under the previous evaluation settings:185

U(S) =
∑
s∈S

|Metric(s) − 1

|S|
∑
s∈S

Metric(s)|/|S|,186

where Metric(s) is the evaluation metric under187

s group, which can be either NDCG@K =188

1
N

∑N
j=1

∑K
k=1(2

rk−1)/(log2(j+1))

(2rankj−1)/(log2(rankj+1))
, or other ranking189

metric such as MRR (Dai et al., 2023), where rankj190

is the rank of the first correct answer in the ranking191

list LK(s, j) for user u within the top K recom-192

mendations, and rk is a relevance score of the item193

with the k-th rank, which is 1 if it is a positive194

sample otherwise 0.195

3.3 Other Settings196

In this section, we will describe our evaluation197

settings including the datasets and some details.198

Dataset. We utilize the two common-used rank-199

ing datasets: MIND (Wu et al., 2020) collected200

user news click behaviors on the Microsoft plat-201

form, which comprises 15,777,377 impression logs202

from a total of 1 million users; CareerBuilder is203

1https://forebears.io/forenames/most-popular

collected based on their previous online job ap- 204

plications, and work history. The data covers the 205

records of 321,235 users applying for 365,668 jobs 206

from April 1 to June 26, 2012. 207

Following the practice in (Dai et al., 2023; Zhang 208

et al., 2023c), we also apply the filter criteria where 209

both the impression list and history list are required 210

to have more than 5 items each and sample 300 211

data uniformly to evaluate the LLMs in every trial. 212

LLM Settings. In all the experiments, we uti- 213

lize the ChatGPT series (gpt-3.5-turbo-xxx) 2 and 214

Llama2 (Touvron et al., 2023). The numbers "xxx" 215

refer to the release or revision dates. In all LLMs, 216

we set the maximum generated token number to 217

2048, the nucleus sampling ratio is 1, the tempera- 218

ture is 0.2, the penalty for frequency is 0.0, and the 219

penalty for presence is 0.0. 220

4 Implicit Unfairness of LLMs 221

In this section, we aim to evaluate the implicit un- 222

fairness. Note that we average the different Chat- 223

GPT versions and Llama 2 (Touvron et al., 2023) 224

results to conduct the analysis. 225

4.1 Existence of Implicit Unfairness 226

Specifically, we design N topic sentences, where 227

several keywords of certain topics are formed 228

into a topic sentence. Suppose T1, T2, · · · , TN 229

denotes the constructed topic sentence, where 230

N denotes the topic number. The topic dis- 231

tribution P (LK(s)) of group s is defined as 232

[S1, S2, · · · , SN ] = Softmax([Z1, Z2, · · · , ZN ]), 233

where Zj =
∑

n∈Ns

∑
i∈LK(n) e(Tj)

⊤e(i). 234

Gender Discrimination. From the sub-figures 235

in Figures 2(a) and 2(c), we can observe that LLMs 236

tend to provide noticeably different responses for 237

different genders. For example, in news recom- 238

mendations, ChatGPT will deliver more political 239

news to male users while giving more life, health, 240

art, and sports related news to female users. In the 241

context of job recommendations, ChatGPT tends 242

to suggest a higher number of service-related po- 243

sitions to male users and an increased number of 244

medical-related jobs to female users. 245

Race Discrimination. From the sub-figures in 246

Figure 2(b) and 2(d), we find that LLMs also give 247

different category ratios for different races. For ex- 248

ample, LLMs will deliver more political but less art 249

news to black users. As for job recommendations, 250

LLMs tend to recommend more service-related but 251

2https://platform.openai.com/
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(a) Job Gender (b) Job Race (c) News Gender (d) News Race

Figure 2: The discriminatory behaviors against certain topics of LLMs under job and news domain for user names
belonging to different Gender and Race groups.

(a) news (b) jobs

Figure 3: The discriminatory ranking behaviors against certain topics of LLMs under job and news domain for user
names belonging to different Continent groups. A deeper red color indicates that LLMs are more likely to assign
this type of news or jobs to users in the continent, while a deeper blue color suggests that LLMs are less likely to
assign this type of news or jobs to users in the continent.

Figure 4: The discriminatory ranking behaviors against
certain topics of LLMs under the news domain for user
emails. A deeper red/blue color indicates that LLMs are
more/less likely to assign this type of news.

(a) Education News (b) Art News

Figure 5: Similarity curves of different gender groups
w.r.t. interaction rounds. Higher similarity denotes the
LLMs will deliver more items related to topics to users.

less educational jobs to black users. Meanwhile,252

LLMs are likely to give more business and educa-253

tional jobs to white and Asian users, respectively.254

Continent Discrimination. From Figure 3 we255

can observe that LLMs reveal stereotype bias at the256

geographical level. Similarly, LLMs will deliver257

more political news to African users while more258

education, health, art, and sports-related news to259

users in America. In the realm of job recommen-260

dations, there is a tendency for LLMs to suggest261

a greater number of service-oriented positions to262

African users, whereas it leans toward proposing263

more educational jobs to Asian users.264

Influences for Other Attributes. We also ex- 265

amine whether LLMs can exhibit implicit ranking 266

unfairness when email addresses are used as non- 267

sensitive features. Specifically, we choose the con- 268

tinental top 10 university email domain address 3. 269

From Figure 4, we can observe a similar discrim- 270

inatory ranking pattern compared to the implicit 271

ranking fairness when utilizing user names (see 272

Figure 3). For example, LLMs will deliver more 273

political and healthy news to users whose email do- 274

main addresses are African universities and more 275

life and sports news to users whose email domain 276

addresses are America’s universities. The experi- 277

ments also verified different non-sensitive features 278

can all cause serious implicit user unfairness. 279

Implicit Unfairness During Conversation. 280

Next, to investigate the implicit unfairness degree 281

during the conversation process, following the prac- 282

tice in (Zhang et al., 2023a), we will give a sim- 283

ulation interactive process between the user and 284

ranking models every round. For each round, the 285

LLMs will give a ranking list LK with size K ac- 286

cording to a user’s browsing history. Next, the user 287

will select an item whose is in the first position 288

of LK , to serve as their browsing history for the 289

next interaction round, since previous research has 290

indicated that users tend to view items in higher 291

positions (Craswell et al., 2008). 292

From Figure 5 (a) and (b), we can observe that in 293

the long term, LLMs exhibit a higher tendency to 294

3https://www.usnews.com/education/
best-global-universities/
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recommend unipolar news. For example, it tends to295

recommend more art and education news to male296

users than female users gradually, causing informa-297

tion bubbles for male and female groups.298

The experiment confirmed that implicit ranking299

unfairness in LLMs-based ranking models may300

lead to more reinforced unipolar ranking results,301

which pose a threat to diversity and potentially trap302

different user groups within information bubbles.303

4.2 Implicit Ranking Unfairness Degree304

In this section, our objective is to investigate how is305

implicit ranking unfairness compared with explicit306

unfairness and unfairness caused by the collabora-307

tive filtering information.308

Comparsion with Explicit Unfairness. In Fig-309

ure 7, we compare the discrimination degrees (U-310

NDCG@3 and U-NDCG@5) under three demo-311

graphic types with the explicit and implicit ranking312

unfairness utilizing different versions of ChatGPT313

and Llama2.314

From Figure 7, we discern that in the evaluation315

at the Continent level, both the explicit and implicit316

ranking unfairness exhibit similar averaged discrim-317

ination measurements. However, when comparing318

the Gender and Race levels, we find that explicit319

unfairness is often lower than the implicit fairness320

degree by about 2-4 times. These experiments also321

confirm that when utilizing common demographic322

terms such as “Male” and “White”, LLMs are more323

likely to cause implicit fairness.324

Influence of Collaborative Filtering. Previ-325

ous research indicates that collaborative filtering326

information utilized in ranking during pre-training327

may also contribute to unfairness (Yao and Huang,328

2017). Therefore, we aim to conduct a simulation329

to investigate the unfairness degree raised by col-330

laborative filtering (CF) information. We choose331

DCN (Wang et al., 2017) and GRU4Rec (Tan et al.,332

2016) as two commonly used ranking models for333

learning CF information.334

Specifically, owing to the privacy policy, the335

dataset does not include any sensitive attributes336

of users. Therefore, for every user, we utilized the337

point-wise probing described in Section 5 to pre-338

dict the sensitive attributes of a user. Specifically,339

for at time t, we utilized the historical clicked item340

sequence [it−H , it−H+1, · · · , it−1] to simulate, i.e.341

ŝu = argmaxs∈S
∑H

h=1

(
ẑ

point
s (it−h)/z̃

)
, where342

H is the pre-defined maximum history length.343

Given the simulated sensitive attribute as the user344

Table 2: Testing accuracy for probing using ChatGPT
and Llama2 on news and job recommendation tasks.

demographic gender race continent

news
ChatGPT 0.667 0.659 0.510
Llama2 0.833 0.777 0.466

jobs
ChatGPT 0.552 0.645 0.505
Llama2 0.916 0.666 0.533

random 0.500 0.333 0.200

context, trained a ranking model based on this con- 345

text. In the inference phase, we mixed the data 346

both in real-world and counterfactual world (Wu 347

et al., 2019; Kusner et al., 2017), i.e. keeping other 348

features constant, we replaced the user-sensitive at- 349

tributes to assess the performance variation among 350

different groups, considering this difference as a 351

measure of unfairness degree. 352

From the reported results in Table 3, we can 353

see the degree of implicit ranking unfairness in 354

LLMs significantly outperforms all of the unfair- 355

ness learned with CF information. The experiment 356

verifies that implicit ranking unfairness does not 357

rely on much on collaborative information but con- 358

tributes to the correlation between non-sensitive 359

attributes and sensitive attributes. 360

5 Implicit Ranking Unfairness Traceback 361

In this section, our objective is to investigate why 362

the implicit ranking unfairness exist. 363

5.1 Inferring Sensitive Attribute Ability 364

Firstly, we utilize the probing technique (Vulić 365

et al., 2020; Gurnee and Tegmark, 2023) under 366

two most-performing LLMs ChatGPT (Roumelio- 367

tis and Tselikas, 2023) and Llama-2 7B (Touvron 368

et al., 2023) to investigate whether LLMs can infer- 369

ence the sensitive attribute from the non-sensitive 370

attribute in terms of their wide world knowledge. 371

To validate the effectiveness of pair-wise regres- 372

sion, we also compare the commonly used point- 373

wise probing (Gurnee and Tegmark, 2023) to pre- 374

dict the appropriate demographic attribute utilizing 375

non-sensitive attributes: 376

lpoint = Ej

[∑
s∈S

∑
n∈Ns

∑
i∈LK(n,j)

CE
(
z, ẑpoint(i)

) ]
,

(2) 377

where ẑpoint(i) = MLP
(
e(i); θpoint

)
and CE(·) de- 378

notes the cross entropy loss. 379

From Table 2, we can observe that probing abil- 380

ity on ChatGPT and Llama2 are reliable, as they 381
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(a) Gender (b) Race

Figure 6: Word embeddings similarities between user
names and sensitive attribute words.

consistently outperform random probing with a sub-382

stantial margin. The experiment also verifies that383

different LLMs both have the ability to inference384

sensitive attributes from the non-sensitive attribute385

in terms of their wide world knowledge.386

5.2 Word Embedding Similarities.387

Secondly, we aim to investigate whether LLMs388

learn a close embedding between popular names389

and their sensitive attributes to determine if LLMs390

capture their relationships at a more fine-grained391

level. Since we cannot get embeddings from black-392

box LLMs ChatGPT, we only utilize the white-box393

LLM Llama 2 to conduct the experiments. We394

extract the word embeddings from the embedding395

table and average the sub-word embeddings.396

We compute the distance of two embed-397

dings based on cosine similarities cos(·). For-398

mally, the similarities between the sensitive at-399

tribute s and all non-sensitive attributes [Ns]s∈S400

are: Softmax([cos(es,
∑

n∈Ns′
en/|Ns′ |)]s′∈S),401

where es, en denote the word embeddings of sensi-402

tive attribute s and non-sensitive attribute n.403

From Figure 6, it is evident that at the word level,404

non-sensitive attributes such as user names exhibit405

a significant correlation with sensitive attributes.406

This suggests that during the pre-training phase,407

LLMs can effectively learn and exploit these corre-408

lations, resulting in unfair ranking outcomes.409

6 Implicit Ranking Unfairness Mitigation410

In this section, we propose a fair data argumenta-411

tion method to mitigate implicit ranking unfairness.412

We employ the 2SLS procedure (Kmenta, 2010) to413

remove the noise in non-sensitive attributes. After414

that, we can conduct data augmentation effectively415

by utilizing the top-N different feature sets that ex-416

hibit the most serious unfair behaviors in ranking.417

Table 3: Unfairness degree compared ranking models
learned collaborative information from and the implicit
ranking unfairness of different versions of ChatGPT.
The metric is U-NDCG@5. “Improv.” denotes the
percentage of ChatGPT’s implicit user unfairness ex-
ceeding the highest degree of unfairness brought from
collaborative information.

Models DCN GRU4Rec ChatGPT Improv.
News

Gender 0.104 0.016 0.203 95.1%
Race 0.158 0.231 0.319 38.1%

Continent 0.324 0.158 0.711 119.4%
Jobs

Gender 0.08 0.137 0.220 60.6%
Race 0.043 0.110 0.479 335%

Continent 0.139 0.115 0.798 474.1%

6.1 Stage-1. 418

In the first stage, we utilize pair-wise regression to 419

train a RankNet (Burges et al., 2005), which aims 420

to select user names that can be easily inferred from 421

their demographic information. 422

In the ranking tasks, we take into account the 423

order of the generated text within the ranking list. 424

Ranking task implies a higher position in the rank- 425

ing list LK signifies greater importance for the 426

associated item (Craswell et al., 2008). Therefore, 427

we aim to investigate how LLM can infer demo- 428

graphic attributes through the patterns of ranking 429

orders. Similarly, we also formulate this problem 430

as a multi-classification task, where the class num- 431

ber corresponds to the demographic size |S|. 432

Then, every item pair (inj , i
n
m) is constructed 433

from the ranking list LK(n, l), which takes n as a 434

proxy for the demographic attribute in the prompts 435

(Figure 1), where inj , i
n
m ∈ LK(n, l) is the item 436

in the j-th and m-th position of the ranking list, 437

respectively with m > j. The pair reveals the 438

ranking patterns in the ranking list. 439

Given the training data, we train the pair-wise re- 440

gression network using the RankNet (Burges et al., 441

2005) with the loss function as 442

lpair = El

[∑
s∈S

∑
n∈Ns

∑K−1
j=1

∑K
m=j+1 CE

(
z, ẑpair(inj , i

n
m)

)]
,

(3) 443

where the loss is a expectation among different 444

sample i and z ∈ R|S| is the one-hot encoding 445

representation of true demographic label s, and 446

ẑpair(ij , im) ∈ R|S| is computed through RankNet: 447

ẑpair(ij , im) = MLP
(
e(ij)∥e(im); θpair) , 448
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News Top-K=3 News Top-K=5 Jobs Top-K=3 Jobs Top-K=5

Figure 7: Comparing the averaged discrimination degrees (U-NDCG@3 and U-NDCG@5) of different versions of
ChatGPT and Llama 2 under three demographic types (Gender, Race, and Continent) for news and job domain.

(a) Gender (b) Race

Figure 8: The first-order distance between embeddings
of implicit attributes (such as user names) and embed-
dings of explicit attributes is measured during the tuning
epochs of our method on News datasets.

where ∥ is the concat function for two vectors and449

θpair is the parameter of MLP network and e(i) can450

be obtained by averaging the hidden embeddings451

of Llama2 to encode the textual item i as a vector.452

6.2 Stage-2453

In the second stage, after deciding the parameters454

of RankNet, we will decide the N ′
s for all sensitive455

group s to conduct data argumentation. Specifi-456

cally, we will replace each non-sensitive attribute457

n ∈ N ′
s to the “[demographic]” placeholder in458

Figure 1. In this way, one ranking sample can be459

augmented into
∑

s∈S |N ′
s| samples and feed these460

samples into instruction tuning phases of LLMs-461

based ranking tasks (Bao et al., 2023a). Specifi-462

cally, we will choose the N non-sensitive attributes463

n of each sensitive group s. N ′
s is defined as:464

N ′
s = argmax

L∈Ns,|L|=N

∑
n∈L

Ej<m[CE
(
z, ẑpair(inj , i

n
m)

)
].

(4)465

7 Experiments466

In this section, we will conduct experiments to467

show the effectiveness of our methods.468

7.1 Settings469

The dataset and evaluation details are the same as470

Section 3.3. Due to the constraint of ChatGPT-471

series API, we only utilize Lora (Hu et al., 2021) 472

techniques to conduct instruction tuning for rank- 473

ing tasks (Bao et al., 2023a) on Llama2 by employ- 474

ing different fairness strategies. The experiments 475

were conducted under four NVIDIA A5000. 476

For the baseline, we compare four common-used 477

types of methods to mitigate unfairness in LLMs: 478

(1) Self-Align: following the practice in Sun et al. 479

(2023), we utilize ChatGPT-3.5 (stronger LLM) 480

to generate more reliable and fair responses to 481

user’s queries and fine-tune the original Llama2 482

with the high-quality self-aligned responses. (2) 483

Re-Weight: following (Jiang et al., 2024), during 484

the tuning phase, we set the weight to be inversely 485

proportional to the popularity of the item. (3) Data- 486

Argument (Ghanbarzadeh et al., 2023): we replace 487

the “[Demographic]” placeholder with explicit sen- 488

sitive attribute as illustrated in Section 3.3. (4) 489

Prompt-Tuning (Chisca et al., 2024): we utilize 490

the prompt-tuning techniques to learn a fairness 491

prompt to decrease the unfairness behaviors. 492

7.2 Experimental Results 493

In our experimental results, we mainly compare the 494

unfairness of the most common sensitive attributes: 495

gender and race. For the continent, we also observe 496

a similar tendency. 497

In Table 4, it becomes evident that our method 498

significantly outperforms the baselines across all 499

datasets and sensitive attributes, encompassing dif- 500

ferent top-K ranking sizes. The experiments con- 501

clusively demonstrate that our method can mitigate 502

the implicit ranking unfairness effectively. 503

7.3 Experimental Analysis 504

In this section, we will analyze why our method 505

can mitigate implicit ranking unfairness. In Fig- 506

ure 8, we use TSNE(Van der Maaten and Hinton, 507

2008) to reduce the dimensionality of the vectors 508

7



Table 4: Unfairness degree (U-NDCG) compared between different models. “Improv.” denotes the percentage of
implicit ranking unfairness exceeding the highest degree of implicit unfairness of baselines. Bold numbers mean the
improvements over the best baseline are statistically significant (t-tests and p-value < 0.05).

model/domain

News Jobs

gender race gender race

top-3 top-5 top-3 top-5 top-3 top-5 top-3 top-5
Self-Align 0.0671 0.0379 0.0848 0.0471 0.0814 0.0464 0.1069 0.0627
Re-Weight 0.0751 0.0412 0.0807 0.0475 0.0536 0.0297 0.0501 0.0267
Data-Argument 0.0886 0.0498 0.0620 0.0363 0.0471 0.0264 0.0434 0.0235
Prompt-Tuning 0.0504 0.0276 0.0534 0.0297 0.0580 0.0344 0.0805 0.0459
Ours 0.0424∗ 0.0219∗ 0.0526∗ 0.0287∗ 0.0406∗ 0.0226∗ 0.0356∗ 0.0190∗
Improv. 52.14% 56.02% 37.97% 39.57% 50.12% 51.29% 66.69% 69.69%

and calculate the distances between them to assess509

whether the large model reduces the distance be-510

tween different groups of sensitive attributes in the511

ranking task.512

From Figure 8, we can observe that using im-513

plicit attributes for data augmentation not only re-514

duces the embedding distances between different515

implicit attributes but also brings embeddings of ex-516

plicit attributes (such as “Male, Female”) closer to-517

gether. In this way, the LLM-based ranking model518

will find it difficult to infer demographic attributes519

from user names, thereby effectively achieving520

ranking fairness.521

8 Related Work522

Recently, researchers have discovered that LLMs523

can exhibit discriminatory behaviors (Gallegos524

et al., 2023). In previous discrimination evalu-525

ation settings, researchers often measure stereo-526

type sentence pairs that only differ in the sensi-527

tive attribute. For example, they often adapt terms528

“Male” and “Female” (Nangia et al., 2020; Delo-529

belle et al., 2022; Gallegos et al., 2023) and for530

Race, they often substitute terms “Black”, “White”531

and “Asian” (Zhang et al., 2023b; Tamkin et al.,532

2023). Among the allocational harms, previous533

studies found that LLMs often exhibit discrimina-534

tion against certain groups. For example, Salinas535

et al. (2023); de Vassimon Manela et al. (2021);536

McGee (2023); Thakur et al. (2023); Bolukbasi537

et al. (2016) discovered that LLMs will generate538

discriminatory content for disadvantaged gender.539

(Zhang et al., 2023b) show recommendation out-540

comes may discriminate against certain groups, see541

also (Rozado, 2023; Hutchinson et al., 2020). In542

our research, we mainly utilize the counterfactual543

fairness concept to measure the implicit unfairness544

of LLMs-based recommendation. 545

There are some works that try to mitigate 546

unfairness problems in LLMs. For example, 547

RLHF (Ouyang et al., 2022) and RLAIF (Bai 548

et al., 2022) try to utilize reinforcement learning to 549

align LLMs with human values. Generally, to ad- 550

dress the imbalance in the original dataset against 551

certain groups, some work (Ghanbarzadeh et al., 552

2023; Zhang et al., 2023b; Lu et al., 2020) create 553

matched pairs (e.g., male or female) to ensure a 554

more equitable dataset and other methods (Dixon 555

et al., 2018; Sun et al., 2022) add non-toxic ex- 556

amples for groups. Other approaches (Orgad and 557

Belinkov, 2022; Deldjoo and di Noia, 2024) sug- 558

gest the use of down-weighting samples contain- 559

ing social group or discriminated information as 560

a re-sampling strategy. While some method pro- 561

poses to utilize the prompt-tuning method to learn 562

a fair-aware prompt (Hua et al., 2023; Chisca et al., 563

2024). Moreover, other studies (Raffel et al., 2020; 564

Ngo et al., 2021) propose to filter out and remove 565

discriminated or taxonomic content from datasets. 566

9 Conclusion 567

In conclusion, our findings show that LLMs-based 568

ranking models exhibit serious implicit unfairness. 569

This implies that, even when sensitive attributes are 570

not explicitly provided, LLMs can still exhibit dis- 571

criminatory ranking behaviors. Regarding the root 572

causes, we find that LLMs’ capability to deduce 573

sensitive attributes from non-sensitive attributes 574

contributes to the collection of unfair datasets dur- 575

ing pre-training. Finally, we propose a new method 576

to mitigate such unfairness effectively by utilizing 577

fair-aware data augmentation. Our research empha- 578

sizes the necessity of identifying and moderating 579

implicit ranking unfairness in existing LLMs. 580
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Limitations581

Finally, in our paper, we mainly utilize ChatGPT,582

and Llama2 as our evaluation LLMs and only test583

the discrimination behaviors against demographic584

information in recommendation tasks. Meanwhile,585

we currently only select user names and user emails586

as the implicit attribute. However, different LLMs587

and different discrimination behaviors may exhibit588

different forms of implicit unfairness. This paper589

serves as a valuable illustration to the community,590

emphasizing the importance of careful considera-591

tion when assessing the discrimination behaviors592

in LLMs.593

Ethics Statement594

This study is a retrospective analysis conducted on595

publicly available datasets with research-oriented596

licenses, involving neither human participants nor597

the requirement for informed consent. All results598

generated by LLMs are utilized for offline analysis599

by the authors and remain invisible to real-world600

users, ensuring no actual social impact. User pro-601

files used in the experiments, including names, gen-602

ders, races, and nationalities, are simulated, and all603

user identities have been completely anonymized.604

The primary objective of this study is to enhance605

the fairness of LLMs, aligning with the principles606

of responsible and ethical usage.607
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