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Abstract

Thompson Sampling (TS) is widely used to address the exploration/exploitation
tradeoff in contextual bandits, yet recent theory shows that it does not explore
aggressively enough in high-dimensional problems. Feel-Good Thompson Sam-
pling (FG-TS) addresses this by adding an optimism bonus that biases toward
high-reward models, and it achieves the asymptotically minimax-optimal regret
in the linear setting when posteriors are exact. However, its performance with
approximate posteriors, common in large-scale or neural problems, has not been
benchmarked. We provide the first systematic study of FG-TS and its smoothed
variant (SFG-TS) across fourteen real-world and synthetic benchmarks. To eval-
uate their robustness, we compare performance across settings with exact poste-
riors (linear and logistic bandits) to approximate regimes produced by fast but
coarse stochastic-gradient samplers. Ablations over preconditioning, bonus scale,
and prior strength reveal a trade-off: larger bonuses help when posterior sam-
ples are accurate, but hurt when sampling noise dominates. FG-TS generally
outperforms vanilla TS in linear and logistic bandits, but tends to be weaker
in neural bandits. Nevertheless, because FG-TS and its variants are competi-
tive and easy-to-use, we recommend them as baselines in modern contextual-
bandit benchmarks. Finally, we provide source code for all our experiments in
https://github.com/SarahLiaw/ctx-bandits-mcmc-showdown.

1 Introduction

The stochastic multi-armed bandit model (Berry and Fristedt, 1985; Bubeck and Cesa-Bianchi, 2012;
Lattimore and Szepesvari, 2020) is one of the most prevalent frameworks for sequential decision
making under uncertainty. Among its variants, the contextual bandit (Langford and Zhang, 2007) has
enabled vast breakthroughs in numerous real-world applications such as recommendation (Yue et al.,
2012), predictive control (Lin et al., 2023a), healthcare (Durand et al., 2018), and prompt optimization
(Dwaracherla et al., 2024). In each round, the contextual bandit observes a d-dimensional feature
vector (the “context”) for each of its arms, pulls one of them, and receives a reward. The bandit’s goal
is to choose actions to maximize the total reward over a finite horizon 7". This limited bandit feedback
highlights the exploration/exploitation dilemma: should one choose the myopically better arm to
maximize an immediate reward, or an under-sampled arm to potentially improve future rewards?

Hence, designing efficient deep exploration algorithms has been a key aspect of contextual bandit
research (Bubeck et al., 2009; Chu et al., 2011; Russo and Roy, 2016; Xu et al., 2022a). One popular
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approach is Thompson Sampling (TS), which computes the posterior distribution of each arm being
optimal for the context, and samples an arm from this distribution (Thompson, 1933). TS has found
practical success due to its ease of implementation (Chapelle and Li, 2011; Jose and Moothedath,
2024) and impressive empirical performance. However, in high-dimensional scenarios, it is believed
that TS produces suboptimal outcomes (Abbasi-Yadkori et al., 2011; Abeille and Lazaric, 2017;
Agrawal and Goyal, 2013; Hamidi and Bayati, 2020) due to insufficient exploration.

To correct this, Zhang (2022) introduced Feel-Good Thompson Sampling (FG-TS) which proposes
a modified likelihood function in TS by adding a feel-good bonus term that enforces more aggressive
exploration. In the fundamental setting of linear contextual bandits, where the information-theoretic
regret lower bound is Q(dv/T)) (Russo and Roy, 2016), it had been shown that TS achieves O(d+/dT)
frequentist regret bounds (Agrawal and Goyal, 2013), and Hamidi and Bayati (2020) provided
matching lower bounds. Conversely, FG-TS obtains the optimal regret of O(d\/T) (Zhang, 2022).
Recently, Huix et al. (2023) adjusted the algorithm by smoothening the bonus term, resulting in
the smoothed Feel-Good Thompson Sampling (SFG-TS) algorithm. This, in turn, smoothens the
posteriors, making FG-TS amenable to Markov Chain Monte-Carlo (MCMC) methods which have
been extensively studied for their use in efficient sampling (Diaconis, 2009; Gelman et al., 2013).

MCMC enables tractable Thompson Sampling because the sequence of posterior distributions can
otherwise be computationally expensive to sample from in practice, as it requires inverting a d x d
matrix, which takes O(d?) time using Cholesky decomposition. Moreover, while one rarely has
access to the full posterior, it is generally easier to efficiently approximate the posterior by sampling
from it. This connection between contextual bandits and MCMC has been widely explored (May
et al., 2012; Munos, 2014; Riquelme et al., 2018), and there is a line of recent work in the literature
which uses MCMC methods at each round to obtain approximate samples from the target posterior
distribution in Thompson sampling (Mazumdar et al., 2020; Xu et al., 2022a,b; Yi et al., 2024).

While the effect of approximating the posterior distribution in Thompson Sampling is well-studied
in the literature (Riquelme et al., 2018), we study the problem of what happens when the posterior ap-
proximations are inaccurate in Feel-Good Thompson Sampling from an empirical standpoint. While
adding an optimism bonus in FG-TS theoretically improves the theoretical regret for linear contextual
bandits, understanding the impact of the degree of optimism and the quality of the approximated
posterior is critical: in certain instances, a mismatch in posteriors may not hurt in terms of decision
making, and we will still end up with good decisions. Unfortunately, in other cases, the mismatch
in posteriors together with its induced feedback loop, coupled with the mismatch in the degree of
optimism, could degenerate in a significant loss of performance. We would like to understand the key
aspects that influence either outcome. This is an important practical concern, since Zhang (2022)’s
theoretical analysis of FG-TS assumes exact posteriors to favor simplicity of the analysis, but what
is its impact? Therefore, the main question we address in this paper is how approximate model
posteriors affect the performance of FG-TS (and its smoothed variants) in contextual bandits.

In this paper, we develop a benchmark for exploration methods, and provide extensions to deep neural
networks. We examine a wide class of exploration algorithms that have been studied for the past
two decades (Anand et al., 2025b; Bubeck et al., 2009; Kveton et al., 2020; Lin et al., 2023b, 2024,
Mnih et al., 2015; Riquelme et al., 2018; Xu et al., 2022a): we compare a variety of well-established
and recent posterior sampling algorithms for approximating the posterior distribution, under the
lens of FG-TS and its smoothed variants for contextual bandits. This includes a novel optimal-regret
Hamiltonian Monte-Carlo algorithm for SFG-TS, building on the works of Huix et al. (2023); Zhang
(2022). We also provide a theoretical analyses of the runtime complexities, convergence guarantees,
and regret bounds in Appendix D. Finally, all code and implementations to reproduce the experiments
will be available open-source to provide a reproducible benchmark for future development.'

Contributions. Our key contributions are outlined below.

1. Linear and logistic contextual bandits. We compare the performance of FG-TS (and its smoothed
variants) with TS in synthetic (and wheel) datasets through a variety of MCMC algorithms, such
as Langevin Monte Carlo (LMC), Metropolis-Adjusted Langevin Algorithms (MALA), and
Hamiltonian Monte Carlo (HMC). We explore the impact of preconditioning, damping, stochastic
variance-reduced gradient methods, and modifying the levels of feel-good bonus’ and inverse
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temperature parameters in the MCMC algorithms. Finally, we compare the performance of these
methods with well-studied algorithms, such as e-Greedy, Lin-UCB, Neural-Linear, and Lin-TS.

2. Neural contextual bandits. We study the performance of FG-TS and SFG-TS with TS in
real-world datasets, through the Langevin Monte Carlo (LMC) MCMC algorithm. In the neural
setting, the additional computations done by more sophisticated MCMC algorithms render the
computations too expensive to be practical. Nevertheless, we compare the performance of these
methods with well-studied algorithms, such as Neural-e-Greedy and Neural UCB.

Our experiments show that FG-TS performs best (through the LMC algorithm) in the linear contextual
bandit setting, and that SFG-TS performs best (through the MALA algorithm) in the logistic setting.
However, FG-TS (and its smoothed variants) tends to be weaker in the neural contextual bandit
setting. Perhaps surprisingly, we observe several instances where its performance degenerates rapidly,
where TS remains far more competitive. A priori, one might expect FG-TS to be more amenable to
real-world datasets because it favors more aggressive exploration (e.g., by escaping local optima or
handling sparse or heterogeneous contexts); however, our experiments indicate that this is not the case.

In Section 2, we discuss TS and its Feel-Good variants, and present the contextual bandit problem. We
introduce the various algorithmic approaches we consider for approximating the posterior distributions
in Section 3. Finally, we describe our experimental setup and discuss our results in Sections 4 and 6.

2 Decision Making via Feel-Good Thompson Sampling

Many sequential decision-making problems can be framed through the contextual bandits framework.
In each round ¢ € [T, an agent observes an action set (or a context) X; C R? and (based on its
internal context-adaptive algorithm) chooses an arm or action represented by a feature vector x; € X;.
A feedback reward r; := r¢(x) is then generated and returned to the algorithm. In contextual bandit
problems, the mean reward of an action = € R is given by a reward generating function fy(x) and
the observed reward is 7(z) = fp- (x) + &, where 6* € R™ is an unknown weight parameter shared
across all the arms and {€}+~¢ is a random noise sequence. For instance, in linear contextual bandits
(Agrawal and Goyal, 2013; Sivakumar et al., 2020), §* € R? and for(z) = 1 0*; in generalized
linear bandit (Filippi et al., 2010; Kveton et al., 2020), we have fp-(x) = u(z " 6*) for some link
function p(+); and for neural contextual bandits (Terekhov, 2025; Xu et al., 2018; Zhang et al., 2021),
for (x) is a neural network, where 6* is the concatenation of all weight parameters and z is the input.

At time T, the total reward gained by the algorithm is r = Zle r¢. Then, the objective of any
bandit algorithm is to maximize r, which is equivalent to minimizing the cumulative pseudo regret
(Lattimore and Szepesvdri, 2020; Lin et al., 2022) R(T') = ]E[Zf:l r(zy) — r(xz¢)]. Here, } is the
arm chosen by the optimal hindsight policy which selects actions by maximizing the expected reward.

Thompson Sampling. TS (Thompson, 1933) as presented in Algorithm 1, is a bandit algorithm that
is popular for its elegance and practical efficiency (Agrawal and Goyal, 2013; Chapelle and Li, 2011).
TS requires that one only needs to sample from the posterior distribution of the reward function. At
each round, it draws a sample and takes a greedy action under the optimal policy for the sample. The
posterior distribution is then updated after the result of the action is observed. Algorithm 1 considers
the standard setting where the likelihood is given by L™ (0, 2, 1) = n(fg(x) — r)? for some 1 > 0.

Algorithm 1 Thompson Sampling for Contextual Bandits

Input: Likelihood function L™ (6, z, r), reward model function fp(z), 6 ~ po(-)
fortimet=1,2,...,T do

Observe context X; C RY,

Let £,(0) = S2'2) L™S(0, 24, 75) and sample 6; ~ exp(—L;(8))po(6),

Play arm z; = arg max,c x, fo, (z) and observe reward r;.

Feel-Good Thompson Sampling. FG-TS (Zhang, 2022) extends Algorithm 1 by defining a feel-good
likelihood. Given a constant b and tuning parameter A > 0, the feel-good likelihood is given by:

t—1
Et(o) = Z LFG(gvxwrs)v LFG(07JU7,,,) = n(f@(x) - T)Q - )\mln(b7 f@(x))? (1)
s=1



Smoothed Feel-Good Thompson Sampling. SFG-TS (Huix et al., 2023) proposes the smoothening:
t—1
Lo(0) = Y L0, 24,ms), L0, 2,7) = n(folx) —r)* = Ab— 20— ), @)
s=1
where f} = maxgecx fo(x) and ®5(u) = log(1 + exp(su))/s, for u € R and parameters A, 7, b, s €
RT. In linear contextual bandits, Zhang (2022) showed that FG-TS obtains the minimax-optimal
regret of O(d+/T)), and Huix et al. (2023) shows that this regret guarantee is maintained for SFG-TS.

3 Algorithms

This section describes the different algorithmic design principles we considered in our simulations
in Section 4. These algorithms include (Neural-)e-Greedy, Linear UCB, LinTS, Neural UCB, and
our main focus: Markov Chain Monte Carlo methods, with its many variants.

Linear Methods. Linear methods follow the exact closed-form updates for Bayesian linear
regression in linear contextual bandits (Chapelle and Li, 2011; Gelman et al., 2013). Let A > 0 be
a tunable parameter. We introduce the design matrix Vt, the cumulative response vector b;, and the
ridge regression parameter t9t given by Vy = A\I + Zb 1 Ts x ,by = Zb 11 e, and Gt Vt_lbt

(respectively). At round ¢, LinUCB computes a confidence bound p;(x) = xT 0, + a(z TV )2,
for some exploration parameter a > 0, and pleS xy = argmax,p¢(x). On the other hand, L1nTS
samples 0; ~ N (0, vV ) where v; > 0 is a scaling parameter, and picks z; = argmax,x To,.
Finally, Riquelme et al. (2018) studies a Neural-Linear variation of these linear methods that applies
Bayesian linear regression on top of the regression of the last layer of a neural network. Similarly, we
further benchmark such neural-linear approaches for the neural MCMC contextual bandits settings.

Neural Methods. Neural methods replace the raw actions z € R? by a learned embedding
¢o(x) € R™ generated by a neural network with SGD-learned parameters 6 (Xu et al., 2022a). Explo-
ration is done only on the last-layer representation: let A > 0 be a tunable parameter and ¢ = ¢g ()
be the last- layer feature embedding. At each round ¢, NeuralUCB maintains the Gram matrix
Z;, = M\ + Z 1 gbs(,sz be the Gram matrix. It then computes the confidence bound (UCB score)
pi(z) = () + a(¢p:Z; ' ¢)'/? and picks the action 2; = arg max, p;(z). Similarly, NeuralTS
(Neural Thompson Sampling) considers weight uncertainty across all features of the neural network
when updating its posteriors (Zhang et al., 2021): its mean is the neural network approximator, and
its variance is built upon the neural tangent kernel (NTK) features of the eural et ork (A ora et al.,
2019; Chaudhari et al., 2024; Jacot et al., 2018), given by @ (z,z) (1 ‘5(\, f) .

Greedy Methods. ¢-Greedy balances the exploration/exploitation tradeoff by selecting the arm whose
current reward estimate is highest with probability 1 — €, and selecting a random arm otherwise. Next,
the algorithm updates its estimate (through a table or linear model) for that arm. Neural e-Greedy
extends this by selecting a random action with probability € for some decaying schedule of e.

3.1 Markov Chain Monte Carlo Methods

While drawing from the posterior distribution of the model parameters at each round is easy in
conjugate linear-Gaussian models, it becomes intractable when moving to realistic, non-linear, or
high-dimensional models (Huix et al., 2023; Xu et al., 2022b). In MCMC, only noisy gradient descent
updates are needed for proper exploration in bandit problems. This is especially appealing for deep
neural networks as one rarely has access to the full posterior, but can approximately sample from it.

Algorithm 2 MCMC Thompson Sampling

Input: Loss function £;(#), reward model function fy(x), 61,0 = 0, Ko =0
fortimet=1,...,7T do

Observe context X; C R4

Set 00 =01, ,

// MCMC-TS replaces exact posterior sampling in Algorithm 1 with approximate posterior sampling.

fork=1,...,K;do

MCMC update to compute 0y 41
Play arm z; = arg max,ex, fo, ,, () and observe reward r;




Langevin Monte Carlo (LMC). Xu et al. (2022b) proposed a Langevin MCMC to approximate
the unknown posterior distribution of the parameter 6* upto a high precision: given a schedule
of step-sizes {n; }+>1 and inverse temperatures {3; };>1, LMC? samples a standard normal vector
e ~ N(0,I) and lets 0 11 = 01 — VL (O k1) + (Qntﬁt_l)l/zet,k. For sufficiently large
epoch lengths K, this approximately converges to the posterior distribution 7, (6) oc e=#+£¢(9),

Metropolis-Adjusted Langevin Algorithms (MALA). The discretization error of LMC has a bias
on the order of the step-size ;. To correct the LMC discretization bias, Huix et al. (2023) adds a

Metropolis filter at each iteration: with probability 1 — min{1, e;’;&t(ﬁ}, set O 41 = O k.

Hamiltonian Monte Carlo (HMC). In many settings, HMC is believed to outperform other
MCMC algorithms such as MALA (Huix et al., 2023) or LMC (Xu et al., 2022b), and is equipped
with rich theoretical guarantees (Apers et al., 2024; Chen and Vempala, 2022). HMC moves by
integrating the Hamiltonian dynamics H : R? x R? — R which captures the sum of the potential
and kinetic energies of a particle as a function of its position § € R¢ and velocity v € R%. We let
H(9,v) = L,(0) + 3||v]|*. (6;,v;) follows a discretization of the Hamiltonian curve trajectory:
?Tt =, ‘31—7; = —VL(6). We give implementation details and theoretical guarantees in Appendix C.

Stochastic Variance-Reduced Gradients. Although the updates in the above MCMC algorithms
are presented as a full gradient descent step plus an isotropic noise, we can replace the full gradient
VL;(0,5—1) with a variance-reduced stochastic gradient (SVRG) of the loss function L;(6; ;1)
computed from a mini-batch By, of data (Dubey et al., 2016; Welling and Teh, 2011). Let ¢, ~ A (0,1)
and let U (0) be the full-data loss. Then, the SVRG modification is given by:

i = VU(0) = VUaua(0) + 22010],  g1(0) = VUG (0,) = VUL 0) + 1, (3)
Or+1 = 0t — mt g (02) + V/2m B~ er.
We show in Appendix C that SVRG maintains the theoretical guarantees of the full-gradient version.

Preconditioning. Preconditioning can improve the convergence rate of the MCMC methods by
a factor of ¢, where Ky = Amax(V¢)/Amin(V¢) is the condition number of design matrix V; (Li
et al., 2016). Preconditioned-LMC samples a standard normal vector €; , ~ N (0, I) and performs
the modified LMC update: 0y 1 = 0px — 1V "V Li(0p51) + (2087 )V2V, %, . The
preconditioned variants of MALA and HMC follow similarly, with minutiae appearing in Appendix D.

Underdamped Langevin Monte Carlo. Discretized Langevin updates can be viewed as an over-
damped discretization of the Langevin SDE. We benchmark the analogous underdamped (kinetic)
LMC algorithm (ULMC) (Zhang et al., 2023). Like Hamiltonian Monte Carlo, ULMC tracks position
60 and velocity v with a damping coefficient v > 0 and learning rate . ULMC’s update is given by
the Ornstein-Uhlenbeck half-update mechanism given by:

Uyt = = ymve e =nVU Ork) + V2080 ks Otir1 =0tk + 00y 1, Vektr =V pq 1 4

Here, & 1, ~ N(0,I) is sampled at each iteration. Notably, the higher-order velocity term v allows
ULMC to mix faster in rough landscapes (at the cost of extra memory and tuning); moreover, ULMC
has been deeply analyzed and has robust theoretical guarantees (Zhang et al., 2023).

4 Empirical Evaluation

In this section, we present an empirical evaluation on two simulated bandit generators (linear
and logistic) and a suite of real-world classification tasks. Experiments are conducted on AWS
EC2 servers with P3/G4 GPUs (6 vCPUs), Google Cloud Compute servers with L4 GPUs and N2
instances (8 vCPUs), and NVIDIA A100 GPU.

4.1 Implementation Details

Maetrics. To assess the performance of the aljgorithms, we report two metrics: cumulative regret (f2r)
and simple regret (Rsimp,7), Where Ry = >, (17 — r¢), and Rgimp,7 = ﬁ( e a90(TT —T¢)—
Rr_499), where 7} is the reward of the optimal policy. As in Riquelme et al. (2018), we include
simple regret as it serves as a useful proxy for the quality of the final policy (Bubeck et al., 2009).

The Euler-Maruyama discretization of the Langevin SDE: dfs = —V £,(6s) + 1/28; 'dB(s)



Error Bars. Our error bars report on the mean 4 sample standard deviation over 10 seeds in the linear
and logistic bandit settings, and over 5 seeds in the 6 real-world classification sets. As in Riquelme
et al. (2018), we do not use a data buffer as the datasets are relatively small, and to avoid catastrophic
forgetting. Therefore, all observations are uniformly sampled in each stochastic mini-batch.

4.2 Testbeds, Baselines, and Common Experimental Setup

Linear Contextual Bandit. To assess the performance in a setting with a tractable true posterior,
we use a linear contextual bandit environment. At each round ¢ € [T, the agent observes a con-
text X; ~ N(0y4,14), chooses an action z; € [K] with K = 5, and receives a noisy linear reward
re = (X, x¢) | 0* + &4, where g5 ~ N(0,02),0 = 0.5 and 0* € R2°. We place a Gaussian prior,
0o ~ N (029, 031) with g = 0.01. The feature map ¢ : R* x [K] — R is the standard block
concatenation (¢(X:,0),. .., ¢(X, K)) where ¢(Xy, 1) = e; - Xy (where e; is the 7’th standard basis
vector). Now, 0* naturally decomposes into k context-specific blocks. The time horizon is 7" = 10 000.
Since the likelihood and prior are both Gaussian, Thompson Sampling admits a closed-form posterior
update, so we have a convenient ground-truth baseline for our approximate sampling methods.

Wheel Bandit. The wheel bandit, as defined in Riquelme et al. (2018), is a contextual bandit
problem with the following structure. Let d = 2 be the context dimension and § € (0,1) be
the exploration parameter. Contexts are sampled uniformly at random from the unit circle in R?,
denoted as X ~ U(D). The problem consists of k& = 5 possible actions a1, ...,as. Action a;
provides reward 7 ~ N (u1,0?), independent of context. In the inner region, where || X|| < 4,
as,...,as are sub-optimal with » ~ A(ug2,0?), where s < py. In the outer region, where
[IX]|| > 4, the optimal action depends on the quadrant of the context X = (X3, X5) where for
(X1 > 0,X5 > 0),azisoptimal, (X7 > 0, X5 < 0), as is optimal, (X; < 0, X2 < 0), a4 is optimal,
and (X; < 0, X5 > 0),as is optimal. The optimal action provides r ~ N (us, o?) for uz > u1,
whereas other actions (including a;) provide r ~ A (2, 0?). We set pg = 1.2, pg = 1.0, 3 = 50.0,
and o = 0.01, and let the horizon of the game be T" = 5000. As the probability of a context falling in
the high-reward region is 1 — §2, we expect algorithms to get stuck repeatedly selecting a; for large 6.

Logistic Contextual Bandit. We further consider a logistic contextual bandit to introduce non-linear
reward dependencies. With T'= 10,000 and K = 50 arms, at each round ¢ € [T, the learner
observes a collection of arm-specific context vectors X; , ~ N (020, IQ()), where a = 1,...,50
each of which is then normalized to unit norm. The learner selects an arm a; € [K] and obtains
a Bernoulli reward r, ~ Bern (o (¢(X},4,) " 6*)), where o(u) = H%, 0* ~ N (029,I2) (scaled
to unit norm), and ¢ : R?% — R20 where ¢(X;) = &; is the identity feature map extracting the
20-dimensional context for each arm. We place a Gaussian prior 8y ~ N (020, 081), with og = 0.01.

Real-World Tasks. Following Riquelme et al. (2018), we evaluate our MCMC Thompson Sampling
algorithms on UCI datasets—ADULT, SHUTTLE, MAGICTELESCOPE, MUSHROOM, JESTER,
COVERTYPE, and RESTAURANTRATINGS—plus the FINANCIAL dataset and two vision benchmarks,
MNIST_784 and CIFAR-10 (Elmachtoub et al., 2017; Krizhevsky, 2009). These are standard
datasets studied in contextual bandits and multi-agent settings (Chaudhari et al., 2024; Riquelme
et al., 2018), as they span a variety of features such as reward stochasticity, size, and number of
optimal actions. Following the protocol of Kveton et al. (2020); Riquelme et al. (2018), each N-class
example 2 € R? is converted into K arm—context vectors M 2®) where () = 2 - ¢; where ¢;
is the i’th standard basis vector of R%. Pulling arm j returns reward 1 if j matches the ground-truth
label, and 0 otherwise. We provide statistics of the benchmark datasets in Appendix F.

Network Architectures and Training Protocol. We adopt the training protocol and hyperparameter
search strategy of Xu et al. (2022b): each method chooses the better of a fully connected two-layer
MLP (width 100) and four-layer MLP (width 50); the activation is selected from {ReLU, LeakyReLU}.
Networks are updated for 100 SGD steps every round. FG-augmented variants inherit identical
network architectures, optimizers, and training schedules as their non-FG counterparts to ensure
fair comparisons. Unless stated otherwise, we run each bandit for 7" = 10,000 rounds (COVERTYPE:
T = 15,000). Additional implementation minutiae appear in Appendix A of Riquelme et al. (2018).

5 Results

Linear contextual bandits. Table 1 (first 3 columns) reports the final cumulative regret (mean +
sample standard deviation over 10 seeds) in the synthetic linear bandit setting. Across both dimen-



Table 1: Final cumulative regret for synthetic datasets. We report mean + sample std. The feel-good
parameter A is set to 0.5 in each of the FG and SFG variants.

Algorithm (e Lingar-204) s POy
LinUCB 73.0 £13.3 - 126.3 + 19.3 176.9 +41.9
EpsGreedy 19879 + 7454.3 - 31170.6 +2764.1  2899.2 + 677.9
LinTS 114.7 + 8.8 - 204.6 + 19.1 179.9 +53.2
LMCTS 62.6 £ 9.5 94.0 +18.2 129.1 £ 16.1 202.7 + 44.1
PLMCTS 1344 £ 199 132.3 +28.2 302.9 +38.5 889.7 4 248.0
FGLMCTS 213.0 £126.0  296.7 + 174.0 163.6 +22.4 184.8 + 38.0
PFGLMCTS 204.1 +105.3 171.0 + 27.5 330.2 +30.8 963.3 £ 258.6
SFGLMCTS 1789 £ 138.1  241.0 + 143.8 1772 £27.4 22177 £ 42.1
PSFGLMCTS 229.0+149.7  206.8 & 90.2 338.9 +34.8 771.9 +274.5
SVRGLMCTS 73.2+£31.1 103.6 =23.8  19236.8 & 15560.8  216.0 £ 69.7
HMCTS 24124+ 107.0  226.7 = 78.9 354.4 + 86.7 449.8 + 86.2
PHMCTS 90.0 +9.2 94.0 +15.3 162.2 + 12.5 2189+ 16.1
FGHMCTS 262.5 +85.7 246.4 +99.9 399.0 + 112.5 462.3 £79.6
PFGHMCTS 282.7+£156.0  291.6 £ 171.5 211.6 £ 18.2 411.1 £65.4
SFGHMCTS 395945047  331.2+389.2 416.9 £ 58.1 545.9 +280.4
PSFGHMCTS  284.1 £147.4  303.6 £ 1754 212.2 +£26.1 239.8 £75.2
MALATS 61.3 +26.6 56.5 £ 11.2 100.6 = 10.0 194.0 = 76.9
FGMALATS 220.0 £159.9  178.7 £ 1123 139.7 & 16.1 21277+ 65.9
SFGMALATS 189.3 £ 1353 2294+ 1624 142.1 £19.5 198.4 +52.3

*As implemented in Xu et al. (2022b).

sions d € {20,40}, MALATS consistently attains the lowest cumulative regret: < 62 when d = 20
(vs 62.6 for unadjusted LMCTS, 73.0 for LinUCB when 3 = 10%) and around 100.6 when d = 40
(vs 129.1 for LMCTS, 126.3 for LinUCB). Adding a feel-good optimism bonus (FGMALATS and
SFGMALATS) of A = 0.5 does not improve regret in these Gaussian-conjugate settings. However,
for smaller values of A, such as A = 0.01 in Table 4, the performance of SFGMALATS improves
significantly to 56.2 4 22.8, surpassing the other vanilla-TS variants. When d = 40, PHMCTS incurs
162.2 £ 12.5 and SVRGLMCTS incurs 19236.8 £ 15560.8, indicating that shifting the posterior
due to preconditioning and variance-reduction distorts the quadratic curvature of the true posterior.

Logistic contextual bandits (d = 20). Table 1 (fourth column) reports the final cumulative regret
in the logistic bandit setting. Although the reward is Bernoulli with a logistic link, in moderate
signal-to-noise regimes, the posterior over the linear parameters is very nearly Gaussian (the
log-likelihood is strongly convex and concentrates around its mode). The main benefit of HMC to
explore ‘curved’® or multimodal posteriors more effectively is not useful here, since we observe
that simpler samplers like LMC and MALA closely match the closed-form Gaussian baselines. As
expected, the exact-Gaussian methods—LinUCB (176.9 £ 41.9) and LinTS (179.9 &£ 53.2)—Ilead
overall. Among the MCMC-based samplers, FGLMCTS comes closest at 184.8 £ 38.0, effectively
matching LinTS with a smaller variance, while MALATS performs worse at 194.0 & 76.9.

Neural contextual bandits. Table 2 reports the final cumulative regret of a subset of our algorithms
on several real-world problems, with complete results deferred to Appendix E.5. We additionally
assess policy quality via simple regret in Table 3. When the posterior is approximated by SFG-TS, we
observe a partial reversal: LMCTS becomes competitive with, and often outperforms, its feel-good
extensions on the majority of the datasets. The only consistent advantage of the feel-good bonus
emerges on MAGICTELESCOPE, where SFGLMCTS reduces cumulative regret by 27 and achieves
the lowest simple regret of 82.8 4= 8.9. Meanwhile, NEURAL-¢-GREEDY and NEURALUCB remain
competitive, attaining the lowest regret on MUSHROOM and ADULT, respectively. Overall, the
greedy neural methods yield the lowest simple regret on three tasks.

5.1 Ablation Studies

Feel-Good Parameter. Our comparison on the FG parameter \ (ceteris paribus) in the linear setting
is provided in Table 4, where 8 = 103, d = 20, and we sweep over \ € {0,0.01,0.1,0.5,1.0}.

3This refers to the fact that the parameter 0 lies in a Euclidean manifold on R¢, rather than an affine subspace.



Table 2: Final cumulative regret after the full horizon (10k—15k steps, 5 seeds).

Dataset LMCTS FGLMCTS SFGLMCTS Neural-e-Greedy NeuralUCB
Adult 2456.6 £ 36.5 3505.0 £ 2257.5 4505.6 & 2772.0  2658.0 & 362.7 2444.4 £ 160.1
Covertype 7594.0 £ 892.0 7567.8 £454.5 8006.0 £1035.6  4629.4 + 1323 4798.4 +£102.2
Magic Telescope 2220.0 £40.7 2197.6 £ 167.7 2193.2 £ 34.0 2005.2 £+ 53.5 2112.2 £ 16.6
Mushroom 324.6 £ 102.6 283.2 £20.2 440.6 £ 89.5 124.0 414 145.6 £ 252
Shuttle 210.2 £49.0 2144 £ 51.6 1503.0 &£ 2721.0 372.4 £ 425.8 2981.2 £4225.9
MNIST_784 2854.6 £2945.9  2542.6 +2366.2  2935.0 £ 3349.5 3248.0 £1709.0  5442.8 &+ 356.2

Table 3: Simple regret statistics over the last 500 steps.

Dataset LMCTS FGLMCTS SFGLMCTS Neural-e-Greedy NeuralUCB
Adult 121.6 £520 176.6 =98.04 220.6 £ 124.55 117.8 £ 7.17 113.6 £ 6.83
Covertype 232.0 £31.58 2228 £38.15 245.6 £ 38.69 112.2 £ 12.24 120.8 £9.41
Magic Telescope 88.6 £2.42 914 +3.44 82.8 +8.91 86.4 £ 5.46 92.4 +10.84
Mushroom 1.2+1.30 1.2+£1.30 1.2+£1.30 0.0 0.0 1.8 £2.49
Shuttle 3.6 £1.02 3.0£0.89 13.2 + 18.08 2.8 +0.75 110.6 £ 194.65
MNIST_784 109.4 £163.1  94.0 + 109.6 124.6 + 168.5 108.6 = 98.0 235.6 +£21.9

Here, A = 0 corresponds to vanilla TS. We sweep over A and 3 € {1,103} in the linear and logistic
setting in Appendix E for d = {20, 40}, and discuss the results in Section 6.

Preconditioning. We additionally list preconditioning-incorporated algorithms in Table 1. We
explicitly contrast the effect of preconditioning in Appendix E.6 and discuss the results in Section 6.

Inverse Temperature parameter. We experimented with two initial choices of the inverse-
temperature parameter 3 € {1,103} in Table 1. Only the 3 = 102 initialized experiments follow
a By L dlog T schedule, as in Xu et al. (2022b). Following Xu et al. (2022b), we use this
initialization for the remainder of the experiments (logistic and neural contextual bandits).

Underdampened Langevin Monte Carlo. We studied the impact of adding a dampening coefficient
v = 0.1 in the LMC suite of experiments, while fixing A = 0.01, 3 = 10? in the feel-good regimes.
Similarly, 3 followed a 3, ! dlog T schedule. We discuss our results in Appendix E.3.

6 Discussion

Our experiments reveal a significant room for improvement in applying MCMC algorithms to the
contextual bandit problem. For instance, as Riquelme et al. (2018) mentions, the difficulty of online
uncertainty estimation, which does not appear in supervised learning, is that the model has to be
frequently updates as data is accumulated in an online fashion. Therefore, methods that converge
slowly pose a natural disadvantage as they present a natural trade-off through truncating the degree of
optimization in order to make the algorithm tractable. Moreover, combining methods that approximate
posteriors leads to a worse posterior approximation, causing rapid performance degeneration.

We discuss our main findings for each class of algorithms.

Neural-¢-Greedy/NeuralUCB. Empirically, Neural-e-Greedy attains the lowest simple regret on 4
tasks, while NeuralUCB is competitive, as seen in Tables 2 and 3. This is likely due to the mini-batch
SGD and dropout already injecting substantial noise; adding a small, schedule-controlled e-greedy
component yields enough exploration. On the other hand, NeuralUCB linearizes only the last layer
and keeps a closed-form ridge covariance, resulting in UCB bonuses that are far less sensitive to
posterior misspecification than full network-Langevin samplers (Zhou et al., 2020).

LinUCB. LinUCB is a strong baseline in low dimensions as it achieves the minimax-optimal regret
and has good performance in linear settings. However, LinUCB requires computing a matrix inverse at
each step, which can be expensive as it takes O(d*) worst-case time using Cholesky decompositions.

PHMCTS. Adding a preconditioner to HMCTS reduces the cumulative regret from 240 + 35.4 to
90 £ 16.2 in the linear setting. The gain confirms the sensitivity of HMC to ill-conditioned posteriors:

scaling by an estimate of V, /2 reduces the posterior’s anisotropy, allowing the leapfrog integrator
to take larger, more isotropic steps (Girolami and Calderhead, 2011).
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Figure 1: Mean regret comparison on simulated bandit problems. The shaded band around each mean
curve represents £1 sample standard deviation across 5 independent runs.

Table 4: Final cumulative regret for synthetic datasets. Sweeps over feel-good parameter \ at
B =103,

Algorithm A=0 A=0.01 A=0.1 A=0.5 A=1.0

FGLMCTS 62.6 9.5 627120 508+ 158 2358+ 1858 612.7+340.4
FGMALATS 61.3 + 26.6 62.7 £255 63.7+ 145 2128 £1700 5283 +377.2
PFGLMCTS 1344 +£199 1327+ 19.1 1403 +£244 19324472 332942212
PSFGLMCTS 1344 +199 137.1+275 130.5+13.8 183.1 £37.3 286.1 = 134.1
SFGLMCTS 62.6 9.5 652+ 123 82.0£326 2238 +£190.1 546.0 % 357.6
SFGMALATS  61.3+£26.6 56.2+228 68.4+£262 173.4+£110.1 486.2 +347.1

MALATS. Our linear bandit experiments (with d = {20,40}) show that MALATS achieve best
cumulative regret performance. The gains from MALATS-based methods can be attributed to the
discretization correction and faster mixing in the posterior sampler. Unadjusted Langevin dynamics
uses Euler discretization of the posterior’s Langevin diffusion; while it is fast, it does not converge
to the true posterior as an exact stationary distribution, and incurs a bias on the order of the step
size. The bias implies that unadjusted Langevin dynamics may sample from a shifted distribution
if the step is not infinitesimally small. MALATS addresses this by applying a Metropolis-Hastings
correction at each step to eliminate discretization error, enabling sampling from the true posterior.

FG in Neural Contextual Bandits. Despite its stronger theoretical guarantees in the linear setting,
FG-TS degrades rapidly in neural contextual bandits, where vanilla-TS remains more competitive.
Stochastic gradients already inject substantial “free” exploration, and the FG bonus can push the sam-
pler further from high-density regions. Neural posteriors are very non-Gaussian: mode-connectivity
results show that SGD minima are linked by low-loss paths, forming a connected manifold rather than
isolated valleys (Draxler et al., 2019; Garipov et al., 2018). Such topologies defies Gaussian or mix-
ture assumptions of well-separated modes. Moreover, the quadratic surrogates underlying FG assume
symmetric curvature, while Izmailov et al. (2019) show that SGD converges near the edge of wide,
anisotropic basins with asymmetric directions, making quadratic fits reliable only locally. Conse-
quently, FG-induced optimism amplifies model mismatch and yields sub-optimal arm choices. Vanilla
LMCTS thus remains a strong baseline. In our experiments, moderate exploration, whether through
SGD noise or e-greedy perturbations, outperforms the optimism of FG-TS. From a different perspec-
tive, our observations that FG-TS underperforms in the neural setting is the empirical consequence
of applying an algorithm based on quadratic assumptions to this complex, non-quadratic setting.



Preconditioning. Our preconditioned samplers perform Langevin updates in a whitened parameter
space injecting Gaussian noise with covariance proportional to the inverse design matrix V, 1 When
V, is ill-conditioned, as it typically is in high dimensions, some directions receive huge stochastic
kicks while others hardly move, leading to erratic exploration and exploding variance, as visible
in SVRGLMCTS’s large regret. These imply a necessity to regularize or clip the spectrum of V;*
to keep noise injection balanced across directions, and to also include a Metropolis filter when using
a mass-matrix preconditioner. Finally, our results on PSFGHMCTS indicate that it has a higher
standard deviation than mean. This skew serves as an argument for incorporating additional metrics
(such as the median) for studying the aggregate performance of MCMC contextual bandit algorithms.

Stochastic Gradient Mini-batch. Mini-batch algorithms such as SVRGLMCTS balance
computational savings against the extra gradient noise they introduce: smaller batches reduce
per-round cost, yet the heightened noise perturbs Langevin proposals, lowers Metropolis—Hastings
acceptance rates, and inflates posterior variance. When d = 20, all SVRG methods remain
competitive—SVRGLMCTS even matches LinUCB at 73 £ 31—showing that the control-variate
suppresses noise for small d. However, at d = 40, the snapshot gradient used in the control-variate
grows stale: the variance of the correction term scales as O(d), acceptance probabilities shrink, and
the mean-regret of SVRGLMCTS degenerates to 19236 £ 15560, leading to highly unstable actions.

Smoothening the FGTS Objective. Once the linear posterior has already concentrated around its
true mean, injecting additional “feel-good” optimism introduces bias that the SFG objective can
reduce. Our experiments show that the smoothed FG objective is helpful only in regimes where the
posterior is still under-concentrated—for example, at very small horizons 7" or under high observation
noise, where the additional optimism can accelerate exploration. In well-concentrated regimes,
FGMALATS with A = 0.01 (without smoothening the FGTS bonus) becomes a more robust choice.

Damping. Table 31 reports LMC results with varying damping in the linear contextual bandit setting.
Overdamped (vanilla) Langevin methods consistently outperform their underdamped counterparts,
with the performance gap shrinking monotonically as the damping coefficient  increases. Although
underdamped LMC enjoys stronger theoretical guarantees, its empirical performance deteriorates
rapidly, which is likely due to posterior mismatch effects that are amplified at lower damping.

Run-to-run sensitivity. The variability in our experiments arises due to reward stochasticity, noise in
mini-batch gradients within the MCMC samplers, and errors in posterior approximation with finitely
many MCMC steps. Unfortunately, the contextual bandit feedback loop may amplify these errors,
which is an important consideration for practitioners in the community. We reveal this sensitivity as
a data point for the community to note that while MCMC methods are powerful, their application in
online learning requires careful management of approximation quality for stability. Such variability
in vanilla TS has already been noted (Guha and Munagala, 2014; Mazumdar et al., 2020); however,
to our knowledge, our paper is the first to systematically document and analyze this for FGTS.

7 Conclusion

We present the first systematic evaluation of FGTS and its smoothed variants under exact and
approximate MCMC-derived posterior regimes. Our ablations analyze the effects of preconditioning,
feel-good bonuses, and temperature scaling. Across 14 real-world and synthetic datasets, we find that
high-fidelity posteriors combined with FGTS’s optimism reduce regret in linear and logistic settings,
whereas neural bandits underperform compared to vanilla TS. We also identify cases where larger
bonuses cause severe performance degradation under approximate posteriors.

Limitations and Future Work. Our experiments reflect the sensitivity of the samplers to learning-
rate schedules, mini-batch noise, and other hyperparameters. While we used a modest grid search for
tuning, our study was not exhaustive. Recent work (Luo and Bayati, 2025) shows that geometry-aware
variants of TS can achieve minimax-optimal regret in linear bandits. Benchmarking such algorithms,
along withs noise-adaptive TS variants (Xu et al., 2023) and MCMC-based methods on generalized
linear reward models (Li et al., 2017), would be a promising direction for future work.

Societal Impacts. This work is empirical in nature. While it enables better understanding of the
behavior of bandit algorithms in numerous synthetic and real-world benchmarks, it is not tied to
any specific applications or deployments.
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Outline of the Appendices.

* Appendix A has mathematical background and additional remarks.

* Appendix B provides a more comprehensive review of existing Markov Chain Monte Carlo
(MCMC) methods.

* Appendix C gives theoretical guarantees for preconditioned Langevin Monte Carlo for
Thompson Sampling (LMCTS), Hamiltonian Monte Carlo for Thompson Sampling (HM-
CTS), and their feel-good (FG) variants.

* Appendix D has descriptions of algorithms and hyperparameter settings.

* Appendix E has further experimental details.

» Appendix F has details on the real-world tasks (five UCI datasets and MNIST_784).

A Mathematical Background and Additional Remarks

Notation. Let Z denote the set of strictly positive integers, and R? denote the set of d-dimensional
reals. We use [k] to denote a set {1,...,k}, k € N*. Let ||x|[ = Vx " x be the Euclidean norm of a
vector x € RZ. For a matrix V € R™*", we denote by ||V ||z and || V|| its operator and Frobenius
norm respectively. For a positive semi-definite (PSD) matrix V € R%*? and a vector x € R?, denote
the Mahalanobis (local) norm as ||x||v = V'x " Vx. For a function f(T"), we use the common big-O

notation O(f(T")) to hide constant factors with respect to 7', and use O(f(T')) to omit the logarithmic
dependence on 7. Finally, we summarize the notation specific to contextual bandits in Table 5.

Table 5: Important notations in this paper.

Notation | Meaning

T T € N is the number of rounds in the game;
X, X, C R? is the action set (or context) of the agent;
Ty s € X, is the feature vector that represents an arm or action;
0* 6* € R™ is an unknown weight parameter shared across all arms;
Tt ry = r4(x) is the feedback reward generated and returned to the algorithm;
fo(x) fo(x) is the reward generating function: the observed reward is r;(z) = fo« (z) + &;

LTS LTS is the Thompson Sampling loss-likelihood given by £;(6) = Zi;ll n(folxs) —15)%

LF6 LFS is the Feel-Good Thompson Sampling loss likelihood given in Equation (1);

L5F6 L5¥6 is the smoothed Feel-Good Thompson Sampling loss likelihood given in Equation (2)
A A > 0 is the Feel-Good parameter in FGTS;

B Relevant Literature

The field of contextual bandits has a rich and extensive history, encompassing various theoretical and
algorithmic advancements. Providing an exhaustive review of the entire domain is impractical here;
thus, we refer interested readers to comprehensive surveys such as Bubeck et al. (2009); Lattimore
and Szepesvari (2020). Below we focus on work most relevant to Thompson sampling, Markov chain
Monte Carlo (MCMC) methods, and associated variants.

Regret bounds in Linear Contextual Bandits. Linear contextual bandits have been extensively
studied, particularly in relation to regret bounds achieved by policies based on the Upper Confidence
Bound (UCB) principle, where frequentist regret bounds of O(d\/T) are attainable (Zhou et al.,
2020). Thompson Sampling (TS), which involves sampling from the posterior distribution of the
reward function and selecting actions accordingly, demonstrates strong empirical performance and
applies naturally to both Bayesian and frequentist frameworks. Russo and Roy (2016) showed that
the best-known Bayesian regret bound for TS matches the minimax optimal O(dv/T'). However, the
best frequentist regret bound proven to date for TS is O(d\/ﬁ) (Agrawal and Goyal, 2013) due
primarily to inflated posterior variance of order O(d) Significant contributions to this area leverage
concentration inequalities for self-normalized martingales, as seen in Abbasi-Yadkori et al. (2011);
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Agarwal et al. (2014, 2021); Agrawal and Goyal (2013); Bercu and Touati (2019); Bietti et al. (2021).
There is also a body of work that shows that in cases where structural assumptions are made on the
linear contextual bandit problem, there are algorithms that achieve the optimal regret bound; for
instance, Chu et al. (2011) studies the case with linear payoff functions and Reid et al. (2025) studies

the case with budget constraints. Both works derive the optimal O(dv/T) regret bounds.

Preconditioning Methods. Recent works in iterative optimization consider preconditioning as a
technique to enhance algorithmic performance in contextual bandits and reinforcement learning.
In such methods, the Richardson iteration of z;; = z; — nVL(x,) is replaced by x;11 = x4 —
nP~'VL(x;), where P is a preconditioning matrix which satisfies the property that P~*V L(-) has
condition number smaller than VL(-), which in turn accelerates convergence. Terekhov (2025)
investigates contextual bandits utilizing pretrained neural networks, leveraging preconditioning to
improve exploration and convergence. Similarly, Millard et al. (2025) explores matrix preconditioning
strategies within actor-critic methods in reinforcement learning, demonstrating improved stability and
performance. Techniques from Gaussian Process UCB (Srinivas et al., 2010) and deep conditioning
on overparameterized neural networks (Agarwal et al., 2021) have also been influential. Staib
et al. (2019) provides critical insights into escaping saddle points using adaptive gradient methods
such as RMSprop, which have implications for optimization in preconditioned gradient descent.
Further advancements include preconditioned stochastic gradient descent (Li, 2018), preconditioned
stochastic gradient Langevin dynamics (SGLD) (Li et al., 2016), and contextual bandit learning with
predictable rewards (Agarwal et al., 2012).

Beyond Standard Linear Settings. Expanding beyond linear setting, substantial progress has been
made in generalized linear bandits (Filippi et al., 2010), where the true reward r from arm z € A} at
round ¢ is assumed to be from a generalized linear model (GLM). In a GLM, conditional on feature
vector z, r follows an exponential family distribution with mean z(z " 6*) where 6* is an unknown
weight parameter shared across all arms and y(+) is called the link function. Sivakumar et al. (2020)
provides a geometric perspective on contextual bandits, introducing smoothness through Gaussian
perturbations in adversarial contexts. Further, adaptive noise strategies for Thompson sampling have
been analyzed rigorously, resulting in refined regret bounds (Ishfaq et al., 2024a,b; Xu et al., 2023).

Stochastic Sampling Methods. Stochastic sampling algorithms have significantly advanced the
computational efficiency and effectiveness of contextual bandit strategies. Ahn et al. (2012) integrated
Fisher information matrices to create efficient optimizers during burn-in phases. Patterson and Teh
(2013) developed stochastic gradient Riemannian Langevin dynamics for exploring distributions over
the probability simplex, particularly in the context of Latent Dirichlet Allocation where one seeks
to uncover hidden thematic structures in large corpora. Similarly, stochastic gradient Hamiltonian
monte carlo (SGHMC) methods (Anand and Qu, 2024; Chen et al., 2014) have become popular tools
for managing uncertainty and improving sampling efficiency in complex spaces.

C Algorithm Details

This section provides details on the MCMC algorithms that we evaluate for feel-good Thompson
sampling as well as Thompson sampling in various contextual bandit tasks. We present sample
complexities, give convergence guarantees of the MCMC sampling algorithms, and prove tight regret
bounds of each variant that we consider.

C.1 Algorithm Implementation Details

Cholesky Factorization and Sherman-Woodbury-Morrison. In a number of the algorithms we

consider, it is often imperative to dynamically maintain the inverse matrix V, /2 This can be done
in O(d?) by using Sherman-Woodbury-Morrison to dynamically maintain a Cholesky factorization,
and has been shown to be numerically stable in finite bit precision (Anand et al., 2024, 2025a).

Preconditioned FGLMCTS. The preconditioned SFGLMCTS update is given by

O ky1 = 0p 1 — th_l/QVEt(Ht,k_l)Jm/27]tﬂt_1Vt_1/26t7k, where £; is the smoothed feel-

good likelihood, and €; , ~ N(0,I) is an isotropic Gaussian vector. Here, we have preconditioned
the discretized Langevin update using the matrix V.
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Table 6: Complexity and Regret Analysis for Linear contextual bandits (LCB)

Part

Algorithm Number of LCB Iterations LCB Regret
UCB O(T log TV/dT) O(dVT).
LMCTS O(kTlog \/dTlogT3/¢)  O(d3/2\/T)
Under/Over damped LMC-TS ~ O(kT'd/€?) O(d®/2\/T)
FG-TS O(kdT*) O(dVT).
FGLMCTS O(dT*) O(dVT)
FGMALATS O(d1?) O(dv/T)
Preconditioned SFGLMCTS ~ O(T'log V/dT) O(dV'T)
SFGHMCTS O(Vkd"/'T) O(dVT)
Preconditioned FGHMCTS O(dY/*T) O(dVT)

Stochastic gradient update. This can be extended to a stochastic gradient algorithm (SG-
PFGLMCTS) by letting L (0) = Zi;ll U(rs, f(xs,0))+AR||0]|?, and approximating the gradient by

Vft(ﬁ) =2 een, Vol(rs, f(xs,0)) + AV R(0). Further, the variance can be reduced by a stochas-
tic variance-reduced gradient algorithm (SVRGLMCTS) which we consider in our experiments.

Preconditioned Stochastic variance reduced Gradient LMC Thompson Sampling. Suppose there
are n component functions { f;(-)}7_, and the objective is F'() = L 3" | f;(6). Let brer € R? be a
“snapshot” parameter vector, which is updated once every outer loop. At each iteration & of an inner
loop, we form a mini-batch I, C {1,...,n} such that |I;| = B and compute the SVRG gradient

estimate as follows:

VE(0) = 5 SOIVA0) - Vb + TF ()

i€k snapshot full-gradient

variance-reduction correction

This estimate V F},(0) unbiasedly approximates VF(6) but with reduced variance compared to
vanilla stochastic-gradient estimates, especially once 6 is close to Oys.

C.2 Proof of Convergence of Preconditioned SFGLMCTS
The preconditioned SFGLMCTS update is given by

Orprr = Ork — Vi VL Ouk1) + /2087 Ve, )

where £, is the smoothed feel-good likelihood, and €; , ~ N(0,I) is an isotropic Gaussian vector.
Note that this is identical to the preconditioned LMCTS update by setting the feel-good parameter A
in £, to 0. The #-update in Equation (5) can be viewed as the Euler-Maruyama discretization of the
preconditioned Langevin dynamics from physics given by the stochastic differential equation

do(s) = =V, 'VL,(0(s))ds + \/28; "V, 'dB(s), (6)

where s > 0 is a time index, 8 > 0 is the inverse temperature parameter, and B(t) € R4 is the
Brownian motion. The SDE in Equation (6) is a special instance of the Riemannian Langevin
Dynamics presented in Girolami and Calderhead (2011); Patterson and Teh (2013) which coin-
cides with Langevin Dynamics on a flat manifold where V; is the metric tensor matrix. Under
suitable conditions on V and L, this dynamics converges to a unique stationary point given by
7(dz) o< e~ AL dz (Lemma C.1). So, the discretization approximates sampling from an arbitrary
distribution 7; o< exp(—S;L(6)). Lemma C.1 shows that LMC converges to the Feel-Good Thomp-
son Sampling likelihood of £;(#). Using standard techniques, the proof of Lemma C.1 further
extends to variants of LMC with stochastic gradients (Jose and Moothedath, 2024; Patterson and Teh,
2013; Welling and Teh, 2011), dampeners (Zheng et al., 2024), and preconditioners (Bhattacharya
and Jiang, 2023; Li et al., 2016; Titsias, 2023).
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Lemma C.1 (Convergence of Preconditioned Langevin Dynamics). If V; € R?¥? s an invertible
symmetric matrix and L : RY — R is a smooth function, the preconditioned FGLMCTS dynamics
corresponding to the stochastic differential equation given by

dO(s) = =V VL(0(s))ds + /2(VB:)~1dB(s

converges to a unique stationary distribution W(d@) oc e Pl O)dg.

Proof. Let p; denote the distribution of 6(s). By the Fokker-Planck (forward Kolmogorov) equation,
the distribution of p, is given by

d,oS B 1 02 T
Z 20, (psn(0(s))i) + = 5 - m(ﬂs(fm )ii)s

where 11(0(s)); = —(V;'VL(0(s))); and 0 == /2(V,5;)~L. As V, is symmetric, o0 =
28, 1V_l. The stationary distribution 7 is obtained by setting dp/ ds = 0. Then, 7 satisfies

dps _ —1 BIHVEY),
=0= Z 89 . VL0 +Z 89 89 (Vi )ig)

@ (1Y)
When 7(6) oc e~ Ple(®) %7‘((0) =—n()- BtVEt(Hj) for any j € [d]. Then, we write

0
M =2 55 (FONV VL0 Z 90" Z (Vi )iy VL(6)

0 0 0
=" Z 20, Z(Vt_l)i,jafajﬂ(@ =-2 89i7r(9) Z(Vt_l)i,;'v£t(‘9j)
[ J 1 J

As (I) = — (II), the density proportional to e~?+£¢(%) is the stationary distribution for the SDE. Since
Ly and (3; are measurable, Lemma 5.2.1 in Gksendal (2003) (or Theorem B.3.1 in Bakry et al. (2013))
gives that the SDE admits a unique stationary distribution, which proves the lemma. O

C.3 Regret Analysis of PSFGLMCTS for Linear Contextual Bandits

We provide the regret analysis of PSFGLMCTS for Linear Contextual Bandits, which follows from a
reduction to Huix et al. (2023). We first state the assumption on the details of the model.

Assumption C.2. There is an unknown parameter §* € R? such that for any arm » € X C RY,
the reward is r(x) = 2" 0* + ( , where ( is an R-sub-Gaussian random variable for some constant
R > 0. Note that this assumption is automatically satisfied if the rewards are bounded almost surely.

We first state the O (d\/T)-regret bound for linear contextual bandits from the Langevin Monte Carlo
smoothed Feel-Good Thompson Sampling (SFGLMCTS) methodology in Huix et al. (2023).

Theorem C.3 (Theorem 5 in Huix et al. (2023)). Let the prior distribution pg for FGLMCTS satisfy
a mo-strongly log concave property for some mg > 0. The regret for FGLMCTS when run for T time
steps (under Assumption C.2) in linear contextual bandits is bounded by

R(T)<c<1

+VR+ m0> Tlog®(dT) < O(dVT).
0

Theorem C.4. Under Assumption C.2, the PSFGLMCTS procedure achieves 6(d\/T ) regret for
linear contextual bandits when run for T time steps.

Proof. The proof follows by a direct reduction from the FGLMCTS setting in Huix et al. (2023).
From Lemma C.6, each inner iteration of the MCMC algorithm converges to 7(6) o e~ £t(9) where
L:(0) is the same smoothed posterior (SFG-TS) that each inner loop in FGLMCTS also converges to.

Then, since FGLMCTS achieves O (d\/T) regret via Theorem C.3, the regret for PSFGLMCTS is
also O(dv/T), proving the theorem. O
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Remark C.4.1. This regret bound of O(d\/T) also extends to variants of SFGLMCTS with stochastic
gradients (Zou et al., 2018), dampeners (Patterson and Teh, 2013), and preconditioners (Li et al.,
2016), since these factors each only affect the convergence rate in each inner loop of the algorithm
that approximates the posterior.

C.4 Analysis of Hamiltonian Monte Carlo Feel-Good Thompson Sampling

Recall that the Hamiltonian H : R xR? — R captures the sum of the potential and kinetic energies of
a particle as a function of its position § € R? and velocity v € R%. We let H(0,v) = L(6) + %|jv[|>.
Then, the parameters (6;, v;) follow the Hamiltonian curve trajectory given by

do dv

TR Fri —VLi(0). @)

Algorithm 3 Hamiltonian Monte Carlo Feel-Good Thompson Sampling (HMC-FG-TS)

Input: step-size ¢, leapfrog steps L, inner iters K, K’, FG-weight A, cap b, temperature 7,
prior-precision 7 = o 5., arms [A], feature maps ¢, ¢,

Define: Ui (0) = 032 (25, 0) = 75)% + 055, 101 = AS-(Z) min(b, maxa< 4 (V,a,6))
// Setting X = 0 above recovers vanilla Thompson sampling
fort=1,...,Tdo
Observe context x;, set V; = ¢(z) € R4,
K, + K if posterior updated else K.
fork=1,...,K;do
Sample p ~ N(0,1,).
(0',p") + Leapfrog (0, p).
AH = [Upc(9) + SlIpll?] — [Urc (@) + L1912
Set 6 + @ with probability min(1,e~2).
Choose a; = arg max, V;LH, observe r; and update accordingly.

Under certain conditions on —V £;(6), the distribution of the Markov chain in the inner loop of
Algorithm 3 converges to a unique stationary distribution 7(df) oc e=*+(?)d6 (see Lemma C.6). We
provide details on sampling p’ using numerical leapfrog integrators in Algorithm 4, and show in
Theorem C.4 that HMC-FG-TS in linear contextual bandits satisfies a regret of 9] (dVT).

Algorithm 4 Leapfrog Integration to sample v o< exp(—H (z(*), v))

Input: current position § € R?, step size ¢ > 0, number of drift-kick steps L € N, differentiable
potential energy U(-) = L:(-) + ogﬁorH | AD et min(b7 g (- ))
Draw fresh momentum p ~ A (0, 1)
pp—5VU(H)
for / =1to L do

0—0+ep

g« VU(0)

if ¢ < L then

p—p—¢€g

PepP—39
Output: candidate state (0, p)

C.5 Proof of Convergence of Smoothed Feel-Good HMCTS

Lemma C.6 shows that HMC converges to the Feel-Good Thompson Sampling likelihood of £;(8).
Using standard techniques, the proof of Lemma C.6 further extends to variants of HMC with
stochastic gradients (Chen et al., 2014; Zou et al., 2018), dampeners (Patterson and Teh, 2013), and
preconditioners, (Pidstrigach, 2022).We first introduce a crucial theorem of Sard (1942).
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Theorem C.5 (Morse-Sard Theorem (Sard, 1942)). If g : N — M is a C*-function (i.e., k times
continuously differentiable) for k > max{n —m + 1,1} and if A,. C N is the set of points x € N
such that dg,, has rank < r, then the r-dimensional Hausdorff measure of g(A,.) is zero.

Lemma C.6 next proves the convergence of SFGHMCTS, and the proofs follows from a line of
arguments in the HMC literature (Apers et al., 2024; Mangoubi and Smith, 2021; Mangoubi and
Vishnoi, 2018; Pidstrigach, 2022; Zou and Gu, 2021).

Lemma C.6. The Hamiltonian Monte Carlo smoothed Feel-Good Thompson Sampling (SFGHMCTS)
dynamics in Equation (2) converges to a stationary distribution given by 7(d#) oc e=*+(?)df, where
L; is the smoothed feel-good Thompson sampling posterior in Equation (2).

Proof. We show a stronger statement of time-reversibility of the underlying Markov chain. Let
po(0") be the probability density of one step of SFGHMCTS starting at 6, and let w(0) =
fv cRn e~ HOv)qy o e=£+(9) We show that the reversibility condition

m(0)po(0") = m(6")pe: (0)
holds almost everywhere in 6 and 6'.

Fix 0 and 0'. Let F{(v) be the §’th component of the map 7(,v). Following the split subsets
argument by Lee and Vempala (2025), let

Vi = {v: F() = )
Vo ={v:F’v) =0}

By Theorem C.5, for any N := {y : DF?(v) is not invertible}, £ (') has measure zero. So, DF?
is invertible everywhere except for a measure-zero subset. Therefore,

Opa0) =2 [ c
v Yy = — _— + 7/ N
o 2 Jyev, |det(DFE(0)] 2 Jyev. |det(DF? (v)]

By applying time-reversal lemma (Livingstone et al., 2019) for the Hamiltonian curve, we have that
for V; and V_,

W)=t [ ] R ®
T Do’ = - _ + 7/ _—

2 )yev, [et(DFZ, )] 2 Jyey Taet(DEZ (07)]
where v’ denotes the v’th component of T5(6, v) and T_5(6, v) in the first and second integrals.

Following the proof of Lee and Vempala (2025), let DT5(6,v) = é g

and T5(0,v) = (¢',v"), the inverse function theorem gives that DT_s(6',v") = (DT5(0,v)) .

By the Schur complement formula, the upper-right block of DT_5(8’,v') is Ff:;(v’) =-A"'B(D-
CA~'B)~!and Ff(v) = B. Since det DF{(v) = 1 by Lemma C.8, we have
|det(DFY5)(v')| = |det A~ det Bdet(D — CA™'B)"!|
B | det B|
| det DT5(6,v)]
= | det DF{ (v)|

Then, since e~ #(#:v) = ¢=H(#"v') by Lemma C.7

.Since TsoT_5=1

1/ e—H(S,v) 1/ e—H(G,v)
2 Juev, [det(DE(v)] 2 Juev, |det(DFZ5(v"))]
1/ e~ HE' )
2 Juev, |det(DFZ5(v"))]
Repeating this calculation for the second term in Equation (8),
1/ e—H(0,v) 1/ efH(O',v')
2 Juev. |det(DF? 5 ()] 2 Jyev, [det(DE] (v)]’
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which proves the reversibility condition.

Since the kernel of the HMC Markov chain is ergodic, we have that there exists a unique stationary
distribution (Anand and Umans, 2023). The reversibility of HMC implies that exp(—H (6, v)) is the
(unique) stationary distribution of the joint Markov chain on (6, v). Therefore,

m(0) = /ﬂ(@,v)dv % /exp(—H(G,v))dv7
which proves the lemma. O

Lemma C.7. Any Hamiltonian curve (0(t),v(t)) satisfies %H(G(t), v(t)) =0.

Proof. By applying the high-dimensional chain-rule on the Hamiltonian curve, we have that

d OH df O0H dv
&H(Q(t),v(t)) “ @ v
_OHOH oM 0H
90 v ov 00
= O7
which proves the lemma. O

The following lemma (and proof) appears in Lee and Vempala (2025). We restate these below for
completeness of the proof of Lemma C.6.

Lemma C.8 (Measure Preservation of Hamiltonian curves). For any t > 0, let DTy(0,v) be the
Jacobian of the map Ty at the point (0,v). Then,

det(DT(0,v)) =1

Proof. Let (6(t,s),v(t, s)) be a family of Hamiltonian curves given by 73(0 + sdg, v + sd,,).

Let u(t) = %G(t, s)|s=0 and v(t) = %v(t, $)|s=o. Differentiating the Hamiltonian equation in
Equation (7), we have
du  9*H(0,v) . 82H(9,v)v

a ~  ovos " Ovdv
dv _82H(0,U) _82H(0,v)

a - aeow T agow
(u(0),v(0)) = (dg, d.).

Since DTy (0,v)(ds dy)' = (u(t) U(t))T = A(t)(ds d,)", the dynamics 9% and 9% are
equivalent to the first-order matrix differential equation given by

D*H(0(t),v(t) D*H(6(t),v(t)
dA — ( 900 - 909 - )>A(t)

and

6 v
dt _OPHOM () _ 9PH(O().v(h)
0000 000v

A(0)=1
Hence, DT;(0,v) = A(t). Next, we have that

% log det A(t) = tr (A(t)_l(iA(t)>

A2 H (0(t),v(t)) A2 H (0(t),v(t))
= tr 5 ovol 5 Jvov
_OTH@O@)w(t)) _ 97H(O(t)v(t)
000v

9000

=0
Hence, det A (t) = det A(0) = 1, which proves the lemma. O

25



C.6 Regret Analysis of SFGHMCTS for Linear Contextual Bandits

We provide the regret analysis of SFGHMCTS for Linear Contextual Bandits, which follows from a
reduction to Huix et al. (2023). We first state the assumption on the details of the model.
Assumption C.9. There is an unknown parameter * € R¢ such that for any arm 2 € X C RY, the
reward is 7(z) = 2 T0* + ( , where ( is an R-subGaussian random variable for some constant R > 0.
Note that this assumption is automatically satisfied if the rewards are bounded almost surely.

We first state the O (d\/T)-regret bound for linear contextual bandits from the Langevin Monte Carlo
smoothed Feel-Good Thompson Sampling (SFGLMCTS) methodology in Huix et al. (2023).

Theorem C.10 (Theorem 5 in Huix et al. (2023)). Let the prior distribution pg for FGLMCTS satisfy
a mo-strongly log concave property for some mg > 0. The regret for FGLMCTS when run for T time
steps (under Assumption C.2) in linear contextual bandits is bounded by

R(T) < C(l +dm0 +VR+ m0> \/Tlog®(dT) < O(dV'T).

Theorem C.11. Under Assumption C.2, the SFGHMCTS procedure in Algorithm 3 achieves 6(d\/T )
regret for linear contextual bandits when run for T time steps.

Proof. The proof follows by a direct reduction from the FGLMCTS setting in Huix et al. (2023).
From Lemma C.6, each inner iteration of Algorithm 3 converges to () oc e~ %+(?), where L;(6) is
the same smoothed posterior (SFGTS) that each inner loop in FGLMCTS also converges to. Then,

since FGLMCTS achieves O (d\/T) regret via Theorem C.3, the regret for SFGHMCTS is also
O(d\/T ), proving the theorem. O

Remark C.11.1. This regret bound of O(d\/T) also extends to variants of SFGHMCTS with
stochastic gradients (Zou et al., 2018), dampeners (Patterson and Teh, 2013), and preconditioners
(Li et al., 2016), since these factors each only affect the convergence rate in each inner loop of the
algorithm that approximates the posterior.
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D Algorithm Descriptions

This section provides a detailed parameter description of each algorithm we conduct numerical

experiments on.

Table 7: Detailed Description of the Algorithms in the Linear Experiments.

Algorithm Description
LinUCB (Li et al., 2010) a=0.1
EpsGreedy e = 0.01.
LinTS n =1
LMCTS n=1
PLMCTS N=1 Areg = 1.
FGLMCTS-LIB1 A =0.01,8 =103 b = 1000, = 1.

FGLMCTS-L2B1
FGLMCTS-L3BI
FGLMCTS-L4B1
FGLMCTS-L1B2
FGLMCTS-L2B2
FGLMCTS-L3B2
FGLMCTS-L4B2
PFGLMCTS-L1B1
PFGLMCTS-L2B1
PFGLMCTS-L3B1
PFGLMCTS-L4B1
PFGLMCTS-L1B2
PFGLMCTS-L2B2
PFGLMCTS-L3B2
PFGLMCTS-L4B2
SFGLMCTS-L1B1
SFGLMCTS-L2B1
SFGLMCTS-L3B1
SFGLMCTS-L4B1
SFGLMCTS-L1B2
SFGLMCTS-L2B2
SFGLMCTS-L3B2
SFGLMCTS-L4B2
PSFGLMCTS-L1B1
PSFGLMCTS-L2B1
PSFGLMCTS-L3B1
PSFGLMCTS-L4B1
PSFGLMCTS-L1B2
PSFGLMCTS-L2B2
PSFGLMCTS-L3B2
PSFGLMCTS-L4B2
SVRGLMCTS
HMCTS
PHMCTS
FGHMCTS
PFGHMCTS
SFGHMCTS
PSFGHMCTS
MALATS
FGMALATS-L1B1
FGMALATS-L2B1
FGMALATS-L3B1
FGMALATS-L4B1
FGMALATS-L1B2
FGMALATS-L2B2
FGMALATS-L3B2
FGMALATS-L4B2
SFGMALATS-L1B1
SFGMALATS-L2B1
SFGMALATS-L3B1
SFGMALATS-L4B1
SFGMALATS-L1B2
SFGMALATS-L2B2
SFGMALATS-L3B2
SFGMALATS-L4B2
ULMC
UFGLMCTS
USFGLMCTS
Uniform

>\_
A=

I II I IIIEIIIIIIEIIIIEIIIDD DD
Nttt Aottt S S S St St Lo b St b =L bR

A=

0.1, 8 = 10%,b = 1000, = 1.
0.5, 8 = 10%,b = 1000, = 1.
1,8 =102, b= 1000, = 1.
.01,8=1,b=1000,n = 1.

1,8=1,b=1000,17 =1
5,8=1,b=1000,n =1
B=1,b=1000,n = 1.

01,8 =103, b = 1000, = 1.
.1ﬁ:103b71000n71

.5/3:10 b= 1000, = 1.
,B=10%b=1000,n = 1.
01,8=1,b=1000,n = 1.
1,8=1,b=1000,n = 1.
5,8=1,b=1000,7 = 1.
,B=1,b=1000,n = 1.

01,8 =10%b = 1000,7 = 1, Aeg = 1, s = 10.
15_103b_100077_1>\,%_1,s_10
5,8 =10%b=1000,1 = 1, Aeg = 1, 5 = 10.
ﬂ:103b_1000n_1 Aieg = 1, 5 = 10.
01,8 =1,b=1000,17 = 1, Aeg = 1, s = 10.
LB=1,b=1000,n=1, e = 1, s = 10.
5,8=1,b=1000,7 = 1, Aeg = 1,5 = 10.
,B=1,b=1000,7 =1, A\eg = 1, s = 10.
01,8 =10%b = 1000, = 1, Ag = 1, 5 = 10.
.1[3—10317—10007771 Aeg = 1,5 = 10.
5,8 =10%b=1000,7 = 1, \eg = 1,5 = 10.
B—103b_1000n_1 g = 1,8 = 10.
01,8 =1,b=1000,7 = 1, Ag = 1,5 = 10.
1,8=1,b=1000,7 = 1, A\eg = 1, s = 10.
5,8=1,b=1000,7 = 1, Aeeg = 1, 5 = 10.
,B=1,b=1000,7 =1, \eg = 1, s = 10.
, batch size = 64.

eapfrog step = 10.

5,n = 1,b = 1000, leapfrog-step = 10.

5,m = 1,b = 1000, Az = 1, leapfrog-step = 10.

.5,m =1,b = 1000, s = 10, leapfrog-step = 10.
5,m=1,b= 1000, s = 10, Ay = 1, leapfrog-step = 10.
01,3 =10%,b = 1000,n = 1.

.1,8—103()—10007171

5,8 =10%b=1000,1 = 1.
B_103b_1000n—1

01,8 =1,b=1000,7 = 1.
1,8=1,b=1000,7=1
5,8=1,b=1000,n=1
,B8=1,b=1000,n7=1

01,8 =10%,b = 1000, 7 = 1, Aeg = 1, s = 10.
1, :103b—1000n71>\mg71,sf10
5,8 =10%b = 1000, = 1, Ay = 1, s = 10.
3:1031) 1000, = 1, Areg = 1,5 = 10.
01,8 =1,b=1000,7 = 1, Ag = 1,5 = 10.
1,8=1,b=1000,17 =1, Aeg = 1, 5 = 10.
5,8 =1,b=1000,1 = 1, \eg = 1, 5 = 10.
,B=1,b=1000,7 =1, Aeg = 1, s = 10.
;¥ =0.1

.01, 8 = 10%,b = 1000, n = ,=0.1

0.01,8 = 10%,b = 1000, = 1,

probability = 0.5.
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Table 8: Detailed Description of the Algorithms in the Logistic Experiments.

Algorithm Description
EpsGreedy e = 0.01.
LinTS n=1
LMCTS n=1
PLMCTS N=1 D = 1.

FGLMCTS-L1B1
FGLMCTS-L2B1
FGLMCTS-L3B1
FGLMCTS-L4B1
FGLMCTS-L1B2
FGLMCTS-L2B2
FGLMCTS-L3B2
FGLMCTS-L4B2
PFGLMCTS-L1B1
PFGLMCTS-L2B1
PFGLMCTS-L3B1
PFGLMCTS-L4B1
PFGLMCTS-L1B2
PFGLMCTS-L2B2
PFGLMCTS-L3B2
PFGLMCTS-L4B2
SFGLMCTS-L1B1
SFGLMCTS-L2B1
SFGLMCTS-L3B1
SFGLMCTS-L4B1
SFGLMCTS-L1B2
SFGLMCTS-L2B2
SFGLMCTS-L3B2
SFGLMCTS-L4B2
PSFGLMCTS-L1B1
PSFGLMCTS-L2B1
PSFGLMCTS-L3B1
PSFGLMCTS-L4B1
PSFGLMCTS-L1B2
PSFGLMCTS-L2B2
PSFGLMCTS-L3B2
PSFGLMCTS-L4B2
SVRGLMCTS
MALATS
FGMALATS-L1B1
FGMALATS-L2B1
FGMALATS-L3B1
FGMALATS-L4B1
FGMALATS-L1B2
FGMALATS-L2B2
FGMALATS-L3B2
FGMALATS-L4B2
SFGMALATS-L1B1
SFGMALATS-L2B1
SFGMALATS-L3B1
SFGMALATS-L4B1
SFGMALATS-L1B2
SFGMALATS-L2B2
SFGMALATS-L3B2
SFGMALATS-L4B2

A =0.01, 8 =103, b = 1000, n = 10.
A=0.1,8 = 10%b = 1000, n = 10.
A =0.54=10%b=1000,7n = 10.

A =1,8=10%b=1000,7n = 10.

A =0.01,8=1,b=1000,7n = 10.
,\:015:1,1;:1000,77:10.
A=0.5,8=1,b=1000,7n = 10.
A=1,8=1"b= 10007 = 10.

A =0.01,8 = 103, b = 1000, n = 10.

A=0.1, _1031;_100077_10

A =0.58=10%b=1000,7n = 10.

A=1p38= 03b—1000n—10
A=0.01,8=1,b=1000,n = 10.
A=0.1,8=1,b=1000,n =10
A=0.5,8=1,b=1000,1= 10
A=1,8=1b= 10001 = 10.

A =0.01,8 =103, b = 1000, = 10, Aeg = 1, 5 = 10.
A =0.1,8=10%0b=1000,7 = 10)\e = 1,5 = 10.
A =0.5,8=10%b=1000,1 = 10, Az = 1, s = 10.
A=1,8= O?’b_lOOOn—lO)\,Lg—ls—lO
A =0.01,8=1,b=1000,7 = 10, Ay = 1, 5 = 10.
A=0.1,8=1,b=1000,1 = 10, Ag = 1, s = 10.
A=05,8=1,b=1000,17 = 10, A\eg = 1, s = 10.
A=1,8=1b=1000,7 = 10, \g = 1, s = 10.
A =0.01,8=10%0b=1000,7 = 10, Aeg = 1, s = 10.
A=0.1,8=10%b=1000,1 = 10, \eg = 1, s = 10.
,\:05,5:103b—1000n710,\mg71,s—10
A=1,8=10%b=1000,7 = 10, Aeg = 1, 5 = 10.
,\:0015:117—10007;—10,\,6371,5—10
A=0.1,8=1,b=1000,17 = 10, \eg = 1, 5 = 10.
A=0.58=10b=1000,17 = 10, \ieg = 1, s = 10.
A:l,ﬂ:l,b:lOOOn_lo)\,eg_l,s_lo
n = 1, batch size = 64.

n=1.

A =0.01, 3 = 103, b = 1000, n = 10.

A =0.1,8 =103 b = 1000, n = 10.

A =0.58=10%b=1000,7n = 10.
A=1,8=10%b=1000,7n = 10.
A=0.01,8=1,b=1000,17 = 10
A=0.1,8=1,b=1000,n =10
A=0.508=10b=1000,n =10
A=1,8=1,b=1000,n = 10.

A =0.01,8=10%0b=1000,7 = 10, Aeg = 1, s = 10.
A=0.1,8=10%b=1000,17 = 10\ = 1, s = 10.
A =0.58=10%0b=1000,7 = 10, \reg = 1, s = 10.
A=1,8=10%b=1000,1 = 10, \ey = 1, s = 10.
A=0.01,8=1,b=1000,n7 = 10, Ay = 1, s = 10.
A=0.1,8=1,b=1000,17 = 10, g = 1, 5 = 10.
A=0.58=10b=1000,17 = 10, \ieg = 1, s = 10.
A=1,8=1,b=1000,7 = 10, \eg = 1, 5 = 10.

Table 9: Detailed Description of the Algorithms in the Neural Experiments: Adult (with ¢5 loss).

Algorithm Description
Neural-e-Greedy | € = 0.01.
LMCTS B! =0.00001, LeakyReLU.
FGLMCTS B~ =0.00001, LeakyReLU, A = 0.1, b = 10.
SFGLMCTS B~ =0.00001, LeakyReLU, A = 0.1, b = 10, s = 10.
NeuralUCB Areg = 0.001.
NeuralTS ReLU, v = 0.000001, Are = 0.01
FG-Neural TS ReLU, v = 0.000001, Areg = 0.0, A=1,b=1
SFG-NeuralTS | ReLU, » = 0.000001, Areg =00L,A=1,b=1,s=10.
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Table 10: Detailed Description of the Algorithms in the Neural Experiments: Covertype (/5 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.4.
LMCTS BCE loss, 5~ = 0.000001, LeakyReLU.
FGLMCTS BCE loss, 3~ = 0.00001, LeakyReLU, A = 0.05, b = 10.
SFGLMCTS BCE loss, 5~ = 0.00001, LeakyReLU, A = 0.05, b = 10, s = 10.
NeuralUCB BCE loss, Areg = 0.001.
Neural TS ReLU, v = 0.01, Are = 0.001.
FG-Neural TS ReLU, v = 0.01, A = 0.001, A = 1.0, b = 1.0.
SFG-NeuralTS | ReLU, v = 0.01, A, = 0.001, A = 1.0, b = 1.0, s = 10.

Table 11: Detailed Description of the Algorithms in the Neural Experiments: Magic ({5 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.1.
LMCTS Bt =0.001, ReLU.
FGLMCTS B~1 =0.001, ReLU, X = 0.05, b = 10.
SFGLMCTS Bt =0.001, ReLU, A = 0.05, b = 10, s = 10.
NeuralUCB Areg = 0.001.
NeuralTS ReLU, v = 0.00001.
FG-NeuralTS ReLU, v = 0.00001, A =1, =
SFG-NeuralTS | ReLU, v = 0.00001, A =1,b = = 10.

Table 12: Detailed Description of the Algorithms in the Neural Experiments: Mushroom (5 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.1.
LMCTS B~1 =0.00001, LeakyReLU.
FGLMCTS B~ =0.00001, LeakyReLU, A = 0.05, b = 10.
SFGLMCTS B~ =0.00001, LeakyReLU, A = 0.05, b = 10, s = 10.
NeuralUCB Areg = 0.00001.
NeuralTS ReLU, v = 0.00001, Arg = 0.00001.

FG-NeuralTS
SFG-NeuralTS

ReLU, v = 0.00001, Arg = 0.00001, A =1, b =

ReLU, v = 0.00001, Are = 0.00001, A = 1,b = = 10.

Table 13: Detailed Description of the Algorithms in the Neural Experiments: Shuttle ({5 loss).

Algorithm Description
Neural-e-Greedy | € = 0.01.
LMCTS 871 =0.0001, LeakyReLU.
FGLMCTS Bt =0.0001, LeakyReLU, A = 0.05, b = 10.
SFGLMCTS 871 =0.0001, LeakyReLU, A = 0.05, b = 10, s = 10.
NeuralUCB Areg = 0.0001.
NeuralTS ReLU, v = 0.000001, Are = 0.01.

FG-NeuralTS
SFG-NeuralTS

ReLU, v = 0.000001, Are = 0.01, A
ReLU, v = 0.000001, )\reg =0.01, A
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Table 14: Detailed Description of the Algorithms in the Neural Experiments: MNIST_784 ({5 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.01.
LMCTS B~1 =0.00001, LeakyReLU.
FGLMCTS B~1 =0.00001, LeakyReLU, X = 0.05, b = 10.
SFGLMCTS B~1 =0.00001, LeakyReLU, A = 0.05, b = 10, s = 10.
NeuralUCB Areg = 0.00001.
NeuralTS ReLU, v = 0.00001, Are = 0.00001.
FG-NeuralTS ReLU, v = 0.00001, Are = 0.00001, A = 0.05, b = 10.
SFG-NeuralTS | ReLU, v = 0.00001, A\, = 0.00001, A = 0.05, b = 10, s = 10.

Table 15: Detailed Description of the Algorithms in the Neural Experiments: FINANCIAL (/2 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.1.
LMCTS B~ = 0.001, LeakyReLU.
FGLMCTS B~ =0.001, LeakyReLU, A = 0.1,b = 1.0.
SFGLMCTS B~ =0.001, LeakyReLU, A = 0.1,b = 1.0, s = 10.
NeuralUCB Areg = 0.0001
Neural TS ReLU, v = 0.000001, Are = 0.01.

FG-NeuralTS
SFG-NeuralTS

ReLU, v = 0.000001, Areg = 0.01, A = 0.01, b = 1.
ReLU, v = 0.000001, Aree = 0.01, A = 0.01,b =1, s = 10.

Table 16: Detailed Description of the Algorithms in the Neural Experiments: JESTER (/2 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.1.
LMCTS B~ =0.001, LeakyReLU.
FGLMCTS B~ =0.001, LeakyReLU, A = 0.1,b = 1.0.
SFGLMCTS B~ =0.001, LeakyReLU, A = 0.1,b = 1.0, s = 10.
NeuralUCB Areg = 0.0001.
NeuralTS ReLU, v = 0.000001, Are = 0.01.

FG-NeuralTS
SFG-NeuralTS

1.
1,s

ReLU, v = 0.000001, Aree = 0.01, A = 1,0
ReLU, v = 0.000001, Areg = 0.01, A =1,5

10.

Table 17: Detailed Description of the Algorithms in the Neural Experiments: RESTAURANTRATINGS

(5 loss).
Algorithm Description
Neural-e-Greedy | € = 0.01.
LMCTS B~1 =0.0001, LeakyReLU.
FGLMCTS B~ =0.0001, LeakyReLU, A = 0.01,b = 1.0.
SFGLMCTS B~1 =0.0001, LeakyReLU, A = 0.01,b = 1.0, s = 10.
NeuralUCB Areg = 0.01.
NeuralTS ReLU, v = 0.00001, Are = 0.01.

FG-NeuralTS
SFG-Neural TS

ReLU, v = 0.00001, Arg = 0.01, A = 0.01, b
ReLU, v = 0.00001, Aree = 0.01, A = 0.01, b
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Table 18: Detailed Description of the Algorithms in the Neural Experiments: CIFAR-10 (/2 loss).

Algorithm Description
Neural-e-Greedy | ¢ = 0.01.
LMCTS S~ = 0.000001, LeakyReLU.
FGLMCTS B~ = 0.000001, LeakyReLU, A = 0.01,b = 1.0.
SFGLMCTS B~ = 0.000001, LeakyReLLU, A = 0.01,b = 1.0, s = 10.
NeuralUCB Areg = 0.01.
Neural TS ReLU, v = 0.00001, A = 0.01.
FG-NeuralTS ReLU, v = 0.00001, Are = 0.01, A = 0.01, b = 1.0.
SFG-NeuralTS | ReLU, v = 0.00001, Arg = 0.01, A = 0.01,b = 1.0, s = 10.

E Further Experimental Results
This section lists all our main experimental results.

E.1 Linear Contextual Bandits

This subsection provides our main experimental results for our linear contextual bandit experiments.

Low-dimensional setting. For the d = 20 setting, Tables 19 and 20 provide our experiments over
linear contextual bandits for 3 = 10% and 3 = 1 (respectively), where we modify the feel-good
parameter A in the loss-likelihood for values A € {0.01,0.1,0.5,1.0}. The corresponding vanilla
Thompson sampling cumulative regret values are equivalent to setting A = 0. For these values, we
direct the reader to Table 1. These experiments strongly indicate that setting A = 0.01 outperforms
the case where A = 0 (as well as other choices of \). Especially for SFGMALATS, which enjoys
optimal regret in this setting, the regret is considerably smaller than that of LMCTS and FGLMCTS.

Table 19: Cumulative Regret incurred by the Linear bandits in d = 20 and 3 = 102. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0

FGLMCTS 627+ 120 508+ 158 2358 +1858 612.7+340.4
FGMALATS 62.7+255 63.7+145 212.8+170.0 5283 +377.2
PFGLMCTS 132.7£19.1 1403 +24.4 193.2+472 332942212
PSFGLMCTS 137.1 £27.5 1305+ 13.8 183.1+37.3 286.1 +134.1
SFGLMCTS 652+ 123 8204326 223.8+190.1 546.0+357.6
SFGMALATS 56.2+22.8 684+262 1734+ 110.1 486.2 £ 347.1

Table 20: Cumulative Regret incurred by the Linear bandits in d = 20 and S = 1. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1

FGLMCTS 2019.4 +163.3 2031.8 +163.3 2058.1 £203.8 2164.5 +203.2
FGMALATS 61.5 + 329 58.1+11.0 337.7 £ 1624  760.0 £310.2
PFGLMCTS 2177.0 £ 168.8 2070.4 + 189.0 2419.6 +384.9 2472.2 + 409.3
PSFGLMCTS 2196.4 + 3384 2252.5 £286.5 2296.2+3244 2157.8+414.3
SFGLMCTS 2003.2 £ 1622 20182 +170.6 2062.7 +181.2 21124 +211.7
SFGMALATS 70.3 £43.5 669.1 £ 1839.6  366.0 +183.6  758.7 £ 303.5

High-dimensional setting. For the d = 40 setting, Tables 21 and 22 provide our experiments over
linear contextual bandits for 3 = 102 and 8 = 1 (respectively), where we modify the feel-good
parameter ) in the loss-likelihood for values A € {0.01,0.1,0.5,1.0}. As before, we see that setting
the feel-good parameter A to be 0.01 outperforms the case where A = 0 (as well as other choices of
A). As before, this particularly carries forward for FGMALATS and SFGMALATS which experience
the lowest cumulative regrets.
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Table 21: Cumulative Regret incurred by the Linear bandits in d = 40 and 3 = 10°. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0

FGLMCTS 131.2+£11.7 1221+£15.1 1784+21.0 241.1+£33.8
FGMALATS 100.4 £20.9 99.0 £20.6 153.9+25.1 269.3 +122.6
PFGLMCTS 150.1 £15.8 135.5+£15.4 179.8+23.2 274.2+39.0
PSFGLMCTS 142.0£15.1 169.5£20.2 208.4+24.8 277.9+43.1
SFGLMCTS 126.2£21.7 131.1+£6.5 176.3+18.7 262.8£76.5
SFGMALATS 98.2+19.5 102.6+14.4 143.0£20.2 215.1+54.0

Table 22: Cumulative Regret incurred by the Linear bandits in d = 40 and 8 = 1. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0

FGLMCTS 4527.6 £169.2 4514.4+£179.7 4447.9 +147.8 4400.5 £ 151.3
FGMALATS 94.3 +23.4 98.2 +£24.2 140.8 £ 254 428.7 + 166.7
PFGLMCTS 4930.6 £ 321.8 4802.5 +444.9 4725.0+491.9 4642.6 4+ 328.6
PSFGLMCTS 4855.1 +£350.1 4852.9 £351.2 4708.2+300.2 4665.1 +435.1
SFGLMCTS 4499.2 £ 118.1 4486.4 £ 135.7 4406.7 +139.6 4395.4 4+ 166.3
SFGMALATS  100.1 £19.2 110.6 £ 12.7 130.1 £ 16.7 425.7 + 155.3

E.1.1 Posterior Analysis

A central theme of our work is that given MCMC-based TS variants compute an approximate posterior
m; through sampling procedures, we wish to measure how faithfully these MCMC approximations
capture the true Bayesian posterior? To disentangle these factors, following Riquelme et al. (2018), we
conduct a controlled posterior quality analysis where all algorithms observe identical data, allowing
us to isolate approximation quality from exploration strategy. Our analysis is motivated by the
following observation: if 7; is consistently close to the true posterior 7y across timesteps and arms,
then the MCMC approximation preserves the Bayesian reasoning that underpins TS’ theoretical
properties. Conversely, significant divergence between 7; and 7; suggests that the algorithm’s beliefs
are systematically biased, potentially undermining exploration-exploitation balance.

We consider a linear contextual bandit with K = 6 arms in d = 20 dimensions, following the model
proposed by Russo and Roy (2016). For each arm ¢ € {1, ..., K}, the reward function is:

Tit = Xt—rﬂi + €, € NN(Oaaz)

where X; € R? is the context vector and 3; € R is the arm-specific parameter. We set the prior
Bi ~ N (0, \"11d) with A = 1.0 and observation noise o = 0.5.

To ensure a fair comparison across algorithms, we generate a fixed dataset that all algorithms observe.
We first sample true parameters 3; ~ N (0,1,) for each arm i, representing the ground truth (which
is unknown to the algorithms). To generate the contexts, we form 7" = 2000 context vectors with

planted correlation structures to induce non-isotropic posteriors. We begin with X t(o) ~ N(0,1,)
and apply transformations Xt(l) «— 1.7 Xt(l) and Xt(2) < 0.55 - Xt(z) +0.6 - Xt(l). This creates

elliptical posteriors as seen in Figure 2. Next, to generate the rewards, for each time step ¢, each
algorithm chooses action a; and observes reward r, = XtT Ba, + € where ¢ ~ N (0, 02).

Computing the true posterior. For the linear-Gaussian model, the posterior distribution admits a

closed-form solution. Let D,Ei) = {(Xs,rs) : as = i,s < t} denote the data collected for arm ¢ up to

time ¢, with ngi) = |D,§i)| observations. The posterior for 3; is Gaussian with

(1) _ n T
Apoe = Ma + —3 > XX’ )
(X,r)en{?
2o = (A1 (10)

32



i i n
ot = Spow 3 D X, (1)
(X,r)eD?

where 7 is the inverse temperature parameter. This analytical posterior for each i is (77)(®) ~

N (ul(fgst, E;fgst), which serves as our ground truth for comparison. The linear bandit problem with
block-diagonal feature map ¢(X, a) results in independent posteriors for each arm. When arm j # i is

played, the posterior 3; remains unchanged. This allows us to analyze each arm’s posterior separately.

For each algorithm, we extract posterior samples at the final timestep 7. LinTS maintains the
exact posterior analytically via Sherman-Morrison updates. Therefore, we directly sample from
N (pLints, ZLinTs) to obtain 1500 posterior samples. However, for the MCMC variants such as
LMCTS, MALATS, and preconditioned variants, we extract samples by repeatedly invoking the un-
derlying MCMC sampling algorithm. Each call performs K = 100 MCMC iterations (Langevin steps,
MALA steps, or leapfrog integrations for HMC), producing one sample from the approximate pos-
terior 7r;. We provide 2D scatter plots of (81, 32) projections showing 1500 samples from 7} (green)
and 7, (red). Overlapping clouds indicate good approximation, whereas separation reveals bias.
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Figure 2: MCMC Sampling with the True Linear Posteriors. From top to bottom, we plot the true
posteriors in green, and the sampled posteriors of Feel-Good LMCTS, Linear TS, LMCTS, MALATS,
and PLMCTS in blue.

Based on Figure 2, we see that an algorithm may exhibit high cumulative regret due to under-
exploration or due to poor approximation. Posterior analysis disambiguates these failure modes. For
instance, PLMCTS’ approximation of the true posterior is most egregious and displays a bias in its
approximation; conversely, MALATS’ and LinTS’ posterior approximation are tight and match the
true posterior. While LMCTS and FGLMCTS appear to be unbiased estimators of the true posterior,
their variances can be much larger in under-explored arms.
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E.2 Logistic Bandits

This subsection provides our main experimental results for our logistic bandit experiments.

Low-dimensional setting. For the d = 20 setting, Tables 23 and 24 provide our experiments over
logistic bandits for 3 = 103 and 3 = 1 (respectively), where we modify the feel-good parameter A in
the loss-likelihood for values A € {0.01,0.1,0.5,1.0}. As before, we see that setting the feel-good
parameter A to be 0.01 in FGMALATS and SFGMALATS outperforms the case where A = 0 (as
well as other choices of \).

Table 23: Cumulative Regret incurred by the Logistic bandits in d = 20 and 3 = 103. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0

FGLMCTS 263.2 +704 2852 +58.0 229.8+37.0 265.6+70.0
FGMALATS 293.1 £96.1 284.7 £107.2 295.6 £106.5 288.2+95.9
PFGLMCTS 913.6 £322.3  791.5 £208.8 849.6 £230.2 868.9 £226.6
PSFGLMCTS  821.9 £246.9 755.2 £203.7 691.2 £127.6 733.1 £204.1
SFGLMCTS 295.8+63.2 297.8+ 783 305.6£1099 2423 £+ 58.1
SFGMALATS 297.7 +£81.1 326.1 £52.5 283.5+£107.1 226.7 + 67.5

Table 24: Cumulative Regret incurred by the Logistic bandits in d = 20 and 5 = 1. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0
FGLMCTS 794.0 £ 169.3 828.8 £108.1 838.1 £101.5 755.1 & 156.7
FGMALATS 299.0 £ 50.8 282.7+£49.5 254.6 + 121.9 245.5 £90.5
PFGLMCTS 2412.8 £535.9  2347.9 £519.8 2844.7 £1068.6 3106.0£975.9
PSFGLMCTS 2619.3 +1072.6 28323 +£771.7 2478.7+814.6 3119.9+736.4
SFGLMCTS 831.7 £ 195.5 884.1 £ 159.9 747.9 £76.2 842.3 +£118.3
SFGMALATS 237.5 + 88.9 241.4 + 68.5 246.2 £ 54.6 233.0 £ 399

High-dimensional setting. For the d = 40 setting, Tables 25 and 26 provide our experiments over
logistic bandits for 3 = 103 and 3 = 1 (respectively), where we modify the feel-good parameter \ in
the loss-likelihood for values A € {0.01,0.1,0.5,1.0}. Here, setting the feel-good parameter ) to be
either 0.01 or 0.1 favors each algorithm differently. These benefits are most evident in FGMALATS,
SFGLMCTS, and SFGMALATS.

Table 25: Cumulative Regret incurred by the Logistic bandits in d = 40 and 3 = 102. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0
FGLMCTS 391.1 £103.8 415.6 £ 66.3 396.8 £77.5 354.9£73.6
FGMALATS 394.3 £ 69.5 365.7 + 50.0 385.0£51.1 353.1 £39.8
PFGLMCTS 964.3 £148.7 1025.6 +=141.3 954.8 £230.7 1009.6 £173.7
PSFGLMCTS 1006.8 £242.5 972.3+182.0 999.3+167.4 1014.0£193.9
SFGLMCTS 413.6 £64.8 400.5 £72.8 371.7£65.9 3403 £ 77.7
SFGMALATS  413.1 +77.6 367.6 £ 52.8 356.6 + 54.0 364.9 £70.3
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Table 26: Cumulative Regret incurred by the Logistic bandits in d = 40 and 3 = 1. Values reported
are the mean over 10 independent trials with standard deviation.

Algorithm A=0.01 A=0.1 A=0.5 A=1.0
FGLMCTS 1486.4 £ 114.0 1531.5+128.0 1606.5 £+ 120.0 1521.5+153.4
FGMALATS 359.6 + 58.2 372.1£61.1 401.0 £ 56.6 428.0 £43.5
PFGLMCTS 2315.0£207.2 2523.4+£222.3 2787.6+348.2 2816.6 £ 281.8
PSFGLMCTS  3206.1 +£200.1 1572.3 +£100.1 1532.0£230.7 1723.7+139.9
SFGLMCTS 475.3 +£46.4 480.1 £ 52.8 5927.7 £ 85.5 540.0£91.1
SFGMALATS  464.4 £78.2 399.1 £ 62.1 416.0 = 68.0 385.5 £58.2

E.3 Wheel Bandits

This subsection provides our experimental results for the wheel bandit problem. Table 27 shows our
experiments for the wheel bandit in the d = 2 setting, where we fix the feel-good parameter A = 0.01
and inverse temperature 3 = 103. We observe that PSFGLMCTS, PEGLMCTS, and FGMALATS
generally outperform the other variants. This is also true as § = 0.99 and the performance of
all algorithms increases (as expected). We observe here that the (surprising) performance of the
preconditioned feel-good variants of LMCTS can be attributed to approximating the posterior shifted
due to the preconditioning, which (due to the sensitivity of the wheel bandit task) is benign.

Table 27: Cumulative Regret incurred by the Wheel bandits in d = 2 dimensions. All the Feel-Good
variants had A = 0.01, 3 = 103, and all the smoothed Feel-Good variants have s = 10. The values
reported are the mean over 10 independent trials with standard deviation.

Algorithm 6 =10.01 0=0.1 0 =0.5 0 =0.99

LMCTS 33505+ 10.0 33492+ 12.6 2581.0+£99 316.0£4.7
SVRGLMCTS 33925+ 169 33347+422 25683 +£23.6 313.3+13.0
PLMCTS 33755+ 18.1 3352.1£2.7 2577.0+ 142 320.6 + 14.7
MALATS 3404.6 £ 12.8 33162+ 145 26149 +219 314.1+358
SFGMALATS 33839+ 157 33395+ 183 2569.8+11.2 3283+75
FGMALATS 33492 £ 142 32849 +21.6 2561.3+13.8 309.0+6.9
PSFGLMCTS  3340.4 £+ 16.8 3347.0 £ 194 2569.3 £12.7 2943 +8.2
FGLMCTS 34177 £ 13.5 33506+ 179 25620+ 14.6 322.0£09.1
PFGLMCTS 33495+ 159 3357.4+£20.1 25778+ 119 3043+7.38
SFGLMCTS 33442 + 147 33781+ 165 2577.8+13.2 3214+85

E.4 Other Experiments

Table 28 provides details of the linear contextual bandits experiments with every LMC variant. We see
here that LMCTS, PLMCTS, and SVRGLMCTS have the lowest standard deviation, and that LMCTS
and SVRGLMCTS have the lowest regret. Next, Table 29 provides similar experiments over the
MALA suite of algorithms. Our experiments show that MALATS, FGMALATS, and SFGMALATS
conclusively outperform any of the experiments from the LMC suite. Moreover, PHMCTS, while
competitive (and with minimal standard deviation), is not as performant as MALATS. Finally, we
provide results for the LMC algorithms with damping for the linear contextual bandit setting in
Table 31. These results show that overdamped (vanilla) Langevin methods significantly outperform
any of the corresponding underdamped experiments.
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Table 28: LMC-TS variants (d = 20 dimensions and 8 = 10%)

Algorithm Cumulative regret
LMCTS 62.6 = 9.5
PLMCTS 1344 £ 199
FGLMCTS-L1Bl1 263.2 £70.4
FGLMCTS-L2B1 285.2 £58.0
FGLMCTS-L3B1 229.8 £37.0
FGLMCTS-L4B1 265.6 = 70.0
PFGLMCTS-L1BI1 913.6 +322.3
PFGLMCTS-L2B1 791.5 £ 208.8
PFGLMCTS-L3B1 849.6 £ 230.2
PFGLMCTS-L4B1 868.9 £ 226.6
SFGLMCTS-L1B1 295.8 £63.2
SFGLMCTS-L2B1 297.8 £78.3
SFGLMCTS-L3B1 305.6 £ 109.9
SFGLMCTS-L4B1 242.3 £ 58.1
PSFGLMCTS-L1B1 821.9 £ 246.9
PSFGLMCTS-L2B1 755.2 +£203.7
PSFGLMCTS-L3B1 691.2 £ 127.6
PSFGLMCTS-L4B1 733.1 £204.1
SVRGLMCTS 732 £31.1

Table 29: MALA-TS/HMC-TS variants (d = 20 and 3 = 10%)

Algorithm Cumulative regret
MALATS 61.3 £26.6
FGMALATS-L1B1 62.6 £25.5
FGMALATS-L2B1 63.7 £ 14.5
FGMALATS-L3B1 212.8 £ 170.0
FGMALATS-L4B1 528.3 £377.2
SFGMALATS-L1B1 56.2 £22.8
SFGMALATS-L2B1 68.4 +26.2
SFGMALATS-L3B1 173.4 + 110.1
SFGMALATS-L4B1 486.2 £ 347.1
HMCTS 241.2 £107.0
PHMCTS 90.0 +9.2
FGHMCTS 262.5 £ 85.7
PFGHMCTS 282.7 £ 156.0
SFGHMCTS 395.9 £ 504.7
PSFGHMCTS 248.1 £ 147.4

Table 30: Other Benchmarked linear and logistic experiments (with d = 20 and 3 = 10%)

Algorithm Cumulative regret in linear setting Cumulative regret in logistic setting

LinUCB 73.0 £ 13.8 176.9 +41.9
EpsGreedy 19879 £+ 7454.3 2899.2 £ 677.9
LinTS 114.7 £ 8.8 179.9 £ 53.2
Uniform 5010 +£ 2500 5008 + 2500
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Table 31: Linear experiments on Damping (with d = 20, A = 0.01, = 0.1, and 3 = 10%)

Algorithm Cumulative regret without damping Cumulative regret with damping
LMCTS/ULMCTS 62.6 +9.5 2609.9 4+ 238.1
FGLMCTS/UFGLMCTS 62.7 +12.0 3155.0 £291.6
SFGLMCTS/USFGLMCTS 65.2 +12.3 2781.2 + 164.8

E.5 Neural Bandits

This subsection provides our main experimental results for our neural bandit experiments. Tables 32
and 33 detail the results of our experiments on classification tasks on 7 UCI datasets ((ADULT,
SHUTTLE, MAGICTELESCOPE, MUSHROOM, COVERTYPE), the RESTAURANTRATINGS (SCI) and
JESTER datasets), FINANCIAL dataset and two vision benchmarks, MNIST_784 and CIFAR-10.
Our experiments show that FGLMCTS generally loses its competitive edge on the neural tasks: for
instance, the simple/cumulative regret of SFGLMCTS and FGLMCTS is much worse than vanilla
LMCTS on a number of tasks.

Table 32: Cumulative Regret incurred by the Neural Models. Values reported are the mean over 5
independent trials with standard deviation.

Dataset LMCTS FGLMCTS SFGLMCTS Neural-e-Greedy NeuralUCB
Adult 2456.6 + 36.5 3505.0 £ 2257.5 4505.6 &= 2772.0  2658.0 £ 362.7 2444.4 £+ 160.1
Covertype 7594.0 £ 892.0 7567.8 £454.5 8006.0 £1035.6  4629.4 + 1323 4798.4 £102.2
Magic Telescope 2220.0 + 40.7 2197.6 £ 167.7 2193.2 £ 34.0 2005.2 £ 53.5 2112.2 £ 16.6
Mushroom 324.6 + 102.6 283.2 +20.2 440.6 £ 89.5 124.0 £ 41.4 145.6 £ 25.2
Shuttle 210.2 +£49.0 2144 £ 51.6 1503.0 £ 2721.0 372.4 +£425.8 2981.2 £4225.9
MNIST_784 2854.6 £29459 2542.6 + 2366.2  2935.0 +3349.5 3248.0 £1709.0  5442.8 £ 356.2
Financial 474.6 £23.7 4758 £7.6 478.4 £ 6.1 4715 £4.7 431.5 £ 3.1
Jester 3468.8 + 16.8 3469.7 £ 11.9 3497.7 £ 21.5 3492.3 £25.5 35059 £ 15.2
RestaurantRatings ~ 8452.6 £+ 237.8 8362.0 £ 389.8 8646.2 + 268.9 8814.8 £ 2.2 8826.6 + 1.8
CIFAR-10 16962.8 + 693.2 17344.8 £297.8 17686.8 9142 17217.4 £356.3 20815.0 £ 203.3

Table 33: Simple Regret incurred by the Neural Models. Values reported are the mean over 5
independent trials with standard deviation.

Dataset LMCTS FGLMCTS SFGLMCTS  Neural-e-Greedy NeuralUCB
Adult 1216 £5.2 176.6 £98.0 220.6 + 124.6 117.8 £7.2 113.6 £ 6.8
Covertype 232.0+31.6 222.84+38.1 245.6 £38.7 112.2 £ 12.2 120.8 +9.4
Magic Telescope 88.6 +2.4 914+34 82.8 £89 86.4+5.5 924 £10.8
Mushroom 1.2+ 1.30 1.2 £1.30 1.2 £1.30 0.0 0.0 1.8 £2.49
Shuttle 3.6+ 1.0 3.0+£09 132 £ 18.1 28+0.8 110.6 £ 194.7
MNIST_784 109.4 £163.1 94.0 £109.6 124.6 +168.5 108.6 + 98.0 2356 £21.9
Financial 246+25 24.1+£0.7 242+15 243+ 1.1 219 £0.7
Jester 1733 £49 1724 +£52 1715+ 6.9 1754+ 39 1714+ 2.8
RestaurantRatings ~ 421.2 £ 134 4150 £22.6 439.0£11.3 4440 £ 0.0 439.0 £ 0.0
CIFAR-10 300.8 +19.1 3146+ 154 325.0+£255 323.8+11.9 403.4 £ 8.6
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Table 34: Cumulative Regret incurred by the Neural Thompson Sampling models. Values reported
are the mean over 5 independent trials with standard deviation.

Dataset NeuralTS FG-NeuralTS SFG-NeuralTS
Adult 3128.0 = 1187.5 2659.4 + 73.0 2483.8 + 29.5
Covertype 5867.4 + 319.6 12816.0 £+ 13.8 8868.4 +271.0
Magic Telescope 2089.2 + 32.1 3732.0 +50.9 4668.2 + 1625.1
Mushroom 117.2 + 334 4018.6 + 100.3 5234.2 4+ 1293.8
Shuttle 757.0 £ 1178.9 2867.0 + 264.4 8414.4 4+ 3482.5
MNIST_ 784 2505.4 + 570.9 8960.4 £ 45.0 8990.2 4+ 40.0
Financial 6324.0 = 9174 7131.2 + 196.8 6403.2 + 365.8
Jester 38.6 +42.3 2295.8 + 1593.0 435.2 +306.0
RestaurantRatings 8695.0 + 33.2 8675.80 £+ 19.31 8759.6 +23.7
CIFAR-10 20568.6 - 81.5  21252.60 +162.90 21291.8 £ 203.9

Table 35: Simple Regret incurred by the Neural Thompson Sampling models. Values reported are the
mean over 5 independent trials with standard deviation.

Dataset NeuralTS FG-NeuralTS  SFG-NeuralTS
Adult 107.6 + 12.8 121.6 £ 6.1 127.8 £ 6.3
Covertype 141.6 = 9.6  424.6 +10.0 258.6 + 20.1
Magic Telescope 914+79 174.6 = 13.0 233.6 + 80.3
Mushroom 0.0 £0.0 187.6 + 7.8 265.8 + 56.8
Shuttle 3.6 £3.6 1114 £85 419.8 £+ 168.8
MNIST.784 364 +58 446.8 +£ 7.2 449.0 £11.0
Financial 311.2 £ 49.1 356.2 £ 8.5 311.2+ 199
Jester 0.0 £0.0 454 +45.7 02404
RestaurantRatings  432.0 = 3.8  430.80 £ 5.07 4322 +5.8
CIFAR-10 397.4 +9.6 839.60 + 9.7 6.50 £9.0

E.6 Ablation Studies for Preconditioning

We detail our ablation study on the effect of preconditioning in MCMC-TS and MCMC-FGTS.
Preconditioning is widely believed to be useful for faster convergence of various optimization
routines (Bhattacharya and Jiang, 2023; Li et al., 2016; Millard et al., 2025; Pidstrigach, 2022; Titsias,
2023). Nevertheless, our experiments reveal that in linear and logistic bandits, adding a preconditioner
leads to generally higher regrets (with an exception in HMCTS, where adding a preconditioner has a
generally positive effect on the cumulative regret).

Linear Bandits. Table 36 details the effect of preconditioning in our linear experiments.

Table 36: Cumulative regret of linear bandits with and without preconditioning (d = 20, 3 = 103)

Algorithm No Preconditioning  Preconditioning
LMCTS 62.6 =9.5 134.4 £ 19.9
FGLMCTS-L1B1 263.2 +70.4 913.6 £322.3
FGLMCTS-L2B1 285.2 + 58.0 791.5 + 208.8
FGLMCTS-L3B1 229.8 £+ 37.0 849.6 + 230.2
FGLMCTS-L4B1 265.6 + 70.0 868.9 1+ 226.6
SFGLMCTS-L1B1 295.8 +63.2 821.9 +246.9
SFGLMCTS-L2B1 297.8 +78.3 755.2 £+ 203.7
SFGLMCTS-L3B1 305.6 + 109.9 691.2 + 127.6
SFGLMCTS-L4B1 242.3 +58.1 733.1 £ 204.1
HMCTS 241.2 +£107.0 90.0 9.2
FGHMCTS 262.5 + 85.7 282.7 £ 156.0
SFGHMCTS 395.9 + 504.7 248.1 + 147.4
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Logistic Bandits. Table 37 details the effect of preconditioning in our experiments over the logistic
bandit setting.

Table 37: Cumulative regret of logistic bandits with and without preconditioning d = 20, 3 = 103.

Algorithm No Preconditioning  Preconditioning
LMCTS 202.7 £ 44.1 889.7 4+ 248.0
FGLMCTS-L1B1 263.2 £ 704 913.6 + 322.3
FGLMCTS-L2B1 285.2 + 58.0 791.5 + 208.8
FGLMCTS-L3B1 229.8 £+ 37.0 849.6 +230.2
FGLMCTS-L4B1 265.5 +£70.0 868.9 4+ 226.6
SFGLMCTS-L1B1 295.8 + 63.2 821.9 4+ 246.9
SFGLMCTS-L2B1 297.8 £78.3 755.2 £ 203.7
SFGLMCTS-L3B1 305.6 + 109.9 691.2 + 127.6
SFGLMCTS-L4B1 242.3 + 58.1 733.1 £ 240.1

F Datasets

This section lists the datasets we benchmark our MCMC algorithms on.

Table 38: Statistics of the benchmark datasets. Context dimension equals #arms x #attributes.

Dataset Attributes (d) Arms (IN) Context dim (Nd) Instances
Adult 14 2 28 48 842
Covertype 54 7 378 581012
Magic Telescope 10 2 20 19020
Mushroom 22 2 48 * 8124
Shuttle 9 7 63 58000
MNIST_784 784 10 7840 70000
Jester 32 8 256 19181
Financial 21 8 168 3713
CIFAR-10 3072 10 30720 10000
Restaurant 128 127 16256 1161
Random-Synthetic-Linear-20 20 5 100 10000
Random-Synthetic-Linear-40 40 5 200 10000
Random-Synthetic-Logistic-20 20 50 1000 10000
Random-Synthetic-Logistic-40 40 50 2000 10000
Wheel-2-da 2 5 10 5000
Wheel-2-5b 2 5 10 5000
Wheel-2-dc 2 5 10 5000
Wheel-2-4d 2 5 10 5000

*After one-hot encoding of categorical attributes.

F.1 Real-World Datasets

We add to the collection of datasets that Riquelme et al. (2018) tested Thompson Sampling on. For
convenience, we provide a description of these datasets below.

Mushroom. The Mushroom Dataset (Lincoff, 1997) contains 22 mushroom features and labels for
whether the mushroom is safe to consume: {“poisonous”, “safe” }. As in Blundell et al. (2015), we
create a bandit problem where the agent must decide whether to eat the mushroom. In this setting,
eating a safe mushroom delivers a deterministic reward of +5, and eating a poisonous mushroom
provides a randomized reward of +5 with probability 1/2 and —35 reward with probability 1/2. If
the agent does not eat a mushroom, then the reward is 0. In this case, we set T' = 10000.

Shuttle (Statlog). The Shuttle Statlog Dataset (Asuncion et al., 2007) provides the value of d = 9
indicators during a space shuttle flight, and the goal is to predict the state of the radiator subsystem of
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the shuttle. There are k = 7 possible states, and if the agent selects the right state, then reward 1 is
generated. Otherwise, the agent obtains no reward (r = 0). We set 7" = 10000.

Covertype. The Covertype Dataset (Asuncion et al., 2007) classifies the cover type of northern
Colorado forest areas in k = 7 classes, based on d = 54 features, including elevation, slope, aspect,
and soil type. Again, the agent obtains reward 1 if the correct class is selected, and 0 otherwise. We
run the bandit for 7' = 15000 iterations.

Financial. Following Riquelme et al. (2018), we created a Stock Dataset by pulling the prices of
d = 21 publicly-traded companies in NYSE and NASDAQ for the last 14 years (7' = 3713 days).
For each day, the context was the open-to-close price changes for each stock. We synthetically created
the arms to be linear combinations of the contexts, representing k = 8 different potential portfolios.

Jester. Following Riquelme et al. (2018), we created a recommendation system bandit problem as
follows. The Jester Dataset (Goldberg et al. (2001)) provides continuous ratings in [—10, 10] for 100
jokes from a total of 73421 users. We find a complete subset of 7' = 19181 users rating all 40 jokes.
As in Riquelme et al. (2018), we take d = 32 of the ratings as the context of the user, and k = 8 as
the arms. The agent recommends one joke, and obtains the reward corresponding to the rating of the
user for the selected joke.

Adult. The Adult Dataset (Asuncion et al., 2007; Kohavi, 1996) comprises personal information
from the US Census Bureau database, and we consider the d = 14 different occupations as feasible
actions, based on 94 covariates. As in previous datasets, the agent obtains reward 1 for making the
right prediction, and 0 otherwise. We set 7" = 10000.

Telescope. The MAGIC Telescope dataset (Asuncion et al., 2007) comprises of d = 10 real-valued
features on cosmic ray events (length, energy, etc.), and a binary label for whether the event is a
gamma-ray or a hadron. As in before, the agent obtains a reward 1 for making the right prediction,
and 0 otherwise. We set 7" = 10000.

MNIST_784. MNIST (LeCun, 2010) comprises of d = 784 real-valued features corresponding to
flattened 26 x 26 images of k = 10 hand-drawn digits from 0 to 9. The task again is to make a
prediction a € {0,...,9} of the digit in the image, where the agent gets reward 1 for making the
right prediction and 0 otherwise. We set the horizon of the game to be 7' = 10000.

CIFAR-10. CIFAR-10 (Krizhevsky, 2009) comprises of d = 3072 real-valued features corresponding
to flattened 32 x 32 x 3 RGB images of k = 10 object classes (airplanes, cars, birds, cats, deer, dogs,
frogs, horses, ships, and trucks). The task is to make a prediction a € {0,...,9} of the object class
in the image, where the agent gets reward 1 for making the correct prediction and 0 otherwise. We
set the horizon of the game to be 7" = 25000.

RestaurantRatings. Restaurant (Medelln and Serna, 2011) contains of d = 128 real-valued features
corresponding to user and restaurant contextual information from the UCI Restaurant and Consumer
Data. The dataset contains k = 127 restaurants and the task is to make a recommendation a €
{0,...,126} for a restaurant, where the agent gets reward 1 for a positive rating and 0 otherwise. We
set T = 10000.

F.2 Synthetic Datasets

Linear Contextual Bandit. Fix a dimension d and horizon 7' = 10000. The linear contex-
tual bandit environment is given as follows: at round ¢ € [T, the agent observes a context
Xy ~ N(04,14), chooses action z; € [K] with K = 5, and receives a noisy linear reward
re = ¢(Xp, z¢) 0% + &4, where g, ~ N(0,02),0 = 0.5 and 0* € R%. We place a Gaussian prior,
0o ~ N (04, 08I) with 0y = 0.01. The feature map ¢ : R* x [K] — R? is the standard block
concatenation (¢(Xy,0),. .., ¢(X, K)) where ¢( Xy, 1) = e; - Xy (where e; is the i’th standard basis
vector). Now, 6* naturally decomposes into &k context-specific blocks. Since the likelihood and prior
are Gaussian, TS admits a closed-form posterior update, giving a convenient ground-truth baseline
for our approximate sampling methods. We derive the following synthetic datasets:

1. Random-Synthetic-Linear-20: set d = 20 in the linear contextual bandit environment.

2. Random-Synthetic-Linear-40: set d = 40 in the linear contextual bandit environment.
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Figure 3: Wheel bandits for increasing values of § € (0, 1), where the optimal action for the blue,
red, green, black, and yellow regions are given by actions 1, 2, 3, 4, 5, respectively.

Logistic Contextual Bandit. Fix a dimension d. We further consider a logistic contextual bandit
to introduce non-linear reward dependencies. With 7' = 10000 and K = 50 arms, at each round
t € [T, the learner observes a collection of arm-specific context vectors X; , ~ N (Od, 1 d), where

a =1,...,50each of which is then normalized to unit norm. The learner selects an arm a; € [K] and
obtains a Bernoulli reward r; ~ Bern(o (¢(Xt7at)T9*)), where o(u) = 14-%’ 0* ~ N(Od, Id)

(scaled to unit norm), and ¢ : R? — R? where ¢(X;) = &} is the identity feature map extracting the
d-dimensional context for each arm. We place a Gaussian prior 8y ~ N (0d7 0(2)1), with og = 0.01.
Similarly, we derive the following synthetic datasets:

1. Random-Synthetic-Logistic-20: set d = 20 in the logistic contextual bandit environment.
2. Random-Synthetic-Logistic-40: set d = 40 in the logistic contextual bandit environment.

Wheel Bandit. Fix 6 > 0. The wheel bandit, as defined in Riquelme et al. (2018), is a contextual
bandit problem with the following structure (see Figure 3). Let d = 2 be the context dimension and
0 € (0, 1) be the exploration parameter. Contexts are sampled uniformly at random from the unit
circle in R?, denoted as X ~ U (D). The problem consists of k = 5 possible actions ay, ..., as.
Action a; provides reward r ~ N (u1,0?), independent of context. In the inner region, where
| X]|| <6, as,...,as are sub-optimal with 7 ~ N(p2,0?), where pa < 1. In the outer region,
where || X|| > ¢, the optimal action depends on the quadrant of the context X = (X7, X») where
for (X1 >0, X5 > 0),(12 is Optimal, (Xl > 0,X < 0),(13 is Optimal, (X1 <0,X5 < O), ay 18
optimal, and (X; < 0,Xs > 0), a5 is optimal. The optimal action provides r ~ N (us3,c?) for
13 > up, whereas other actions (including aq) provide r ~ N (2, 02). We set p = 1.2, uo = 1.0,
w3 = 50.0, and 0 = 0.01, and let the horizon of the game be T" = 5000. As the probability of a
context falling in the high-reward region is 1 — 42, we expect algorithms to get stuck repeatedly
selecting a4 for large 5. We derive the following synthetic datasets:

1. Wheel-2-6a: set § = 0.01 in the wheel bandit environment.
2. Wheel-2-6b: set § = 0.1 in the wheel bandit environment.
3. Wheel-2-dc. set 6 = 0.5 in the wheel bandit environment.
4. Wheel-2-4d. set § = 0.99 in the wheel bandit environment.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.
* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes],
Justification: Limitations are discussed in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: They are written in the appendix.
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Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: This is done in sections 4 and 5.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
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Justification: We provide the link to the code in the submission.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: This is done in sections 4, 5 and is elaborated in detail in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Each table contains a value with the corresponding standard deviation. We
also plot the sample standard deviation across 5 runs along the mean curves.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide details on compute resources in Section 4.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this work conforms, in every respect, with the
NeurIPS code of ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We include an explicit section in the main body of the paper that discusses the
societal impacts of the works being performed.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

45


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite each paper that was involved in producing codes or pieces of code that
we use in our paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Yes, we provide documentation and structured README files with our
repository.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any crowd-sourcing nor any research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve any crowd-sourcing nor any research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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