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Abstract

Min-max routing problems aim to minimize the maximum tour length among
agents as they collaboratively visit all cities, i.e., the completion time. These
problems include impactful real-world applications but are known as NP-hard.
Existing methods are facing challenges, particularly in large-scale problems that
require the coordination of numerous agents to cover thousands of cities. This paper
proposes a new deep-learning framework to solve large-scale min-max routing
problems. We model the simultaneous decision-making of multiple agents as a
sequential generation process, allowing the utilization of scalable deep-learning
models for sequential decision-making. In the sequentially approximated problem,
we propose a scalable contextual Transformer model, Equity-Transformer, which
generates sequential actions considering an equitable workload among other agents.
The effectiveness of Equity-Transformer is demonstrated through its superior
performance in two representative min-max routing tasks: the min-max multiple
traveling salesman problem (min-max mTSP) and the min-max multiple pick-up
and delivery problem (min-max mPDP). Notably, our method achieves significant
reductions of runtime, approximately 335 times, and cost values of about 53%
compared to a competitive heuristic (LKH3) in the case of 100 vehicles with 1,000
cities of mTSP.

1 Introduction

Routing problems are combinatorial optimization problems that are notoriously difficult to solve.
The traveling salesman problem (TSP) and vehicle routing problems (VRPs) are representative
problems where the objective is to determine the optimal or shortest tour route(s) for one or multiple
agents, such as robots, vehicles, or drones. These problems are classified as NP-hard, posing
significant challenges [1]. Various approaches have been proposed to solve (NP-hard) routing
problems, including mathematical programming techniques that aim to achieve provable optimality
(e.g., [2, 3]), task-specific heuristic solvers (e.g., [4, 5]), and deep learning-based methods that provide
task-agnostic and fast heuristic solvers [6—30]. These methods have shown promising results even for
large-scale problems which have more than 10,000 cities [3, 31].

Min-max routing problems are distinct from standard (min-sum) routing problems in that they focus
on minimizing the cost of the most expensive route among multiple agents rather than minimizing the
sum of cost of routes. While these problems are clearly less studied than min-sum routing problems
due to their difficulty [32, 6], min-max routing problems are particularly relevant in time-critical
applications such as disaster management [33], where minimizing completion time (or service time)
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Figure 1: Illustration of sequential planning and real-time execution strategy of Equity-Transformer. The encoder
produces encoder representation, and the decoder auto-regressive produces sequence. The sequence becomes
the tour planning for each agent. The objective of generated sequence is maximum tour length (blue agent’s tour
length), which is directly proportional to total completion time on real-time execution.

is crucial. However, min-max routing is challenging as it should leverage multiple agents considering
total completion time; the algorithm must consider proper cooperation between multi-agents and
balanced assignment to minimize maximum tour length. Classical exact algorithms struggle to solve
min-max routing problems [32], and powerful heuristic approaches for min-sum problems are not
well generalized to the min-max case [34], particularly for large-scale problems [35], owing to the
inherent differences between min-max and min-sum problems.

Recently, deep learning methods have been utilized to address min-max routing problems [36, 37, 6]
as an alternative to classical approaches. Notably, representative min-max routing techniques such
as ScheduleNet [6] and the decentralized attention network (DAN) [37] aim to handle the min-max
nature by treating it as a simultaneous decision-making process with decentralized modeling of
multiple agents. These approaches capture the intuitive real-time execution of decision-making
in multi-agent min-max routing; they modeled even-based execution directly, i.e., they directly
model simultaneous execution depicted at Fig. 1. Despite their intuitive decentralized modeling,
the performances of these models are not competitive due to the difficulty of training decentralized
cooperative policy using sparse and delayed reward [6].

We view that min-max routing problems can be effectively solved using a fully centralized approach,
employing simple sequential generation techniques and harnessing the power of sequential models
such as the Transformer [38] for streamlined modeling (see Fig. 1). To adapt the Transformer model
specifically for min-max routing problems, additional modifications are necessary, and in this regard,
our work introduces novelty.

To this end, we propose a new Transformer model, Equity-Transformer, for min-max routing problems.
Equity-Transformer is built on top of the attention model (AM) [7], an effective transformer for min-
sum routing problems. Our model contains two key inductive biases to solve multi-agent min-max
routing problems:

* Multi-agent positional encoding for order bias. We introduce virtual orders on agents to model
the simultaneous decision as sequences. To model the precedence of agents (i.e., order bias
among agents), we add positional encoding of ordered agents and inject it into the encoder.

* Context encoder for equity context. To promote equitable tours for multiple agents, we
incorporate an equity context into the sequence generators. Our approach entails considering
crucial factors such as temporal tour length, the target tour length, and the desired number of
cities to be visited, thereby enhancing the fairness of the generated tours.

Our method performs remarkably at the min-max routing problems, outperforming both existing
classical heuristic and learning-based methods. As a highlight, Equity-Transformer achieves 334 x
speed improvement and 53% reduction of solution cost compared to the representative classical
heuristic solver (LKH-3) when solving the mTSP with 1000 cities. Also, our method achieves 1217 x
faster speed and 9% reduction of solution cost than the representative learning-based method, the
ScheduleNet [6] for the same problem.



2 Related Works

Our work aims to solve min-max routing problems using a Transformer-based constructive solver.
In this section, we briefly explain the min-max and the min-sum routing problems, and provide an
overview of two sub-categories of neural combinatorial optimization (NCO), the learning-based
strategy for combinatorial optimization. By doing so, we emphasize the strength of our method for
the min-max routing problem.

2.1 Min-max routing vs. min-sum routing

The min-sum routing problems focus on minimizing the sum of total tour lengths, which includes
resource-critical tasks such as the green vehicle routing problem [39]. The efficiency of the tour plays
a crucial role in achieving this objective, as it directly impacts the sum of the tours [32]. Notably, the
min-sum routing approach has shown promising performances in terms of NCO, demonstrating fast
computation speeds and outperforming sophisticated heuristics in target tasks [40, 23, 25].

On the other hand, the min-max routing problem focuses on minimizing the maximum tour length
among multiple agents, making it highly relevant for time-critical tasks such as disaster management
and vaccine delivery. The objective here is to minimize the total completion time by leveraging all
available resources. The min-max routing method takes into consideration the equity of tours among
the multiple agents [32]. Recently, learning-based methods like the ScheduleNet [6], a reinforcement
learning-based constructive solver, and Neuro-Cross Exchange (NCE) [35], a supervised learning-
based improvement solver, have been proposed for addressing min-max routing problems. However,
these methods still face challenges when dealing with large-scale problems.

2.2 Constructive solver vs. improvement solver

The NCO solver can be categorized into two kinds depending on its solution generation strategy;
constructive solvers and improvement solvers. The constructive solvers aim to generate a solution
from an empty set and sequentially add the solution components to complete the solution. An
example of a constructive solver in the context of min-max routing is ScheduleNet [6]. ScheduleNet
sequentially generates simultaneous actions of multiple agents by leveraging a graph neural network
(GNN), which helps to capture the relationship between agents. The constructive solver is preferable
in that it can satisfy the feasibility of the solution easily, by simply restricting decision space (e.g.,
masking scheme [10, 7, 18]) in the middle of the solution generation process. Our method is also a
constructive solver for min-max routing, which first generates sequence auto-regressively and then
reformulates generated sequence into simultaneous actions for the actual execution.

Improvement solvers [e.g., 17, 35, 41] revise completed solutions iteratively, which usually gives
better performances than the constructive solver if the evaluation iteration is sufficiently provided.
However, these methods usually suffer from low speed at the large scale problem. Also, making
adequate improvement operations that satisfy the solution constraint requires domain knowledge,
which is a downside compared to constructive solvers. For min-max routing, the NCE [35] is an
improvement solver that gives powerful performances for moderate-sized problems but does not
perform as effectively for large-scale problems.

3 Formulation of Min-max Routing as Sequential Generation

In our work, we focus on tackling min-max routing problems, which involve a scenario where a
group of M agents needs to visit N cities with the objective of minimizing the maximum tour length
among the individual tours of the agents. In this section, we present the formulation of min-max
routing through the lens of sequential planning (see Fig. 1 for a detailed process).

Problem. The problem is the set of city locations (2D Euclidean) and initial locations of agents,
which is represented as & = {z;}X 1™ {x,} | is a location of cities to be visited and {;} Y —yv%1
is an initial location of agents. Remarks that We can expand the definition of & so that it can include

additional features required for other problems. For simplicity, we represent visit locations only.

Solution. The solution e = {¢; fV:J{M is permutation index sequence of the problem: i.e., e; €

[1,N + M] and e; # e; if i # j. Note that e € [1, N] stands for the cities, whereas e €



[N + 1, N + M] stands for the dummy depot (i.e., the virtual return point) for each agent. The whole
solution e can be partitioned M into sub-sequence, each of which represents the agent’s tour, i.e.,
€e = (61,. . ~7€N+M) = (61, .. .,eM).

Agent Tour. The tour €™ = (ef", ..., e’ ) of agent m is sub-sequence with length L,, of a solution
e. Each tour must start at the depot, i.e. €7’ € [N +1, N + M].

Cost. The cost is the maximum tour length among all agents’ tours of (e!, ..., e):

L,

Lle™; @) = llwep — zep ll2 + ey — zep, Il2
ﬁcosl(e; (L') = 1max {£(61§ ':E)u ceey E(EM; :B)} ’

Solver. The solver is the problem-conditional policy of generating sequence e of given problem

condition x as follows:
N+M

mo(elx) = H mo(eiler, ..., ei—1, ),

where 6 is the deep neural network parameter of the policy 7. To this end, the ultimate objective of
our works can be expressed as finding an optimal parameter §* as follows:

0" = argamin Ep(2)Ery(ez) Lobj(€; ),

where P(x) is the distribution of problem x.

4 Architecture of Equity-Transformer

This section presents the architecture of Equity-Transformer g (e|x) which generates sequence e for
given problem x. See Fig. 2 high-level pipeline and see Appendix A for full architectures.

4.1 Encoder with multi-agent positional encoding

The encoder maps problem z into high dimensional representation H. Let H = [h{ , ..., h}, N ) €
RP*(N+M) pe the D dimensional encoded representation of problem X = [z], ...z}, /] €

R2X(N+M) - The encoder fo, : R2ZXWNV+M) _y RPX(N+M) "y function mapping X to H is con-
structed as follows:

H= fen( ) - f (L) ©:-+0 f ( fPN (gagem (Xagent)) Gggcity (Xcity))~

Multi-agent Positional Encoding City Encoding

Where fe(,i) is the block function composed of multi-head attention, batch-normalization, and feed-
forward neural network similar to that of [7, 38]. fpy : RPXM — RPXM gtands for the positional
encoding on multi-agents, which is designed to impose order bias into multiple agents. Note this is
a crucial technique for converting the simultaneous decision space into sequential space as it gives
order bias between agents; see Fig. 5. gagent : R? — RP stands for the linear projection for M
multi-agents of Xagent = [x} L1 x% X Ml € R2xM Jeity * R? — RP is linear projection (denoted
as city encoding) for N cities of X¢y = [2] , ..., 2] € RZ*V,

4.2 Context encoder for generating equity context

Our context encoder f. : R*? — RP, which is a simple multi-layer perception (MLP), produces
equity context ¢; € RP to be used for decoding (i.e., generating) multiple balanced tours. First,
we design four contexts at the current step ¢: (1) problem context proplem € RP, (2) agent context
Ragent € RP, (3) scale context hyye € RP, and (4) distance context Rgisunce € RP. These four
contexts form a valuable source of task-equity information for multi-agents, as they compel agents to
plan their tours while taking into account the remaining tasks of other agents. Then, we aggregate
every above context and produce ¢; via f, i.e.,

Ct = fce(hproblem @ hagent S hscale 2 hdistance)-
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Figure 2: Illustration of Equity-Transformer, which is designed on the top of the attention model (AM) [7].
The multi-agent positional encoding introduces an order bias, represented by a virtual order (blue — —
), facilitating sequential planning for simultaneous decisions among multiple agents. The context encoder

provides equity context, assisting the decoder in determining whether the current agent should continue visiting
cities or return to the depot while considering the fairness of tour length among multiple agents.

Below, we offer a detailed design of each context.

Problem context. The problem context collects average representations Aproplem = ﬁ ZfV:fN h;.
This aligns with the context embedding of the attention model (AM) [7], which is primarily intended
to capture the global context of problem « by averaging each city and agent representation.

Agent context. We collect the representation of the currently active agent as follows: hqcing = R, ,
where i; denotes the index of the active agent at step ¢, i.e., iy € [N + 1, N + M]. Additionally, we
gather the representation of the city which the active agent is currently visiting: h;, where ¢ € [1, N].
Finally, we generate hygent = g(Pacing @ h+), where g : R2P — RP represents a linear projection.
This context highlights the currently active agents.

Scale context. We incorporate the ratio between NV; and M, as a scaling context, where N, represents
the number of remaining cities and M, denotes the current number of idle agents at the depot,
i.e., N;/M; € R. We then generate hgq. = g (N;/M;), where g : R — R represents a linear
projection. This context offers valuable insights into the approximate number of cities an agent
should visit to achieve equity. Consequently, the scale ratio can provide an inductive bias to the agent,
aiding them in making informed decisions regarding whether to continue visiting additional cities or
return to the depot.

Distance context. We utilize the distance information of the current state ¢. Firstly, we employ d’ ...

which represents the current tour length of the active agent from the depot. Secondly, we utilize
dfarget, which denotes the maximum distance between the depot and the remaining unvisited cities.
Subsequently, we form Rgisiunce = 9(diource © diarger)> Where g : R? — R” is a linear projection. This
information holds significant importance in terms of the equity of tour length among agents in the
min-max routing problem. The context prompts the decoders to consider the agent’s current tour
length and remaining tasks, aiding in the decision-making process of whether to stop visiting (i.e.,
return to the depot) or continue the tour while considering the min-max tour length.

4.3 Decoder with equity context

The decoder f4 auto-regressively generates probability 7(e¢|c:, H) = fae(ct, H) at step ¢, given
equity context ¢, € RP, and encoder representation H. First, multi-head attention between c;, and
projected key K € RVFM)XD and value Vi € RVTM*D from H produces C € RIVHM)xD
ie.,

C = funa (¢t, K, Vi) .

Then the probability 7(e;|c;, H) is calculated by cross attention between c; and projected key K¢
of C as follows:
7(et|ce, H) = SoftMax (Kce; ),

where the SoftMax is a function to generate probability from the vector of RM ¥ 5o that the 7 can
sample e; € [M + N]. Note we perform clipping and masking (to satisfy the constraint of the target



problem) on the compatibility K¢, , see Appendix A for detail. This decoder has a similar structure
of [7] where the most different part is on utilizing equity context c¢; from the context encoder.

5 Training Scheme

This section provides the training scheme of Equity-Transformer in terms of pretraining and distri-
butional adaptation. Let @ = {0en, Ode, Ocontext } be the parameter set of Equity-Transformer which
contains encoder parameters 6.,, decoder parameters 6., and context coder parameters G¢ongext-

Training. The Equity-Transformer is trained with REINFORCE [42] with the shared baseline scheme
[18, 25], which makes symmetric exploration for the combinatorial solution space.

Here is the REINFORCE training loss with the symmetric shared baselines:
Lirain(0) = Ep(2)Ery(e]z) Leost(€; T)

B L
VLiwin(@) ~ 33" (ﬁcost(e(i,j); D)~ byarea (€Y, ..., e(i,L))) .

i=1 j=1

Each e(®1) ... e(»L) are sampled sequences from training solver given L symmetric x(9):
po(e|Ti(x™)), ..., po(e| T (x)), where Ti, ..., T, are symmetric transformation of problem in-
stance ("), The training instances of (!, ..., x(®) are sampled from P(z); we use uniform
distribution following [7]. The bg,req is shared baseline which is average value of L,y among

etV eltl): % Zle ﬁcost(e(i’j); w(i)). See [25] for a detailed training scheme.

Contextual finetuning. The distributional generalization capability of pretrained Equity-Transformer
is remarkably strong, even when trained on a fixed small-scale problem of N = 50. However, to
further improve its performance on larger-scale problems, we can efficiently adapt the model by
finetuning only a relatively small number of parameters in 6, specifically Oongext-

6 Experiments

In this section, we present the experimental results of the Equity-Transformer model on two min-max
routing problems: the multiple min-max traveling salesman problem (min-max mTSP) and the
multiple pick-up and delivery problem (min-max mPDP).

Speed evaluation. All experiments were performed using a single NVIDIA A100 GPU and an
AMD EPYC 7542 32-core processor as the CPU. Comparing the speed performance of classical
algorithms (CPU-oriented) and learning algorithms (GPU-oriented) poses a significant challenge
[7, 24], given the need for a fair evaluation. While certain approaches exploit the parallelizability of
learning algorithms on GPUs, enabling faster solutions to multiple problems than classical algorithms
[7], our method follows a serial approach in line with the prior min-max learning methods [6, 35]. It
should be noted that when we leverage the parallelizability of our method, our approach can achieve
speeds more than 100 x faster; refer to Appendix D for further details.

Training setting. For the training hyperparameters we set exactly the same hyperparameters for
every task and experiment; see Appendix B for detail. We train Equity-Transformer on N = 50,
and finetune it to target distribution of N = 200, 500. The training time for the min-max mTSP is
approximately one day, while for the min-max mPDP, it takes around four days.

Experiments metric. It is important to carefully measure the performance comparison between
methods, as there is often a trade-off between run time and solution quality. To this end, we present
time-performance multi-objective graphs to compare tradeoffs between performance and computation
time. In the result tables, we present the average cost achieved within a specific time limit, recognizing
that every method has the potential to reach optimality given an unlimited amount of time.

Target problem instances. To evaluate the performance of our methods, we report results on
randomly generated synthetic instances of min-max mTSP and min-max mPDP at different problem
scales of IV and M. We generate the 100 problems set with a uniform distribution of node locations
per scale. We conduct experiments with N = 200, 500, 1000, 2000, 5000 and set M such that
10 < N/M < 20 by referring practical setting of min-max routing application [43]. To evaluate the



Table 1: Performance evaluation results on min-max mTSP. Every performance is average performance among
100 instances. The bold symbol indicates best performance. Average running times (in seconds) are provided
in brackets. The notation ‘LKH3 (seconds)’ refers to the LKH3 method with a specified time limit, while
‘OR-Tools (seconds)’ indicates the OR-Tools implementation also with a defined time constraint.

Classic-based Learning-based
N M LKH3 (60) LKH3 (600) OR-Tools (60) OR-Tools (600) SN [6] NCE [35] ET (ours)
10 2.52 (60) 2.08 (600) 4.97 (60) 2.22 (600) 2.35 (9.70) 2.07 (5.07)  2.05(0.36)
2000 15 239(60)  2.03 (600) 4.82 (60) 2.15 (600) 2.13(1052) 1.97(5.07) 1.97 (037)
20 229(60)  2.02 (600) 3.74 (60) 2.04 (600) 207 (1140)  1.96 (5.07)  1.96 (0.37)
30 331(60)  2.70 (600) 7.90 (60) 6.44 (600) 216 (171)  2.07(520)  2.02 (0.87)
500 40 3.10 (60) 2.55 (600) 7.46 (60) 6.69 (600) 2.12(276)  2.01(538)  2.01(0.90)
50 2.93(60)  2.48 (600) 8.50 (60) 7.26 (600) 2.09217)  2.01(5.05) 2.01(0.92)
50 4.45(60) 3.77 (600) 11.65 (60) 9.89 (600) 226 (2004) 2.13(15.05) 2.06 (1.72)
1000 75 3.71 (60) 3.26 (600) 13.16 (60) 11.50 (600) 2.17 (1678)  2.07 (15.05)  2.05 (1.80)
100 323(60) 292 (600) 10.79 (60) 8.93 (600) 2.16(1588)  2.05(15.01)  2.05 (1.79)
100 6.60(60)  4.61 (600) 20.99 (60) 18.85 (600) OB 2.85(43.96)  2.09 (3.49)
2000 150  5.08 (60) 4.02 (600) 14.00 (60) 13.17 (600) OB 2.83 (44.77)  2.08 (3.41)
200 4.13 (60) 3.36 (600) 11.00 (60) 10.41 (600) OB 2.08 (30.30) 2.08 (3.60)
300 12.30(60)  7.87 (600) 17.00 (60) 17.00 (60) OB 2.97 290)  2.40 (8.78)
5000 400  8.85 (60) 6.15 (600) 13.00 (60) 13.00 (600) OB 2.92 (204)  2.21(8.61)
500  7.14(60)  5.37 (600) 11.00 (60) 11.00 (600) 0B 2.89(198)  2.19 (9.02)
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Figure 3: Time-performance trade-off graph for mTSP. The left and bottom indicate the Pareto frontier.

performance on real-world datasets, we also report results on min-max mTSP benchmark [44] in
Appendix C.

6.1 Performance evaluation on mTSP

Baselines for mTSP. We consider two representative deep learning-based baseline algorithms: the
ScheduleNet (SN) and Neuro Cross Exchange (NCE) for min-max mTSP. We have also included two
classical heuristic methods, namely LKH3 [4] and OR-Tools [5], with respective time limits of 60
seconds and 600 seconds per instance. Specifically, LKH3 utilizes A-opt improvement iterations to
enhance the solution within the given time budget. The time limit directly influences the number of
iterations performed (following the approach in [45]). Similarly, OR-Tools incorporates an iterative
local search procedure for solution improvement, with the time limit governing the iterations of the
local search following the approach in [7].

Results. The results in Table 1 demonstrate that the Equity-Transformer (denoted as ‘ET’ in tables
and figures) outperforms all baselines with impressive speed. As the problem scale increases, the
performance gap between Equity-Transformer and other methods widens further. Specifically, for
N = 1000 and M = 100, ours achieves a cost of 2.05, significantly better than LKH3 (2.92) and NCE
(2.16). Moreover, our method is 15.01/1.79 ~ 8.39x faster than NCE and about 600,/1.79 ~ 335x
faster than LKH3. The time-performance trade-off analysis shown in Fig. 3 confirms that our method
outperforms every baseline and provides the Pareto frontier on multi-objective of time and cost.

For the large-scale problem of N = 5000, the SN method is notably slow, failing to produce a solution
within 10,000 seconds per problem, making it out-of-budget (OB). While LKH3 and OR-Tools
methods can provide solutions within the allotted time, their performance is inadequate due to the
inherent difficulty of large-scale problems, requiring a significantly higher number of improvement



Table 2: Performance evaluation results on min-max mPDP. Every performance is average performance among
100 instances. The bold symbol indicates the best performance. Average running times (in seconds) are provided
in brackets. The notation ‘LKH3 (seconds)’ refers to the LKH3 method with a specified time limit, while
‘OR-Tools (seconds)’ indicates the OR-Tools implementation also with a defined time constraint.

Classic-based Learning-based
N M  OR-Tools (60) OR-Tools (600) AM[7] AMT [7] HAM [46] HAM' [46]  ET (ours)  ET' (ours)
10 20.96 (60) 18.76 (600) 15.88(0.33)  15.65(0.67)  5.69(033)  5.30(0.55)  5.03(0.54)  4.68 (0.55)
200 15 13.96 (60) 8.46 (600) 15.88(0.33) 1557 (0.69)  5.21 (0.34) 5.09(057) 391055  3.65(0.56)
20 10.67 (60) 5.70 (600) 15.88 (035)  15.55(0.71)  5.21(035  5.09(0.61)  3.39(056) 3.18 (0.61)
30 16.99 (60) 16.99 (600) 26.98 (0.82)  26.15(3.10)  9.10 (0.84) 8.86(1.92)  4.38(1.33) 4.11(1.55)
500 40 12.99 (60) 12.65 (600) 2698 (0.86)  26.14(3.17)  9.10(0.84)  8.87(1.95)  3.75(1.36)  3.52(1.62)
50 10.99 (60) 10.41 (600) 26.98 (0.85)  26.14(320)  9.10 (0.88) 8.87(1.95)  3.44(1.38)  3.23(1.66)
50 21.00 (60) 21.00 (600) 40.86 (1.61)  39.63 (11.28) 15.12(1.63) 14.58(6.35) 4.91(2.63) 4.73 (3.56)
1000 75 14.00 (60) 14.00 (600) 40.86 (1.68)  39.61 (11.44) 15.12(1.70)  14.59 (6.41)  3.96 (2.65  3.77 3.63)
100 11.00 (60) 10.98 (600) 40.86 (1.69) 39.63 (11.24) 15.12(1.72) 1461 (661)  3.56(2.75)  3.38(3.80)
100 21.00 (60) 21.00 (600) 62.85(324) 61.31(2498) 25.68(340) 25.06(15.17) 5.15(522)  4.91(9.22)
2000 150 14.00 (60) 14.00 (600) 62.85(3.34) 6128 (2543) 25.68 (3.40) 25.04 (1626) 4.17(531)  3.97 (9.50)
200 11.00 (60) 11.00 (600) 62.85(3.35 61.33(2633) 25.68(3.50) 25.06(1647) 3.79 (543) 3.62(10.01)
300 17.00 (60) 17.00 (600) 114.73 (830) 112.84 (180) 54.07 (34.65)  53.46 (279)  4.81 (52.66) 4.60 (79.23)
5000 400 13.00 (60) 13.00 (600) 114.73 831) 11290 (182) 54.07 (34.44)  53.43 (283)  4.33(54.86) 4.11(82.59)
500 11.00 (60) 11.00 (600) 114.73 (8.33) 112.83(186) 54.07 (34.46) 53.45(286) 4.12(54.77) 3.88 (82.87)
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Figure 4: Time-performance trade-off graph for mPDP. The left and bottom indicate the Pareto frontier.

iterations for low-cost solutions. On the other hand, the NCE method surpasses classical approaches,
as claimed in their main paper, but the Equity-Transformer outperforms NCE by a substantial margin
of approximately 290/8.78 = 33 faster speed and (2.97 — 2.40)/2.97 ~ 19% reduced cost.

6.2 Performance evaluation on mPDP

Baselines for min-max mPDP. We consider representative two deep learning-based baseline al-
gorithms: AM [7] and heterogeneous AM (denoted as HAM) [46]. We retrain AM, and HAM
using min-max objective; see Appendix B for detailed implementation. We also marked | by giving
more trials for inference solutions such as sampling width [7] and augmentation width [18]; see
Appendix B for detailed setting. We also include a classical heuristic method of OR-Tools [5], while
LKH3 [4] cannot handle min-max mPDP to the best of our knowledge. We exclude the multi-agent
PDP (MAPDP) model [47] due to the inaccessible source code.

The results presented in Table 2 demonstrate that our methods (i.e., ET and ETT) outperform all
other baselines, aligning with the findings from the mTSP experiments. Compared to OR-Tools, ET*
exhibits a remarkable speed improvement of 600/0.55 = 1901 x, while reducing the objective cost
by approximately (18.76 — 4.68)/18.76 ~ 75% at N = 200, M = 10. Moreover, Fig. 4 provides a
visual representation of the outcomes, illustrating that despite granting the AM and HAM models
more time to explore better solutions through sampling, Equity-Transformer consistently presents the
Pareto frontier compared to other baselines.

Importantly, in certain instances, both AM and HAM produce identical cost values as the number
of agents M increases. For instance, when N = 500, AM and HAM yield the same scores for
M = 30,40, 50. These methods were primarily designed to address min-sum problems (with HAM



Table 3: Ablation study for the combination of Equity-Transformer components. The MPE stands for multi-agent
positional encoding, CE stands for contextual encoding, and CF stands for contextual finetuning. The () stands
for the plain AM [7] without our additional components. The average performance on min-max mTSP with 100
random instances for each (N, M) is reported.

Components (100,5) (100,10) (100,15) (200,10) (200,15) (200,20)

0 2.86 2.12 2.12 2.92 2.90 2.90
{MPE} 2.35 1.97 1.96 2.51 233 2.80
{CE} 2.52 1.97 1.95 2.28 2.01 1.98
{MPE, CE} 2.35 1.96 1.95 2.15 1.99 1.98
{MPE, CE,CF} 2.29 1.95 1.95 2.06 1.97 1.96
o agentl . agent2 . agentd3 e agentd o agents o agentb agent7 .+ agents agentd  « agentld A depot
1.0 1
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Figure 5: Ablation study for the multi-agent positional encoding (MPE). (a) With MPE ({ M P E'}), the sequential
order of agentl — — — -+ — agentl0 results in clock-wise tours. However, (b) without MPE
(), the sequential order is not correlated with the generation of tours.

especially focusing on min-sum mPDP), exhibiting a limited emphasis on leveraging the concept
of equity among agents. These findings serve as compelling evidence supporting the success of our
design choice centered around equity considerations.

6.3 Ablation study

To verify the impact of each component of Equity-Transformer on performance improvement, we
conducted an ablation study. As shown in Table 3, all three components of Equity-Transformer
resulted in clear performance gains across the six scaled problems. The () represents the AM [7]
without our components. This finding suggests that our novel Transformer design for min-max
routing problems significantly contributes to the performance improvement observed in our approach.

Our results demonstrate the importance of both multi-agent positional encoding (MPE) at the
encoder and the context encoder (CE) for supporting the decoder. With respect to MPE, we posit
that incorporating an order bias into idle agents at the encoding stage enables the modeling of
simultaneous decision-making as a sequential process. As shown in Fig. 5, the MPE contributes
to creating an order bias among agents by generating cyclic sub-tours in the Euclidean space with
specific orders. This can be interpreted as successful modeling of tour generation in the Euclidean
space from multiple agents in the sequence space, which is the primary objective of MPE.

As for CE, we find it particularly useful in addressing distributional shift, which occurs when the
distribution of the problem size is different from the training data; note that Equity-Transformer is
trained on N = 50. This is especially evident in larger-scale problems, such as N = 200 in Table 3,
where the purpose of CE is fully realized. Additionally, we have found that our context fine-tuning
(CF) process proves to be generally beneficial for mitigating scale shifts.



7 Conclusion

In this paper, we introduced Equity-Transformer, a novel deep learning approach for multi-agent com-
binatorial optimization tasks. Our method surpassed existing state-of-the-art techniques and achieved
a Pareto frontier concerning the trade-off between cost and runtime, both on two representative min-
max routing tasks, mTSP and mPDP. We envision wide-ranging applications of Equity-Transformer
in real-world services, particularly in multiple pick-up and delivery (mPDP) scenarios. Through our
experiments, we have demonstrated the superior performance of Equity-Transformer, positioning
it as a valuable tool for various delivery service industries aiming to enhance efficiency and reduce
costs.
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A Illustration of Equity-Transformer Architecture

Fig. 6 shows the overall architecture of Equity-Transformer. Our architecture has three main com-
ponents: an encoder, a decoder, and a context encoder. Our encoder has a similar structure to the
attention model (AM) [7], with the only difference being the inclusion of a multi-agent positional
encoder, as mentioned in Section 4. In the decoder, we incorporate the equity context c;, generated
by the context encoder, as an additional input. Apart from this inclusion, the structure remains the
same as that of the AM model.

As shown in Fig. 7, the context encoder produces the equity context c; by referring to the current
partial solution at step ¢ and the encoder representation H. The illustration provides a detailed
depiction as described in Section 4.2.
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Figure 6: Illustration of Equity-Transformer. The N stands for the number of sequential layers, where we set

N =3.
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Figure 7: Illustration of context encoder.

14



B Detail of Experimental Setting

B.1 Datasets

In the mTSP experiment, we generate a random mTSP instance by randomly selecting N nodes
from the unit square. As per convention, we designate the depot as the first index among the [NV
nodes. Similarly, in the mPDP experiment, we generate the locations of the depot and customer nodes
(pickup and delivery pairs) randomly and independently. Note that the first half of the customer nodes
are assigned as pickup nodes, while the second half serves as delivery nodes.

B.2 Equity-Transformer

During the training step of Equity-Transformer (ET), we adopt the same hyperparameters as described
in [7]. In the finetuning step, we specifically focus on adjusting the Oconext parameter with N =
200, 500 for mTSP and N = 200 for mPDP. For inference instances, we employ the finetuned model
with N = 200 for mTSP and N = 500 for larger sizes and N = 200 for mPDP. Additionally, we
incorporate an augmentation technique following the methodology outlined in [18].

Table 4: Hyperparameter setting for Equity-Transformer in mTSP and mPDP.

Hyperparameters mTSP mPDP

Learning rate le-4 le-4
Trainin Batch-size 512 512

€ Epochs 100 100

Epoch size 1,280,000 1,280,000

Learning rate le-5 le-5
Finetuning  Batch-size 128 128

Finetuning-time  15h 15h
Inference ~ Augmentation 8 8

B.3 LKH3

LKH3 [4] is an extension of the Lin-Kernighan algorithm, an effective local-search heuristic for
addressing TSP. LKH3 exhibits the capability to tackle not only TSP but also a diverse range of
constrained routing problems, by minimizing a penalty function that quantifies the degree of a
constraint violation. However, LKH3 does not support solving algorithms for the mPDP, limiting its
applicatig)n to the mTSP in our work. We use the executable program of LKH3, which is publicly
available”.

Table 5: Parameter setting for LKH3. It is worth noting that while we set specific values for the max trials
and the runs, the algorithm predominantly terminated based on the time limit condition. For the remaining
parameters not mentioned, we use the default values provided by the program.

Name Value
Max trials 1000
Runs 1
Seed 3333

Time limit {60, 300, 600, 1800, 3600}

B.4 OR-tools

OR-tools [5] is an open-source software that aims to solve various combinatorial optimization
problems. OR-tools offers a wide range of solvers for tackling problems such as linear programming,
mixed-integer programming, constraint programming, routing problems, and scheduling. Within the
realm of routing problems, OR-tools can easily handle both mTSP and mPDP by simply incorporating
additional constraints tailored to each problem. The installation guide for python OR-tools library

’http://webhoteld.ruc.dk/ keld/research/LKH-3
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and example codes for various problems, including mTSP and mPDP, are readily available in their
official website’.

Table 6: Parameter setting for OR-tools. We use the same parameters for both mTSP and mPDP. Note that the
global span cost coefficient should be sufficiently large to guarantee the desired objective for the min-max tasks.
For the remaining parameters not mentioned, we use the default values suggested by OR-tools’ official guides.

Name Value

Global span cost coefficient 10000

First solution strategy PATH_CHEAPEST_ARC
Local search metaheuristic =~ GUIDED_LOCAL_SEARCH
Time limit {60, 300, 600, 1800, 3600}

B.5 ScheduleNet

ScheduleNet (SN) [6] is a method that utilizes a graph neural network (GNN) to sequentially generate
simultaneous actions for multiple agents, effectively capturing the relationships between them. To
conduct our experiment, we obtained the source code by contacting the author and followed the
training procedure outlined in [6].

Table 7: Hyperparameter for training ScheduleNet in mTSP.

Name Value
Learning rate le-4
Batch-size 512
Epochs 10,000
Epoch size 65,536
Discounting factor 0.9

Smoothing coefficient 0.1
Clipping parameter 0.2

B.6 Neuro Cross Exchange

The Neuro Cross Exchange (NCE) [35] is a supervised-learning-based improvement solver and
a neural meta-heuristic technique that addresses vehicle routing problems (VRPs) by strategically
swapping sub-tours among the vehicles to enhance solutions. To ensure consistency and comparability,
we obtained the source code directly from the author by email and utilized a pre-trained model with
the same parameters as described in [35]. And we restrict the time because the improvement method
will get the optimal solution when it has enough time.

Table 8: Time limit for NCE in mTSP.

Number of cities (/N)  Time limit

200 5.00
500 5.00
1,000 15.00
2,000 30.00
5,000 180.00

*https://developers.google.com/optimization
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B.7 Attention Model

The Attention Model (AM) [7] serves as a fundamental component in numerous models, employing
attention mechanisms to address a wide range of routing problems, including TSP, CVRP, PDP, and
others, with remarkable effectiveness. During the training phase, we adhere to the recommended
hyperparameters provided by the open-source code*. Additionally, we adopt a similar strategy for
fine-tuning as ET.

Table 9: Hyperparameter setting for AM in mPDP.

Name Value

Learning rate le-4
Trainin Bats far and the ch-size 512

& Epochs 100

Epoch size 1,280,000

Learning rate le-5
Finetuning Batch-size 128

Finetuning-time 15h
Inference ~ Augmentation 8

B.8 Heterogeneous Attention Model

The Heterogeneous Attention Model (HAM) [46] is an adapted variation of the AM, specifically
customized for addressing PDP. This model introduces additional attention mechanisms that are
specifically designed to address the considerations of precedence constraint between the pickup node
and the delivery node. During the training phase, we adhere to the recommended hyperparameters
provided by the open-source code’. Additionally, we adopt a similar strategy for fine-tuning as ET.

Table 10: Hyperparameter setting for HAM in mPDP.

Name Value
Learning rate le-4
Trainin Batch-size 512
€ Epochs 800
Epoch size 1,280,000
Learning rate le-5
Finetuning Batch-size 128

Finetuning-time  15h

Inference Augmentation 8

*https://github. com/wouterkool/attention-learn-to-route
“https://github.com/Demon0312/Heterogeneous-Attentions-PDP-DRL
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C Experimental Results on Real-world mTSP Dataset

This section presents the experimental results of a real-world mTSP dataset by converting the TSPLIB
[48] into mTSP instances. Following the established convention [44] for converting TSPLIB to mTSP
instances, we consider the TSPLIB instances as the locations of IV cities, and we select the depot city
as the first city in the list of cities. Additionally, we set the value of M as follows: M = 10, 15,20
for problems with 200 < N < 500, M = 30,40, 50 for problems with 500 < N < 1000, and
M = 50, 75,100 for problems with N > 1000. The results presented in Table 11 demonstrate that
our ETT consistently outperforms all baselines across nearly all tasks.

Table 11: Performance evaluation results of real-world mTSP data converted from the TSPLIB [48] benchmark
dataset. The running times (in seconds) are provided in brackets. ET utilizes additional augmentation following
the approach proposed in [25]. Specifically, 2000 augmentations are applied for cities with less than 500, 500
for cities with less than 1000, and 100 for cities with less than 2000. The “OB" represents “out-of-budget,"
indicating that the allocated budget for each instance is limited to 1 hour.

Classic-based Learning-based
TSPLib M LKH3 OR-tools SN [6] NCE [35] ET (ours) ET' (ours)
10 6417.19 (600)  6223.22 (600) 8339.22 (11.72) 6281.18 (5.02)  6427.29 (0.35)  6294.89 (0.70)
kroA200 15 6417.19 (600)  6223.22 (600) 6844.31 (10.87) 6280.73 (5.06)  6223.22(0.35)  6223.22 (0.75)
20 6418.51(600)  6223.22 (600) 7130.81 (9.88) 6223.22(5.02)  6223.22(036)  6223.22(0.72)
10 648.89 (600) 944.42 (600) 715.95 (27.84) 643.59 (5.03) 646.89 (0.55) 636.00 (1.25)
a280 15 668.89 (600) 951.98 (600) 648.98 (26.91) 617.67 (5.01) 611.80 (0.55) 607.78 (1.35)
20 656.11 (600) 943.60 (600) 649.96 (27.04) 604.68 (5.03) 607.90 (0.58) 604.68 (1.30)
10 10296.33 (600)  17546.77 (600)  10842.31(29.35)  10042.13 (5.04)  10023.11 (0.70)  9945.76 (1.58)
lin318 15  10373.49 (600)  18406.43 (600)  9876.20 (31.07) 9731.17 (5.07) 973117 (0.69)  9731.17 (1.60)
20 10854.49 (600)  17628.86 (600)  9933.23 (34.55) 973117 (5.12) 973117 (0.64)  9731.17 (1.64)
10 26206.85 (600)  58355.61 (600) 25807.61(105)  29685.56 (5.04)  25651.63 (0.71) 24374.03 (2.37)
pr439 15 22457.51(600) 5835550 (600)  22968.29 (102)  24689.55 (5.04) 22325.89 (0.78) 21833.94 (2.42)
20 24503.16 (600)  58355.61 (600)  22539.62.29 (103)  21828.70 (5.00) 2211227 (0.76)  21703.51 (2.45)
30 8799.53 (600)  19391.32 (600) 6875.21 (244) 6641.51 (5.02)  6641.51(0.95)  6641.51 (1.62)
u574 40  8051.49 (600)  15923.89 (600) 6731.26 (257) 6641.51 (5.08) 6641.51 (1.03)  6641.51 (1.64)
50 7733.13(600)  14191.82(600)  6859.72 (289.65)  6641.51 (5.16)  6641.51 (1.01)  6641.51 (1.71)
30 13317.00(600)  25551.51 (600)  14649.50 (453.36)  16069.91 (5.05)  15905.85 (1.10)  12794.86 (1.92)
po54 40 13667.81 (600)  25547.37 (600) 14627.26 (393)  16246.51 (5.01)  13016.20 (1.13)  12747.33 (2.05)
50  13187.50 (600) 25547.37 (600)  14531.31 (494.67) 1483295 (5.05) 12788.09 (1.14) 12501.64 (2.05)
30 2217.40(600)  5105.11 (600) 1380.92 (628) 1381.56 (626)  1319.97 (130) 127152 (2.61)
rat783 40 1872.14 (600)  5105.11 (600) 1352.61 (792) 1423.14 (631)  1254.60 (1.31)  1237.64 (2.60)
50 1639.60 (600)  4004.67 (600) 1323.87 (787) 1410.63 (638)  1249.93 (1.30)  1231.69 (2.67)
50 54569.48 (600) 159502.40 (600)  37844.23 (1647)  34894.64 (15.03) 34365.02 (1.64) 34465.98 (2.02)
prl002 75 50657.38 (600) 117172.89 (600)  36793.27 (1678)  33861.63 (15.03) 34263.05 (1.70)  33861.63 (2.06)
100 42902.62 (600) 135228.92 (600)  35654.55 (1855)  33861.63 (15.09) 33861.63 (1.85) 33861.63 (2.19)
50 8530.43(600)  35366.75(600)  6715.26 (2530)  6667.08 (15.01)  6623.27 (1.93)  6607.14 (2.39)
pebl173 75 9844.05 (600)  25881.61 (600) 6769.86 (2622)  6539.95 (15.01)  6562.89 (1.98)  6528.86 (2.51)
100 8770.60 (600)  25237.96 (600)  6765.07 (2392)  6528.86 (15.01)  6528.86 (2.03)  6528.86 (2.49)
50 11268.07 (600) 35976.42 (600)  11085.14 (2735)  11163.11 (16.81) 995528 (220)  9858.99 (2.67)
dI291 75  11455.59 (600) 35976.42 (600)  10776.30 (3242)  11003.23 (16.74)  9858.99 (2.17)  9858.99 (2.72)
100 999852 (600)  30250.32(600)  10419.44 3511)  10904.31 (16.69)  9858.99 (2.21)  9858.99 (2.86)

50 50916.48 (600) 179168.59 (600) OB 45209.16 (17.48)  33617.21 2.11)  33072.96 (2.63)
1304 75 39774.59 (600)  178270.00 (600) OB 42899.00 (17.77)  33009.00 (2.80)  32473.34 (2.80)
100 53956.65 (600)  118561.04 (600) OB 41927.05 (17.57)  32557.78 (2.26)  32134.47 (2.80)
50  39189.72 (600)  85050.22 (600) OB 15282.77 (2047)  13027.50 (2.31)  12830.64 (2.95)
uld432 75  24844.31(600)  80893.17 (600) OB 15007.52 (20.54)  12835.57 (2.43)  12625.89 (3.08)
100 22187.92 (600)  70304.41 (600) OB 15241.95 (2045)  12521.75 (2.47) 12155.28 (3.10)
50 5631.54(600)  15232.65 (600) OB 6586.44 (24.92)  4531.97 (2.69)  4158.05 (3.41)
1577 75 9446.27 (600)  15232.65 (600) OB 6356.05 (24.45)  4278.85(2.62)  4071.33 (3.44)
100 7356.55 (600)  15232.65 (600) OB 6089.94 (24.59)  4069.46 (2.66)  4087.09 (3.62)
50  16776.31 (600)  37910.67 (600) OB 7672.36 (32.66)  6549.83 (2.96)  6490.56 (4.13)
ul8l7 75  15685.26 (600)  37910.67 (600) OB 7283.72 (32.84)  6540.25 (2.98)  6424.96 (4.07)
100 14071.51 (600)  28891.86 (600) OB 7174.80 (32.67)  6431.92 (3.04)  6413.51 (4.26)
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D Speed Evaluation for Serial and Parallel Process

This section provides an evaluation of the speed performance of Equity-Transformer in two distinct
scenarios: the serial process, where instances are solved one by one in a sequential manner, and the
parallel process, where instances are solved concurrently. The results, illustrated in Appendix D,
clearly demonstrate that Equity-Transformer exhibits remarkable parallelization capabilities, resulting
in a speed improvement of approximately 153 times compared to the serial process for the mTSP
with 500 instances and N = 1000. This significant enhancement underscores the potential of Equity-
Transformer to efficiently handle multiple routing problem requests simultaneously in real-world
situations. It is worth noting that even in the serial process, as shown in the main table, Equity-
Transformer surpasses the baseline method in terms of speed, without leveraging any parallelization
advantages.

Table 12: Comparison of total time for solving instances in mTSP with the serial process and parallel process in
Equity-Transformer. The s stands for the seconds.

N Number of instances  Serial Process  Parallel Process
10 3.30s 1.36s
200 100 33.67s 1.51s
500 169.55s 2.98s
10 8.37s 1.93s
500 100 84.13s 2.84s
500 449.05s 3.68s
10 16.48s 3.02s
1000 100 163.75s 4.53s
500 815.52s 5.35s
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