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Figure 1: We introduce a zero-shot test-time inference procedure called KL-tracing, which
extracts robust optical flow and point tracking from a generative world model on challenging
in-the-wild videos. In every column, the green line links the query location in the first frame (top) to
the position predicted by our method in the second frame (bottom). All clips are real-world internet
videos and contain phenomena that classical, appearance-based optical flow methods find challenging:
(A) Newton’s cradle, where both frames have four balls in the middle, but the balls are different; the
example involves physical reasoning. (B) Globe has challenging in-place object rotation and the
query point is in the textureless ocean. (C) Dog weaving through occluding poles with large, rapid
motion, including depth changes and motion blur. (D) Soccer tackle with fast, diagonal motion with
motion blur and partial occlusion. (E) Windmill rotation where the repetitive blades and uniform sky
make local matching challenging. These examples highlight the benefits of leveraging a powerful
world model to extract optical flow for challenging real-world scene dynamics.

Abstract

Extracting optical flow from videos remains a core computer vision problem.
Motivated by the recent success of large general-purpose models, we ask whether
frozen self-supervised video models trained only to predict future frames can be
prompted, without fine-tuning, to output flow. Prior attempts to read out depth or
illumination from video generators required fine-tuning; that strategy is ill-suited
for flow, where labeled data is scarce and synthetic datasets suffer from a sim-to-
real gap. Inspired by the Counterfactual World Model (CWM) paradigm, which
can obtain point-wise correspondences by injecting a small tracer perturbation
into a next-frame predictor and tracking its propagation, we extend this idea to
generative video models for zero-shot flow extraction. We explore several popular
architectures and find that successful zero-shot flow extraction in this manner is
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aided by three model properties: (1) distributional prediction of future frames
(avoiding blurry or noisy outputs); (2) factorized latents that treat each spatio-
temporal patch independently; and (3) random-access decoding that can condition
on any subset of future pixels. These properties are uniquely present in the recently
introduced Local Random Access Sequence (LRAS) architecture. Building on
LRAS, we propose KL-tracing: a novel test-time inference procedure that injects
a localized perturbation into the first frame, rolls out the model one step, and
computes the Kullback–Leibler divergence between perturbed and unperturbed
predictive distributions. Without any flow-specific fine-tuning, our method is
competitive with state-of-the-art, task-specific models on the real-world TAP-Vid
DAVIS benchmark and the synthetic TAP-Vid Kubric. Our results show that
counterfactual prompting of controllable generative video models is an effective
alternative to supervised or photometric-loss methods for high-quality flow. 1

1 Introduction

Extracting motion information (optical flow) from videos is a fundamental yet open challenge in
computer vision with many applications. Due to the intractable cost of obtaining ground-truth labels
from real-world videos, most supervised baselines [39, 41] are trained on synthetic datasets, e.g.,
FlyingChairs [12], FlyingThings [28] and Sintel [6]. While invaluable for progress, these datasets
cover a narrow slice of motion statistics–predominantly rigid objects, limited lighting variation, and
short temporal horizons. As a result, they under-represent the long-tail of real-world phenomena
such as non-rigid deformation, atmospheric effects, rapid camera shake and textureless regions.
Self-supervised models [22, 37] that can be trained on real videos attempt to bridge this gap, but
they often rely on task-specific heuristics, such as photometric consistency or smoothness which
fail under complex lighting, occlusion, or long-range motion. Consequently, both supervised and
self-supervised optical flow baselines struggle to generalize to challenging in-the-wild videos.

Inspired by successes across vision and language where large general-purpose models outperform
smaller task-specific ones, we explore large-scale video models as a possible solution. Trained on
massive repositories of real-world data, modern video models already demonstrate strong scene
understanding [5, 30, 1, 27], suggesting an implicit grasp of optical flow [3, 40]. However, prior
work extracting visual intermediates such as depth and illumination from these models still required
supervised fine-tuning [34, 11]. Extending that recipe to optical flow would again depend on synthetic
labels, facing the same sim-to-real domain gap. This motivates our search for a zero-shot procedure
that can extract accurate optical flow from off-the-shelf video models without any additional training.

In fact, such a procedure has been proposed in the Counterfactual World Model (CWM) framework
[3]. Zero-shot optical flow is obtained by adding a small “tracer” perturbation to the source frame
and tracking how a pretrained next-frame predictor propagates the tracer to the target frame (Section
3). In practice, however, because deterministic video models like CWM can only predict a single
future state, it encourages predictions that average over future possibilities, yielding perceptually
blurry frames that wash out the injected tracer, leading to less precise motion estimates (Section 4.1).

To overcome this, we implement the perturb-and-track method with generative video models, which
generate crisp predictions as they sample from a distribution instead of regressing to a mean. This is
insufficient, however, as each state-of-the-art generative video model faces its own flow extraction
challenges. Stable Video Diffusion (SVD) [5] produces photorealistic frames, but its conditioning is
weak and non-localized: generation is guided by a single global latent inverted from the target frame,
so pixel-level edits introduce noisy differences, corrupting the extracted flow (Section 4.2). The
recent Cosmos model [30] can condition generation on ground-truth patches from the target frame,
but its autoregressive rollout is strictly in raster order, so these provided patches must all lie in the
raster top-left region of the image, far less informative than the same number of patches distributed
randomly across the image, thus failing to accurately reconstruct the target frame (Section 4.3).

Through a systematic analysis of state-of-the-art video models, we find three key properties for accu-
rate zero-shot optical flow extraction: (1) distributional prediction of future frames (avoiding blurry or
noisy outputs); (2) local tokenization, which encodes each spatio-temporal patch independently; and

1Project website at: https://neuroailab.github.io/projects/kl_tracing/
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(3) random access decoding that can condition on any subset of future pixels. These are present in the
recent Local Random Access Sequence (LRAS) architecture [25], whose patch-level conditioning
and random-order decoding provide much more fine-grained controllability than previous generative
video models (Section 4.4). In addition, we propose a new method, KL-tracing, that further improves
upon the probe-and-track method by using the autoregressive nature of LRAS which exposes the
probability distributions for predictions. KL-tracing computes the perturbation difference in the
prediction logit space, thereby bypassing noisy RGB differences resulting from sampling randomness.
We achieve state-of-the-art results on the challenging real-world TAP-Vid DAVIS dataset and the
synthetic TAP-Vid Kubric dataset relative to supervised and unsupervised flow baselines (Section 6).

Overall, we show how to tame generative models—unruly, hard to control, and normally only steered
with previous frames or coarse text prompts—into a tool that obeys fine-grained patch conditioning
and KL-tracing for extraction of precise optical flow. Our contributions are threefold: (1) We provide
the first systematic study of optical flow extraction from large generative video models, highlighting
failure modes of both deterministic regressors and underconstrained generative models, and discover
key model properties for flow extraction; (2) we introduce KL-tracing, a simple yet effective test-time
inference flow procedure for tracing perturbations through the predicted distributions of future states;
and (3) we tame LRAS with KL-tracing to obtain both quantitative and qualitative results of accurate
flow traces on both real-world and synthetic benchmarks, as well as in-the-wild videos.

2 Related Work

Optical Flow refers to estimating the per-pixel 2D motion between a pair of video frames. Most
models [39, 41] are supervised on synthetic video datasets [12, 28, 6], posing a sim-to-real gap, i.e.,
predominantly rigid objects, limited lighting variation, and short temporal horizons, failing to capture
the long tail of real-world phenomena such as non-rigid deformation, atmospheric effects, fast camera
shakes, and fine-scale textureless regions. Alternatively, self-supervised models [23, 26, 37] train on
real-world videos, but often rely on task-specific architectures and heuristics such as photometric
consistency and smoothness loss [23, 26, 37]. Regardless, these optical flow methods are designed
for short frame gaps and relatively non-complex scenes with little motion dynamics.

Point Tracking follows a set of points across longer time horizons. Most methods are supervised
[9, 17, 24], often on synthetic datasets, facing the sim-to-real gap. Alternatively, self-supervised
methods rely on task-specific heuristics such as smoothness losses and cycle consistency [21, 4, 35],
i.e., tracking a point forward in time, then backward, should return to its original position. In contrast,
we use a zero-shot method to extract flow from general-purpose self-supervised video models trained
on diverse, large-scale datasets, as they better learn challenging real-world dynamics (Section 6).
Further, the best performing trackers on long horizon benchmarks often exploit multi-frame context,
which can obscure a model’s ability to resolve core frame-to-frame dynamics across variable timesteps.
Therefore, we compare our zero-shot method primarily against baselines following the traditional,
two-frame setting for flow.

Deterministic Video Models predict a single future frame/latent [15, 14, 16, 3, 2]. Trained with either
latent or pixel ℓ1/ℓ2 reconstruction losses, they are implicitly optimized to output the expectation
over plausible futures. Whenever the conditioning signal—a single frame F1, multiple frames
(F−N . . .F1), or a partially masked target Fmasked

2 —can lead to multiple future possibilities, the model
averages them, producing spatially blurred predictions which hurt flow estimation.

Generative Video Models. Generative models can sample different image or video generations from a
probabilistic distribution. Diffusion models iteratively denoise a single noise sample into a generation
[19, 36, 33, 20, 5]. Autoregressive models [31, 7, 32, 8] generate outputs sequentially, modeling the
joint distribution over pixels or tokens, each element conditioned on previously generated elements.
However, many of these models, e.g., Cosmos [30], predict tokens in raster order and use a global
tokenizer where each image patch is encoded with information from other patches. Hence, they
lack fine-grained controllability which makes them challenging to use for flow extraction (Section
4.3) In contrast, a recent class of models, Local Random Access Sequence (LRAS), has several key
properties which make them suitable for optical flow extraction (Section 4.4). Applying our novel
test-time inference procedure to LRAS achieves state-of-the-art results (Section 6).

Tracks from Diffusion Models. Related to our work, there has been recent interest in using
the emergent motion understanding capabilities of generative video models. The focus of these
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Figure 2: Test-time inference procedure for extracting flow from a pre-trained, frozen, generative
video model, based on the Counterfactual World Model (CWM) paper [3]. This involves three
steps: (1) Perturbation: add a small, white-colored 2D Gaussian dot perturbation to frame 1 at the
location of the point we wish to track. (2) Generate model predictions conditioned on the two frames.
For CWM, Cosmos, and LRAS, we provide frame 1 and masked patches of frame 2 (Sections 4.1,
4.3, 4.4). For Stable Video Diffusion, we provide the noised latents of both frames (Section 4.2). (3)
Estimate optical flow by computing the RGB difference between the clean and perturbed predictions.

investigations has primarily been on reading out motion information from intermediate representations
of diffusion models [38, 29]. In this work, we instead rely on a different extraction procedure (namely,
propagating intervention points for tracking), which we find to be more transferable to generative
architectures beyond diffusion. Our approach, when paired with design decisions that maximize
controllability and locality, outperforms the latest diffusion-specific methods for flow (Section 6).

3 Test-time inference procedure and evaluation setup for optical flow

We use a zero-shot procedure to extract optical flow from various pre-trained video models. For all
models, we utilize the generic method template illustrated in Figure 2, based on the Counterfactual
World Model (CWM) paper [3]. Step 1. Inject a small perturbation. We duplicate the initial
frame F1 and perturb it with a small “white bump” to form F̃1, i.e., a Gaussian centered at the query
location xq with amplitudes 255 on each RGB channel and standard deviation σ equal to 2.0. Step
2. Run model twice. Both clean and perturbed initial frames are separately forwarded through the
frozen model, each time with a sparse mask of the second frame (Fmasked

2 ). Hence, two forward
passes: (F1, F

masked
2 → F pred

2 ) and (F̃1, F
masked
2 → F̃ pred

2 ). Step 3. Estimate optical flow. Compute
the RGB difference between the two predictions, F pred

2 and F̃ pred
2 . Then, take the arg-max to identify

the location to which the perturbation was carried.

We find that this procedure can be extended to any video model that exposes this interface of next-
frame prediction. For example, this works with models that allow providing a subset or masking of
patches (Sections 4.1, 4.3, 4.4), and also video diffusion models, by converting frames 1 and 2 into
noised latents and using them as conditioning (Section 4.2).

Evaluation setup. We use TAP-Vid DAVIS [9] and Kubric [13] for evaluation. TAP-Vid DAVIS
contains real-world videos with human-annotated flow and occlusion labels, while Kubric is a
synthetic dataset with ground-truth labels. Metrics. We use the following metrics. (1) Average
Distance (AD) (or endpoint error (EPE)), the Euclidean distance between the predicted and ground-
truth flow, as well as metrics from TAP-Vid [9]: (2) Average Jaccard (AJ), the “true positives” divided
by “true positives” plus “false positive” plus “false negatives”, averaged over various thresholds; (3)
<δxavg, the fraction of points that are within a threshold of the ground truth location, averaged over
various thresholds, and (4) Occlusion Accuracy (OA) for predicting occluded points.

4 Model evaluations

We conduct several studies extracting optical flow from various video model classes, highlighting
issues we found with each. We investigate deterministic models (Section 4.1), diffusion models
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(Section 4.2), and autoregressive models (Section 4.3). Finally, we identify the key properties of
generative models that aid precise flow prediction, and a model class that satisfies them (Section 4.4).

4.1 Study 1: Deterministic models produce blurry-averaged predictions.

Method: Deterministic video models such as the Counterfactual World Model (CWM) [3, 40] predict
a single future state. CWM is a visual foundation model that can be zero-shot prompted to perform
many tasks, such as predicting flow, keypoints, object segments, counterfactuals, and depth. CWM
was trained with an ℓ2 loss to perform masked next-frame prediction: (F1, F

masked
2 → F pred

2 ). It
deterministically predicts a single future state F pred

2 , as it lacks a mechanism for sampling. To extract
flow from CWM, we use the procedure in Section 3 with a small, red perturbation, following [3].

Findings: Deterministic video models such as CWM regress to the mean future state, blurring
predictions. Deterministic models, such as the Counterfactual World Model (CWM), often produce
blurry predictions as they model a single, average future state (Figure 4A). This hurts optical flow
extraction in two ways. (1) At the location where the perturbation is carried to, the perturbation is
less visible due to blurriness from prediction uncertainty. (2) At locations where the perturbation is
not expected to propagate, blurriness manifests as minor RGB differences. The clean and perturbed
predictions are different in these locations due to the added perturbation in the first frame (F1).
Combined, these introduce errors when using arg-max to select the destination for the query point.
To address the issue of blurry predictions from CWM, we next explore extracting flow from Stable
Video Diffusion (SVD), a diffusion model that produces sharp predictions.

4.2 Study 2: Diffusion models’ global latent code lacks sufficient fine-grained controllability

Method: Applying the method above (Section 3, Figure 2) to Stable Video Diffusion [5] is challenging
as generation operates on full-frame latents rather than pixels, so these models do not natively support
partial frames as input. However, we need to provide information from the second frame to anchor
the generation, otherwise the model will hallucinate arbitrary future frames unsuitable for flow
estimation. Below, we describe how we adapt the flow extraction procedure to the latent diffusion
setting, while keeping the generations anchored to the observed video. Step 1. Frame selection and
perturbation. As SVD is trained with a fixed framerate and more than two frames, we first retrieve
an interpolated sequence of intermediate frames bridging the query (F1) and target (FN ) frames
F = {F1, F2, . . . , FN}. We add a dot perturbation to F1, obtaining F̃1. Step 2. Latent inversion
and paired generation. To anchor the sampling trajectory to the original video, we apply a latent
inversion technique introduced in VideoShop [10]. Inversion addresses the drift in generation by
finding an initial noise vector that reconstructs the input video when fed into the diffusion process.
Specifically, we first obtain the latents for every frame ℓ = {ℓ1, ℓ2, . . . , ℓN} and then partially apply
the inversion process, adding noise to the latents up to a fraction of the total noising steps. This is
done using SVD’s UNet and an inverted scheduler, resulting in noisy latents ℓ̃ = {ℓ̃1, . . . , ℓ̃N}. From
these latents we perform two denoising passes with identical hyperparameters, but with different
conditioning frames, F1 and the perturbed F̃1, obtaining two denoised latents ℓpred and ℓ̃

pred
, which

can be decoded to produce the clean Fpredand perturbed reconstruction F̃pred. Step 3. Estimate
optical flow (same as in Section 3). We compute the RGB difference between the clean and perturbed
generations to localize the perturbation. We compare two generations, rather than the perturbed
generation to the original input, in order to suppress noise from imperfect inversion and VAE artifacts,
improving the accuracy and robustness of flow predictions even under lossy latent compression.

Findings: Stable Video Diffusion (SVD) lacks fine-grained controllability as it generates each
frame by globally denoising a coarse latent code. Thus, local perturbations in pixel space are
washed out or remapped unpredictably during sampling. This stochastic, scene-level regeneration pre-
vents deterministic, point-wise correspondences. As a result, its clean and perturbed predictions differ
in locations where the perturbation is not supposed to be carried to, resulting in noisy differences.

Attempting to address the precision issues arising from a coarse global latent, the recent DiffTrack
[29] uses a one-to-one frame-to-latent mapping to avoid temporal compression. It uses query-key
matching in the 3D attention blocks across frames to perform point tracking. Though this method
demonstrates that strong temporal correspondence can be found in diffusion model representations,
with significant improvement over existing diffusion-based methods such as DIFT [38], it still lags
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behind specialized optical flow models, thus failing to close the gap between general-purpose video
models and task-specific baselines (Table 3). Next, we explore autoregressive models which allow us
to provide actual patches of the second frame as more fine-grained conditioning.

4.3 Study 3: Raster-order autoregressive models struggle with partial-frame conditioning

Method: Cosmos [30] includes both a diffusion-based and an autoregressive foundation model. We
evaluate flow extractions from the autoregressive model which allows us to provide the actual frame
patches directly as conditioning. We use the Cosmos autoregressive model with 4B parameters, which
comes with a 7B diffusion decoder for generating images. As the Cosmos autoregressive model does
not have pointer tokens, autoregressive rollout predictions for image tokens cannot be performed in
random-access order. Instead, they can only be made in raster order, i.e., from top left to bottom right
of the image. Nevertheless, we make a best-effort attempt to extract flow by trying multiple settings.

• Setting A. We provide the first frame and the top 10% raster tokens of the second frame: clean
(F1, F

top-10%-raster
2 → F pred

2 ) and perturbed (F̃1, F
top-10%-raster
2 → F̃ pred

2 ).
• Setting B. We provide the first frame and overwrite a random 10% of the predicted tokens dur-

ing the model’s autoregressive rollout with ground truth tokens of the second frame: clean
(F1, F

overwrite-random-10%
2 → F pred

2 ) and perturbed (F̃1, F
overwrite-random-10%
2 → F̃ pred

2 ).
• Setting C. We provide both frames fully: clean (F1, F2 → F pred

2 ) and perturbed (F̃1, F2 → F̃ pred
2 ).

Findings: All Cosmos evaluation settings perform poorly (Figure 7 and Table 2).

• Setting A. The model prediction effectively repeats the first frame, unable to propagate the perturba-
tion (Figure 7A). This is because the top 10% raster patches reveal less about the second frame
than random 10% patches. At the same time, revealing more patches will hurt performance; if the
perturbation should be carried to a revealed patch, the model will not generate the perturbation.

• Setting B. This also results in the model prediction repeating the first frame, because the model gen-
erates many new patches with less than 10% ground truth patches. This is much more challenging
than getting all the revealed ground truth patches at the start.

• Setting C. The model prediction correctly matches the target frame but does not contain the
perturbation. We evaluate this setting as the model has a diffusion decoder that has the potential to
(but unfortunately does not) reproduce the perturbation in F̃ pred

2 .

Cosmos flow extraction is challenging due to the lack of a non-local tokenizer and pointer tokens for
random-access decoding order. Therefore, we next explore LRAS, which has these properties.

4.4 Study 4: Key model properties for flow extraction are present in LRAS

Method: From Sections 4.1, 4.2, and 4.3, we discover that flow extraction can be improved by
generative models having three key properties (Table 1): (1) distributional prediction of future
frames (avoiding blurry or noisy outputs; which CWM lacks); (2) local tokenizer that treats each
spatio-temporal patch independently (which SVD and Cosmos lack); and (3) random-access decoding
order that allows the model to condition on any subset of the second frame patches (which SVD and
Cosmos lack). We identify Local Random Access Sequence (LRAS), a recent family of autoregressive
visual foundation world models that has these properties and can be zero-shot prompted to perform
many tasks, such as 3D object manipulation, novel view synthesis, and depth estimation. We use its
autoregressive generative video world model with 7 billion (7B) parameters.

Findings: LRAS model produces clean and perturbed predictions with minimal variations due
to sampling randomness. However, these small variations result in slightly noisy difference maps,
harming flow extraction (Figure 5). We address this with the KL-tracing procedure below.

5 KL-tracing bypasses sampling randomness

Method: We design a novel test-time inference procedure, KL-tracing, for optical flow extraction
from models that predict a probability distribution at every patch of the target frame (Figure 3).
KL-tracing is the same as the RGB flow extraction method in Section 3, except for the third step.
Step 3. Estimate optical flow with patchwise KL-divergence. We use the patch-wise logits for
the clean (F pred

2 ) and perturbed (F̃ pred
2 ) predictions: {zij} and {z̃ pert

ij } (Figure 3). For every patch
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Figure 3: KL-tracing, our novel yet simple test-time inference procedure for extracting optical
flow from controllable generative models such as LRAS. We follow the same steps for perturbation
and conditioned prediction as in Figure 2, but estimate optical flow by computing the KL divergence
between the clean and perturbed prediction logits.

(i, j) we compute the KL-divergence: DKL(i, j) = KL
[
(zij) ∥ (z̃ pert

ij )
]
. The resulting KL divergence

map should peak at the patch where the perturbation is carried to, giving a crisp optical flow estimate
(Figure 3). We take an arg-max to identify the patch with the highest KL divergence to estimate
optical flow. To detect if a point is occluded, we simply use a threshold on the KL divergence value.

Figure 4: Our method, KL-tracing using LRAS extracts better flow than other generative video
models. (A) Deterministic models, such as CWM [3], often produce blurry predictions as they
model a single, average future state. (B) Stable Video Diffusion lacks fine-grained controllability
due to its coarse global latent code. Its clean and perturbed predictions differ in locations where the
perturbation is not supposed to be carried to. (C) The Cosmos autoregressive world model lacks
fine-grained controllability as it does not utilize pointers to denote the position of each token, making
it challenging to prompt for flow extraction. (D) The LRAS model is highly controllable and has
minimal differences between the clean and perturbed predictions. We use KL-tracing to compute the
difference in logit instead of RGB space, obtaining sharp flow extractions.

Findings: KL divergence of prediction logits bypasses noisy differences resulting from sampling
randomness. Each RGB generation is a sample drawn from the prediction distribution. Instead of
sampling multiple RGB generations and averaging them to suppress the noisy differences resulting
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Perturbed

Frame 1 Frame 2 RGB Diff 0 RGB Diff 1 RGB Diff N Avg. RGB Dif

avg

avg

avg

Single KL Dif

Figure 5: KL-divergence of prediction distributions bypasses noisy RGB differences resulting
from sampling randomness. Computing the KL divergence of the clean and perturbed prediction
logits (last column) is more efficient yet functionally similar to computing the average RGB difference
over many samples (second last column).

from sampling randomness, it is more efficient to directly use the predicted distribution. This is
an important benefit of autoregressive models as they directly expose the probability distribution.
Empirically, we observe two benefits. First, there are minor differences between the clean and
perturbed predictions at locations where the perturbation is not expected to propagate, because
adding the perturbation affects the rest of the image due to the transformer’s global attention. KL-
tracing empirically results in smaller noisy differences than computing the RGB difference. Second,
occasionally the added perturbation does not visually get carried over in the perturbed RGB prediction,
but it still appears as elevated uncertainty in logit space, detected by KL-tracing.

KL-LRAS

(ours) SMURF SEA-RAFT Doduo KL-LRAS


(ours) SMURF SEA-RAFT Doduo

Figure 6: Large world models such as LRAS capture aspects of real-world dynamics that
are challenging for specialized flow models relying on visual similarity or photometric loss.
Specialized optical flow baselines, both supervised and self-supervised, struggle on complex, real-
world scenes that are not fully captured by their training heuristics (Section 6). A deeper understanding
of dynamics beyond feature/photometric similarity allows large world models such as LRAS to resolve
motion in the presence of homogeneous objects, motion blur, and partial occlusion, among others.
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6 Large video world models capture aspects of real-world dynamics that are
challenging for specialized flow models

Method: We compare KL-tracing with supervised flow methods such as RAFT [39] and SEA-RAFT
[41], as well as unsupervised methods such as Doduo [22] and SMURF [37] (Table 3, Figure 6).
We also compare our method to an alternative branch of approaches, multi-frame trackers, which
typically use multiple frames of information to generate point tracks across time (Appendix C).

Findings: Powerful video models capture challenging aspects of real-world dynamics. For
example, a globe undergoes in-place rotation with the query point on a textureless surface (Figure
1), or physical motion examples such as Newton’s cradle (Figure 6). These real-world dynamics
are challenging for specialized flow models which are small and not trained on diverse, large-scale
video datasets. Video world models use generic training objectives, so they do not suffer from
failure modes introduced by training heuristics used by specialized flow models. Supervised
methods are trained on synthetic datasets as labeling real-world videos is expensive, and hence face a
sim-to-real gap where they do not observe challenging real-world dynamics. Self-supervised methods
such as Doduo [22] and SMURF [37] use photometric loss for training, which results in challenges
in predicting flow for frame pairs with significant differences in light intensity, and also enforce
strong global consistency and smoothness constraints, which introduce failure modes for complex
non-uniform dynamics that contain various magnitudes of flow across the same frame pair.

CWM [3] SVD [5] Cosmos [30] LRAS [25]

Distributional prediction of future frames No Yes Yes Yes
Non-global tokenizer Yes No No Yes
Random-access decoding order Yes No No Yes

Table 1: Key properties of video models for precise flow extraction: (1) distributional prediction
of future frames, thus avoiding blurry or noisy outputs, (2) non-global tokenizer that treats each
spatio-temporal patch independently, (3) random-access decoding order that allows conditioning on
any subset of second-frame patches.

Model
TAP-Vid DAVIS Subset (3%)

Endpoint Error (EPE)

LRAS RGB (5MM, 8MS, 2STD) (ours) 8.4797
LRAS KL (5MM, 8MS, 2STD) (ours) 5.0762
Stable Video Diffusion [5] 74.7990
Cosmos (top 10% raster) (5MM, 2STD, 512×512) [30] 35.4338
Cosmos (overwrite 10% during rollout) (5MM, 2STD, 512×512) [30] 37.7552
Cosmos (provide full second frame) (5MM, 2STD, 512×512) [30] 66.5521

Table 2: KL-tracing with LRAS beats other video models. MM = multi-mask (average over multiple
random masks), MS = multi-scale (zoom into image at multiple scales).

7 Discussion

Taming generative world models with fine-grained controllability. A key finding of our work is
that zero-shot prompting many mainstream generative video models for visual property extraction can
be challenging due to their lack of fine-grained controllability. However, a series of design features
can help tame these models: (1) predicting a distribution of future states rather than a deterministic
average, (2) encoding each spatio-temporal patch independently, and (3) having a mechanism to
decode individual parts of a frame in any given order. Currently, the LRAS [25] framework was
the only one we identified that contained all of these properties, but they could be adopted by other
generative models as well, increasing the ease with which they can be visually prompted.

Tight coupling with the base generative model. The main advantage of using a generative model
for flow is that it becomes easier to improve flow prediction quality on new domains. Any previously
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Method DAVIS Kubric

AJ ↑ AD ↓ <δxavg↑ OA ↑ AJ ↑ AD ↓ <δxavg↑ OA ↑

TAP-Vid First

S RAFT [39] 41.77 25.33 54.37 66.40 71.93 5.60 82.15 88.54

SEA-RAFT [41] 43.41 20.18 58.69 66.34 75.06 6.54 84.63 89.50

W Doduo [22] 23.34 13.41 48.50 47.91 54.98 5.31 72.20 73.56

U SMURF [37] 30.64 27.28 44.18 59.15 65.81 6.81 80.57 87.91
DiffTrack [29] - - 46.90 - - - - -
CWM [3, 40] 15.00 23.53 26.30 76.63 28.77 11.64 41.63 84.93
LRAS with KL-tracing (ours) 44.16 11.18 65.20 74.58 65.49 5.06 81.66 87.63

Table 3: TAP-Vid First: quantitative results on DAVIS and Kubric. Tracking starts when a point
first appears and continues to the video end, thus involving large frame gaps. LRAS with KL-tracing
outperforms two-frame baselines. “S" = supervised, “W" = weakly supervised, “U" = unsupervised.

unrepresented domain can become “in-distribution” for KL-tracing, simply by extending the training
data of the base generative model (e.g., LRAS). There is no need to obtain new, task-specific labels,
which is particularly appealing for flow due to the intractable cost of human labeling for anything
other than synthetic, computer-graphic type scenes. As modern video datasets continue to scale at a
rapidly increasing rate, KL-tracing’s performance can improve in lockstep.

Distillation. Compared with real-time dense flow baselines [39, 41] or diffusion-based methods that
build on feature correspondence [38, 29], KL-tracing can be slower due to the process of propagating
interventions point-by-point. However, on challenging, real-world scenes, the quality of the extracted
flow is notably better (Table 3). In fact, we can improve the Pareto frontier by taking the sparse labels
that are extracted and distilling them into a faster architecture such as SEA-RAFT, thereby using
KL-tracing as a much more scalable alternative to human labeling.

Future work. A natural next step is extending this test-time inference procedure to extract other
visual intermediates such as object segments, material properties, or motion affordances. By moving
away from fine-tuning our world models on labeled datasets to a paradigm of zero-shot prompting,
the vision community can experience a shift akin to the one seen with large language models, moving
from rigid representations constructed by fine-tuning toward dynamic, task-specific and adaptable
ones extracted on the fly.

Overall, our results indicate that prompting controllable, self-supervised world models is a scalable
and effective alternative to supervised or photometric-loss approaches for high-quality optical flow.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract claims are supported by the results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations discussed in discussion section.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: No theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Methodology is detailed and allows for reproduction of experiments using
open sourced models.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All data used is already available openly, code will be released.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Method describes exactly how to reproduce results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard optical flow / tracking metrics on widely used datasets
containing many samples.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We discuss how much compute is required to perform a single point extraction
- a multiple of the compute of a forward pass of a chosen model.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research is about lower level vision and does not come near any ethics
issues.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: Since this paper is a low level computer vision paper there is really not yet a
broad system for distributing it.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]

Justification: No such risk.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: No new assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No New Assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subjects or crow sourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No IRB necessary.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [No]
Justification: Paper is about optical flow, no LLMs used at all.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional details on methods

Models Perturbation Predictions based on conditioning Compute difference

CWM [3] White Gaussian Frame 1, Partial Frame 2 RGB difference
SVD [5] White Gaussian Noised latents of Frame 1 and 2 RGB difference
Cosmos [30] White Gaussian Frame 1, Partial Frame 2 RGB difference
LRAS, RGB [25] White Gaussian Frame 1, Partial Frame 2 RGB difference
LRAS, KL White Gaussian Frame 1, Partial Frame 2 KL divergence of logits

Table 4: Flow extraction for all models follows the same three-step template: (1) Perturbation of
Frame 1 with a small, white-colored Gaussian bump, (2) Conditioning the model on frames 1 and 2
to generate clean and perturbed predictions, and (3) Compute the difference between the clean and
perturbed predictions to extract optical flow.

B Additional results

Figure 7: All evaluation settings for Cosmos [30]) result in poor flow extractions. See Section 4.3
for a more detailed explanation of each result.

C Multi-frame trackers

We are primarily interested in evaluating a model’s ability to resolve motion from two frames, with
methods and baselines chosen accordingly. While multi-frame trackers often achieve improved
results due to aggregating and refining predictions globally, the two-frame setting directly evaluates a
model’s core dynamics understanding, especially in more challenging real-world cases. We compare
our method with supervised, multi-frame trackers run under the same two-frame constraint.
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Method DAVIS

AJ ↑ <δxavg↑ OA ↑

TAP-Vid First

S CoTracker-v3 [24] 39.9 58.0 76.9
AllTracker [18] 54.9 66.0 78.0

U LRAS with KL-tracing (ours) 44.2 65.2 74.6

Table 5: TAP-Vid DAVIS results for two-frame trackers. Tracking starts when a point first appears
and continues to the video end (large frame gaps). The supervised tracker baselines are natively
multi-frame, but are evaluated in a two-frame setting for direct comparison.

The performance of multi-frame trackers is significantly impacted when removing context from
intermediate frames. Notably, we find that AllTracker [18] is more robust, due to its approach of
merging a two-frame, flow-type correspondence with a tracker-style global refinement across frames.
Despite being completely training-free, our method shows comparable performance with the latest
trackers in this challenging setting (Table 5).
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