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Abstract

Spot-based spatial transcriptomics (ST) technologies like 10x Visium quantify
genome-wide gene expression and preserve spatial tissue organization. However,
their coarse spot-level resolution aggregates signals from multiple cells, prevent-
ing accurate single-cell analysis and detailed cellular characterization. Here, we
present DeepSpot2Cell, a novel DeepSet neural network that leverages pretrained
pathology foundation models and spatial multi-level context to effectively predict
virtual single-cell gene expression from histopathological images using spot-level
supervision. DeepSpot2Cell substantially improves gene expression correlations
on a newly curated benchmark we specifically designed for single-cell ST decon-
volution and prediction from H&E images. The benchmark includes 20 lung, 7
breast, and 2 pancreatic cancer samples, across which DeepSpot2Cell outperformed
previous super-resolution methods, achieving respective improvements of 46%,
65%, and 38% in cell expression correlation for the top 100 genes. We hope that
DeepSpot2Cell and this benchmark will stimulate further advancements in virtual
single-cell ST, enabling more precise delineation of cell-type-specific expression
patterns and facilitating enhanced downstream analyses.

Code availability: https://github.com/ratschlab/DeepSpot2Cell

1 Introduction

Spatial transcriptomics (ST) provides valuable insights into the spatial heterogeneity of tissue mi-
croenvironments and the mechanisms underlying disease progression [[1,[2]. Despite its transformative
potential, current ST technologies involve an inherent trade-off between spatial resolution and tran-
scriptome coverage [3]. For example, 10x Visium captures the whole transcriptome but at a coarse
spot-level resolution, integrating signals from 1-10 cells depending on cell size [4]. As a result, each
spot represents a bulk of cells, making it difficult to distinguish individual cell types or states. In
contrast, 10x Xenium achieves single-cell resolution but is restricted to a targeted gene panel, which
may exclude relevant biomarkers. Newer technologies have advanced spatially resolved single-cell
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expression profiling by enabling subcellular, full-transcriptome coverage (e.g., 10x Visium HD).
However, these methods still face major challenges [5], including low gene-detection sensitivity, high
error rates, and high costs, which limit their applicability in clinical studies. Achieving true single-cell
resolution across all protein-coding genes would allow for more precise cellular annotations and a
detailed, multi-modal view of biological mechanisms and cellular interactions.

At the same time, data generated using the more established spot-level Visium technology are rapidly
accumulating in public databases [6, [7, 8] and are supporting the first large-scale cohorts (e.g., 7,000
patients in MOSAIC [9]]). Consequently, robust deconvolution algorithms are urgently needed to
accurately reconstruct single-cell transcriptomic profiles for high-resolution cellular analysis.

Recently, advances in deep learning have demonstrated that hematoxylin and eosin (H&E)-stained
histological images can be used to effectively predict ST profiles [10, [11} [12} 13} [14] with some
genes exceeding a correlation of 0.60 [[14]]. These methods represent a promising, cost-effective,
and scalable alternative to conventional sequencing techniques. Building on this, early studies have
explored the prediction of super-resolution transcriptomic data [[15} [16], which produce superpixel-
level expression maps rather than precise cell-level profiles. Despite these advances, achieving true
single-cell transcriptomic resolution remains a major challenge.

To this end, we present DeepSpot2Cell, a novel deep learning model that leverages recent pathology
foundation models alongside spatial multi-level context to accurately predict virtual single-cell gene
expression from H&E images using spot-level supervision. DeepSpot2Cell uses a permutation-
invariant DeepSet architecture to represent spots as bags of individual cells, enabling the model to
learn each cell’s contribution during training and perform single-cell prediction at inference.

We evaluate our model on a newly curated benchmark, which we specifically designed to assess two
fundamental tasks: deconvolving retrospective ST datasets and predicting single-cell expression using
unseen H&E images. The benchmark includes 20 lung, 7 breast, and 2 pancreatic cancer samples,
sequenced at single-cell resolution with 10x Xenium and structured to mimic 10x Visium spot-level
data. The results demonstrate a substantially improved reconstruction of single-cell transcriptomic
profiles compared to previous super-resolution models, with consistent performance validated across
in-sample, out-of-sample, and out-of-distribution scenarios.

To our knowledge, DeepSpot2Cell is the first deep learning model to leverage pathology foundation
models to predict virtual single-cell ST from H&E images using spot-level supervision. This strategy
takes advantage of the rapidly growing spot-level ST datasets by learning robust single-cell mappings
between tissue images and transcriptomic profiles. It enables both the augmentation of retrospective
ST cohorts with single-cell resolution and the annotation of histopathological images with virtual
single-cell ST, thereby supporting more precise and detailed cellular analyses for biomedical research.

2 Related Works

2.1 Pathology foundation models

Pathology foundation models (PFM) are trained on large-scale histopathology datasets using self-
supervised techniques such as contrastive learning or masked image modeling. Notable examples
include UNI [17], Phikon-v2 [18], and H-Optimus-0 [19], which mostly rely on vision transformers
(ViT) to learn high-dimensional morphological representations. These models achieve state-of-the-art
performance across a range of computational pathology tasks [20l 211

2.2 Spatial transcriptomics prediction from H&E images

ST sequencing methods generate spatially resolved transcriptomic profiles aligned with H&E images.
For example, on the 10x Genomics Visium platform, each spot covers 55um of tissue area and
captures transcripts from 1-10 cells depending on the cell size [4].

With the increasing availability of such molecular datasets [|6 7} 8], specialized machine-learning
models have been developed to predict ST from H&E images using convolutional neural networks
[LO], vision transformers [12} [13]], or contrastive learning [[I1]. The recent DeepSpot model [[14]
introduces two key innovations: leveraging a PEM to extract informative spot representations and
integrating spatial multi-level tissue and neighborhood context. This enables the prediction of 5,000
genes with substantially higher accuracy and up to six-fold greater coverage than previous models.
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Figure 1: DeepSpot2Cell predicts virtual single-cell spatial transcriptomics as follows: (1) During
training, the model takes as input (i) the cropped cell tile defined by the segmentation mask, (ii) the
full spot tile containing the cell, and (iii) the neighboring spot tile(s). All tiles are first processed
through a pathology foundation model (PFM) before being used to train the model to regress spot-
level gene expression; (2) During inference, the model takes as input only the cell tile of interest
along with (ii) and (iii), again after PFM processing, and predicts the virtual transcriptomic profile at
the cell level.

2.3 Super-resolution-based deconvolution models from H&E images

Super-resolution methods aim to improve the spatial resolution of ST by integrating H&E images. For
example, iStar [22] uses hierarchical vision transformers to extract histology features at a 16x16-pixel
scale, capturing fine-grained tissue characteristics. scstGCN [23]] combines graph convolutional
networks with PFM and spatial information to capture the relationships among adjacent superpixels.
However, these methods output high-dimensional superpixel expression maps rather than precise cell
transcriptomic profiles, requiring custom post-processing to approximate individual cell expression.

3 Methods

3.1 Model architecture

DeepSpot2Cell extends the DeepSets architecture [24]] to integrate spatial and multi-tissue context
from histopathology images for accurate cell expression prediction using spot-level supervision. As
illustrated in Figure[I] for each cell j within spot 4, the model extracts features from three H&E
image inputs using frozen PFM: (i) the cropped cell tile defined by the segmentation mask x‘j—e“, (ii)

spot

neighbor
i .

the full spot tile containing the cell x;", and (iii) the neighboring spot tile(s) x;

For each cell, PFM embeddings are processed via dedicated two-layer multilayer perceptrons (MLP):
@cen for cell tiles, and ¢gpo¢ for spot and neighboring contexts. These embeddings are concatenated
to form the integrated cell representation:

h; = Concat(pcen (XECH), Dspot (P, Depot (x?eighbor)).

Cell embeddings within each spot are aggregated by summation, ensuring permutation invariance
and accommodating variable cell counts within a spot:

8; = pgene( Zjeci hj)v

where pgene is a two-layer MLP gene prediction head generating the predicted gene expression vector
$; € R for spot i, and C; denotes the set of cells within that spot. Notably, the summation aggregation
naturally models transcript count additivity and ensures robustness to cell order permutations.

3.2 Benchmarking of virtual cell transcriptomic profiles inferred from H&E images

10x Visium measures gene expression at the spot level, but single-cell resolution is needed for accurate
evaluation of prediction methods. To address this, we gathered 10x Xenium datasets across multiple



cancer and tissue types (Table [2] Figure [3)) with true single-cell resolution to establish a newly
dedicated benchmark. Building upon the HEST-1k benchmark [20]], we derived pseudo spot-level
gene expression profiles by aggregating single-cell transcript counts within each 55um spatial spot,
consistent with 10x Visium. To account for cell size variability [25]], a cell was considered fully
contained within a spot if its nucleus was located at least 10um inside the spot boundary.

Evaluation Models are trained exclusively on spot-level data, and their performance is assessed by
comparing predicted gene expression to single-cell ground truth using per-gene Pearson correlation.
Two key evaluation tasks were considered: deconvolution of in-sample (IS) cells in spots seen during
training, and prediction of single-cell expression for out-of-sample (OOS) cells from unseen samples
within the cohort, and out-of-distribution (OOD) cells from samples belonging to a different cohort.

4 Experiments

4.1 DeepSpot2Cell enables cell expression deconvolution from spatial transcriptomics spots

Table [T| summarizes the performance of a two-layer MLP baseline, previous super-resolution-based
models (iStart and scstGCN), and DeepSpot2Cell in deconvolving spot-based ST from H&E images.
The in-sample (IS) scenario benchmarks deconvolution performance. IS is further subdivided into
IS;,, assessing gene correlation among cells within spots, and IS,,;, assessing cells outside spots.

DeepSpot2Cell substantially improved the single-cell gene expression deconvolution across the three
cancer datasets. For example, in the lung cancer dataset, DeepSpot2Cell increased the IS;,, Pearson
correlation across the top 100 genes by 22%, from 0.32 (best competitor, scstGCN) to 0.39, with
some genes exceeding a correlation of 0.50 (Figure [5). Notably, DeepSpot2Cell’s transcriptomic
predictions for cells located within spots (IS;,,) and outside of spots (IS,,) are similarly accurate in
lung and breast cancer, indicating that the model does not overfit to the spot-level signals (Table 3] F).

Figure |2 qualitatively illustrates the deconvolution of MSLN, a known non-small cell lung cancer
marker gene, on slide NCBI867 from the lung cancer dataset. Predictions from iStar (r = 0.21) and
scstGCN (r = 0.30) are noisy and spatially diffuse, whereas DeepSpot2Cell ( = 0.45) produces
coherent, spatially structured patterns that align better with the ground truth.

Table 1: Benchmark of single-cell expression prediction across lung, breast, and pancreatic cancer
datasets. Average Pearson correlation between predicted and ground-truth single-cell gene expression
is reported for the top 100 most predictive genes.

Lung cancer (n=20) Breast cancer (n=7) Pancreatic cancer (n=2)
Model ISin  ISour OOS  1IS;,  ISour OOS OOD ISi;n ISour OOS
020 024 019 030 034 014 025 0.18 0.09 0.10

MLP 0.01) (0.00) (0.00) (0.01) (0.01) (0.00) (0.01) (0.00) (0.00) (0.00)
< 028 028 015 034 025 010 017 028 013 010
iStar 001) (0.00) (0.00) (0.01) (0.01) (0.00) (0.00) (0.01) (0.00) (0.00)
st GON 032 035 024 037 033 017 024 029 014 008

0.01) (0.01) (0.01) (0.01) (0.01) (0.00) (0.01) (0.01) (0.00) (0.00)

DeepSpor2Cell (ours) 039 041 035 043 041 028 037 032 016 0.11
CEPSPOLELE OWS) 9.01)  (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.00) (0.00)

IS;n: gene correlation among cells within spots. IS,.:: gene correlation among cells outside spots. OOS: gene
correlation among cells on hold-out patients, same cohort. OOD: gene correlations on cells from different cohort.

4.2 DeepSpot2Cell predicts virtual single-cell spatial transcriptomics from H&E images

Furthermore, the out-of-sample (OOS) and out-of-distribution (OOD) scenarios assess a model’s
ability to infer virtual single-cell gene expression for samples unseen during training, simulating its
application to novel data from the same or a different cohort, respectively (Table|[I)).

For example, in the lung cancer OOS scenario, DeepSpot2Cell consistently increased the Pearson
correlation by 46%, from 0.24 (best competitor, scstGCN) to 0.35 (DeepSpot2Cell). In the more



challenging breast cancer OOD scenario, DeepSpot2Cell improved the gene correlations by more
than 50%, demonstrating that it has learned robust single-cell transcriptomic mappings that generalize
to unseen histopathological images from other cohorts.

iStar scstGCN DeepSpot2Cell
MSLMound truth r=0.43
T 32

H&E image

@ Inflammatory

5 @ Epithelial
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Unknown

Figure 2: H&E image and CellViT [26]] cell-type annotations for slide NCBI867 (lung dataset).
Annotations and model predictions of MSLN expression across spots and cells.

4.3 DeepSpot2Cell ablation experiments

Next, we evaluated how specific modeling choices in DeepSpot2Cell contribute to its accuracy in
single-cell prediction (Figure [d). We make a few important observations:

1. Leveraging spatial multi-level tissue context through both spot representations and their
neighbors improves DeepSpot2Cell’s gene correlations compared with using only the spot
and cell or only the cell itself, consistent with previous findings [27].

2. The choice of PFM is important, with Phikon-v2 outperforming UNI and H-Optimus-0,
potentially due to Phikon-v2’s multi-resolution training design.

3. A more advanced GRU network for learning the set convolution operation performs worse
than simple summation, likely due to cell order sensitivity.

5 Discussion & Conclusion

In this work, we propose DeepSpot2Cell, a novel DeepSet neural network that leverages PFM and
spatial multi-level tissue context to accurately infer virtual single-cell ST from routine histology
images using spot-level supervision. The method’s key innovation is modeling spots as bags of
cells: DeepSpot2Cell learns how individual cells contribute to spot-level gene expression and uses
these mappings to predict single-cell expression. Further, we curated a newly dedicated benchmark
designed for single-cell ST deconvolution and prediction, enabling systematic comparison of models.

Our results demonstrate that DeepSpot2Cell outperforms previous super-resolution models in single-
cell deconvolution and prediction across multiple cancer types, even in out-of-distribution settings.
The variable performance of other super-resolution models across different scenarios indicates over-
fitting to the specific images and transcriptomic spots. In contrast, DeepSpot2Cell gene correlations
were consistent, indicating that it has learned general single-cell mappings that could be transferred
to unseen images. Notably, both iStar and scstGCN underperformed on OOD breast cancer compared
to our MLP baseline, highlighting their limited ability to generalize beyond the training distribution.

In summary, DeepSpot2Cell uses the abundance of spot-based ST data both to augment existing
ST cohorts with cell-level resolution and to learn generalizable single-cell transcriptomic mappings,
enabling the prediction of single-cell expression profiles from H&E images.



6 Limitations & Future work

Several limitations merit acknowledgment. First, the experiments used pseudo-Visium spots derived
from Xenium data, which may not fully reflect real Visium measurements. We also relied on available
old Xenium datasets with ~300 genes rather than the newer 5k panels. Second, accuracy depends
on the quality of cell segmentation, as errors in segmentation propagate to expression assignments.
In our benchmark, we relied on Xenium ground-truth nuclei locations, but in practice, these must
be inferred computationally, requiring accurate nucleus detection. Improving and integrating these
methods is essential for single-cell resolution in real-world settings. Finally, this work motivates
further research on the utility of the virtual cells in downstream biological applications, including
identifying genes that correlate with tissue architecture and those that cannot be reliably predicted.
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A DeepSpot2Cell training details

DeepSpot2Cell was trained on an NVIDIA RTX 4090 using the Adam optimizer with a learning rate
of 10~* and a batch size of 256 spots. Early stopping was used based on validation loss. Dropout
with rate 0.3 was applied to the ¢ and pgene MLPs to reduce overfitting. We optimize the model by
minimizing the mean squared error (MSE) loss between predicted and observed spot expressions:

1
Lyse = N ; 18 — sill3
where N is the number of spots. The code is available at https://github.com/ratschlab/DeepSpot.

B Pathology foundation models

Tile embeddings were extracted from pretrained pathology foundation models (PFM), with their
weights obtained from Hugging Face.

1. UNI: https://huggingface.co/MahmoodLab/UNI
2. Phikon v2: https://huggingface.co/owkin/phikon-v2
3. H-optimus-0: https://huggingface.co/bioptimus/H-optimus-0

We benchmarked their performance to assess their contribution and found that Phikon v2 produced
more accurate expression predictions relative to the ground truth (Figure [). To isolate the effect
of the PFM in our benchmarks, we kept Phikon v2 fixed as the underlying pathology model in
DeepSpot2Cell and scstGCN, ensuring fair comparability. Notably, these models are PFM-agnostic in
practice, allowing the pathology foundation model to be replaced with a more suitable one depending
on tissue characteristics.

C MLP baseline

The MLP baseline is a two-layer network designed to isolate the contributions of DeepSpot2Cell’s
core components: (1) spatial multi-level context integration, and (2) the DeepSets architecture, which
handles variable numbers of cells per spot. This baseline provides a direct strategy for inferring
single-cell expression from H&E images using PFM features, serving as a reference for evaluating
the trade-off between architectural complexity and predictive performance.

Training followed the procedure described in Appendix [Al with the MLP optimized to predict
spot-level expression from spot-tile PFM features. During inference, cell-level PFM features were
provided, and the outputs were interpreted as cell-level predictions.

D Super-resolution models

Super-resolution methods were trained using default hyperparameters from their respective official
implementations.

D.1 Code availability

1. scstGCN: https://github.com/wenwenmin/scstGCN
2. iStar: https://github.com/daviddaiweizhang/istar

D.2 Superpixel map expression post-processing details

These methods generate continuous high-dimensional expression grids corresponding to the original
patch regions: iStar produces 16x16 node grids while scstGCN outputs 14x14 grids. During
evaluation, to obtain cell-level predictions from the grid outputs, cell bounding boxes were manually
downscaled to grid coordinates and intersected with the grid nodes. Then, cell expression values were
computed as the average of all nodes intersecting with each cell’s downscaled bounding box. The
resulting cell-level predictions were then normalized to 10,000 counts per spot, followed by loglp
transformation.



E Data

We utilized organ-specific Xenium datasets, focusing on three cancer types for which sufficient
high-quality samples were available: 20 lung [28]], 7 breast [29} 30], and 2 pancreatic [31}132] cancer
samples (Table[2). We downloaded the datasets using the HEST-1k preprocessing pipeline [20].

Table 2: HEST-1k datasets used in this study.

Organ  Split Dataset Samples  Spots Cells

Lung Training  Image-based spatial transcriptomics identifies molec- 20 76,023 998,856
ular niche dysregulation associated with distal lung
remodeling in pulmonary fibrosis [33]

Training  High-resolution mapping of the tumor microenviron- 3 26,568 415,320
Breast ment using integrated single-cell, spatial and in-situ
analysis [28]]

Training  FFPE human breast using the entire sample area [29] 2 177,885 1,766,768

OOD Eval. FFPE human breast with pre-designed panel [30] 2 65,944 1,144,523
P Training Pancreatic cancer with Xenium human multi-tissue and 1 20,842 189,736
ancreas
cancer panel [31]]
Training FFPE human pancreas with Xenium multimodal cell 1 5,827 139,581

segmentation [32]]

F Data preprocessing

F.1 Pseudospots definition

10x Visium spots contain a tissue area of 55um, capturing between 1-10 cells, depending on the cell
size [4]. To account for the cell size variability [25]], cells were considered inside the spot if their
nucleus fell at least 10um within the spot boundary, otherwise considered outside the spot. While this
approach may be suboptimal—since cancer cells are generally larger [34] and their membranes could
extend beyond the spot boundary—we calculated with this setup that the average number of cells
per spot across the three datasets to be between 1-10 cells (Figure [3)), which alligns with 10x Visium
reported characteristics [4]].

Specifically, H&E images were available at 20x magnification and were divided into non-overlapping
224x224 pixel tiles. Each tile contained a central circular pseudospot with a 160-pixel diameter, and
spot centroids were spaced 224 pixels apart. Spot-level expression was computed as the sum of all
cells located within the pseudospot. The distribution of cell counts per spot across all datasets is
shown in Figure 3]

Lung cancer Breast cancer Breast cancer OOD Pancreatic cancer
20000 7500
6000
+ 15000 40000
S 5000
3 10000 4000
o 20000
5000 2000 2500
0 T T T T 0 T T T T 0 T T T T 0 T T T
0 10 20 30 0 20 40 60 0 10 20 30 0 20 40

Cells per spot

Figure 3: Distribution of cell counts per spot across datasets.

10



F.2 Gene expression preprocessing and quality control

Gene counts preprocessing followed a standardized pipeline. Genes expressed in fewer than 20 cells
across the sample, as well as blank and negative control genes, were removed. For normalization, spot-
level counts were scaled to sum to 10,000 transcripts per spot and subsequently log1p-transformed.
Cell-level normalization was performed based on spatial context (inside or outside a spot): cells
within a spot were normalized to sum to 10,000 counts, whereas outside-spot cells were normalized
using the total counts of the inside-spot cells from the corresponding spot. This strategy ensured
that outside-spot cells did not affect the normalization of inside-spot cells, while still undergoing
consistent preprocessing.

F.3 Feature extraction

Individual cell tiles were defined as the smallest square that fully contains the segmented area of
the cell, which was obtained by CellViT [26] and was provided with the HEST-1k dataset. Cell and
spot tiles were transformed in accordance with the recommended preprocessing of each particular
pathology foundation model.

G Evaluation details

Model performance was assessed using per-gene Pearson correlation.
- i (@i = ) (yi — )

where z; denotes the predicted value for gene i, y; denotes the observed value for gene ¢,  and y are
the mean predicted and observed values, respectively, and n is the number of cells.

The Pearson correlation measures how well the predicted values agree with the observed values
across samples for each gene. Cross-validation employed patient-level data partitioning to ensure
validation splits contained only samples from distinct patients. The number of folds was set to min(5,
n_patients). We bootstrapped 10,000 times from the median Pearson correlation across the test folds
and reported the resulting median Pearson correlation along with its standard error.

H Ablation details

All ablations were compared on the lung cancer dataset using the area under the Pearson correlation
gene curve computed on cells from within spots (IS;,,), as shown in Figure 4

Cell aggregation Input context Pathology model
o
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Figure 4: Different DeepSpot2Cell components compared based on the area under the Pearson
correlation gene curve computed on the cells from within spots (IS;,,).
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I Extended evaluation results

Lung Cancer Breast Cancer Pancreatic Cancer
0.6
c
2
© Model
g 0.4 —istar
S —scstGCN
S MLP
(2] =
o 0.2 DeepSpot2Cell
()
o
100 200 300 100 200 300 100 200 300

Most predictive genes

Figure 5: Deconvolution benchmark across lung, breast, and pancreatic cancer datasets. Sets of X
most predictive genes for each model on the x-axis are sorted by the descending Pearson correlation
on the y-axis. Correlations computed per-gene on the cells from within spots (I.S;,,).

Table 3: Benchmark of single-cell expression prediction across lung, breast, and pancreatic cancer
datasets. Average Pearson correlation between predicted and ground-truth single-cell gene expression
is reported for the top 50 most predictive genes.

Lung cancer (n=20) Breast cancer (n=7) Pancreatic cancer (n=2)
Model ISin,  ISout OOS IS;, ISour OOS OOD 1IS;, ISou:  OOS
026 029 024 036 040 019 033 022 0.11 0.15

MLP 0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.00) (0.01)
- 033 033 019 040 031 013 023 035 017 0.15
har 0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
ScstGCN 038 041 029 043 039 022 031 036 019 0.1

0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

DeenSho2Cell 046 047 041 049 048 035 046 040 021 0.15
eepSpot2Cell (ours) 51y (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Table 4: Benchmark of single-cell expression prediction across lung, breast, and pancreatic cancer
datasets. Average Pearson correlation between predicted and ground-truth single-cell gene expression
is reported for the top 200 most predictive genes.

Lung cancer (n=20) Breast cancer (n=7) Pancreatic cancer (n=2)
Model ISinn,  ISout OOS IS;,  ISou: OOS OOD IS;, ISou:  OOS
MLP 0.13 0.17 0.14 0.23 0.25 0.09 0.17 0.13 0.06 0.07

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
St 0.21 0.22 0.11 0.26 0.17 0.05 0.11 0.21 0.08 0.06
i (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
scstGCN 0.24 0.28 0.18 0.29 0.24 0.12 0.16 0.20 0.09 0.04

0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.00)

DecpSpo2Cell (oursy 032 033 029 035 032 019 026 024 0.0 006
CepSPOLLLEll tours) 900y  (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.00)
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: [TODO]
Guidelines: Please refer to the abstract and introduction part

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Please refer to Limitations & Future work section.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not involve any theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We show fundamental experiment settings in Section [3.2] and more details
for experiment settings in Appendix [F| and (G| Besides, we provide the complete source
code (model architecture, model training and reproducability pipelines) as supplementary
materials https://anonymous.4open.science/t/DeepSpot2Cell-9CC1/.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all code to initialize and train the model, along
with reproducibility code to run the benchmarking and notebooks tutorials
https://anonymous.4open.science/r/DeepSpot2Cell-9CC1/.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to the Methods section and Appendix [Fand [G|
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We used bootstrapping to compute standard errors.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: For our experiments, we used an NVIDIA RTX 4090 with 24 GB of VRAM
and 120 cores on a university-based high-performance cluster.

Guidelines:

* The answer NA means that the paper does not include experiments.
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9.

10.

11.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We make sure the research conducted in the paper conforms, in every respect,
with the NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Although the work proposes potentially impactful methods, it remains at an
early stage, and its wider implications and societal effects are difficult to evaluate.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]
Justification: We make use of existing deanonymized publicly available datasets.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited necessary assets and conduct CC-BY for our codes.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The code and other supplementary materials are followed with readme and
instructions.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No direct interaction with subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No direct interaction with subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: It is not required.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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