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Abstract

Controllable generation (CG) has been widely
used in large language models (LLMs) for a
wide range of language tasks, such as multi-
task learning and human preference alignment.
For example, prompt-based CG uses curated
prompts as inputs (such as system prompts)
to control LLMs behaviors. Finetuning-based
CG is widely adopted when training data is
available; it trains control modules and controls
LLM behaviors by plugging these modules
into LLMs (e.g., trainable prompts or LoRA
weights). Finetuning-based CG can freeze
LLMs and only train control modules for ef-
ficiency or train LLMs together with control
models for effectiveness. We argue that fine-
tuning control modules together with LLMs
directly is not the optimal optimization strategy
since their representations are often initialized
irrelevantly to LLMs’ representations, which
adds more difficulty for optimization. A better
optimization should first align control modules
with the LLM’s representation space and then
optimize them together. To this end, we pro-
pose a simple yet effective Two-step Freezing-
then-Tuning framework (TFT) to achieve better
optimization results for finetuning-based CG.
Concretely, we first freeze LLMs and only opti-
mize control modules to align their representa-
tions with LLMs, and then optimize control
modules together with LLMs to ensure per-
formance. Experiment results on two popular
human preference alignment datasets and one
multi-task learning dataset show that our ap-
proach significantly improves the controllable
generation qualities compared with one-step
optimization widely used in related works, and
achieves better or on-par performance com-
pared with other kinds of baselines, such as
direct preference optimization.

1 Introduction

Large language models (LLMs) (Team et al., 2023,
2024; Schulman et al., 2022; OpenAl, 2023; Tou-
vron et al., 2023) have excelled in numerous tasks

such as causal reasoning (Liu et al., 2024; Kiciman
et al., 2023), math reasoning (Trinh et al., 2024;
Wei et al., 2022; Xue et al., 2023), and conversa-
tions (Bai et al., 2022). Built upon LLMs, con-
trollable generation (CG) (Yu et al., 2022) aims to
control the generation of LLMs to achieve differ-
ent goals, such as multi-task learning (Raffel et al.,
2020) and human preference alignment (Liu et al.,
2023a).

Although CG could be training-free with prompt-
ing (e.g., use system prompts to control LLMs be-
haviors) (Wang et al., 2023c) and post-processing
(Dathathri et al., 2019; Xu et al., 2020), fine-tuning
(Lin et al., 2021; Zhang et al., 2019; Liu et al.,
2023a) is widely used when there are available
training data (e.g., alignment and multi-task learn-
ing). Fine-tuning-based CG usually introduces con-
trol modules' such as trainable prompts (Liu et al.,
2023a; Lester et al., 2021), adapters (Houlsby et al.,
2019), or LoRA weights (Hu et al., 2021); then it
trains control modules and plug them into LLMs
to control LLMs behaviors. Related works pro-
pose to optimize these extra control modules while
freezing LLMs (Qian et al., 2022; Zhang and Song,
2022) or together with LLMs (Liu et al., 2023a) for
efficiency or effectiveness, respectively.

However, directly optimizing control modules
with LLMs may be suboptimal since control mod-
ules are often initialized irrelevant to LLMs repre-
sentations, improving the difficulty for optimiza-
tion. Therefore, a better optimization strategy
should first align control modules with the LLM’s
representation space, and then optimize them to-
gether. To this end, we propose a Two-step
Freezing-then-Tuning framework (TFT). Specifi-
cally, we first freeze the LLM and tune control mod-

'Since many research efforts (Qian et al., 2022; Liu et al.,
2023a) use trainable prompts as extra control modules, pre-
vious literature (Li et al., 2022) also uses the terminology
“control tokens", which we call as control modules to make

the definition broader since others such as LoRA can also be
used to control model bahaviors.



[INPUT]: I want to take a trip to Japan. Do I need to get a passport to go there?

[GOOD OUTPUT]: Yes, you will need a passport to travel to Japan. You can get a passport at the airport or at a government office.
I'm not sure what you mean by "travel to Japan". Are you planning to visit Japan?

Step 1 : Optimize Control Modules via parameter-efficient tuning

[GOOD OUTPUT]
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Step 2 : Optimize LLMs with Control Modules

[GOOD OUTPUT]
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Figure 1: The pipeline of TFT. TFT first use freeze LLMs and only optimize control modules (prompts or LoORA
weights in the figure) to align their represents with LLMs. Then TFT jointly fine-tune LLMs and control modules

to guarantee the performance.

ules to align their representations with the LLM’s.
Then, we jointly optimize control modules with the
LLM to achieve better optimization results. Fig-
ure 1 shows the pipeline of our approach. Exten-
sive experiments on two widely used human pref-
erence alignment datasets: Anthropic/HH-RLHF
(Bai et al., 2022) and OpenAl/Summary (Stiennon
et al., 2020), and one multi-task learning datasets
(Wang et al., 2018a), show that our approach sig-
nificantly outperforms vanilla controllable gener-
ations that only optimize control modules (Qian
et al., 2022; Zhang and Song, 2022) or optimize
modules together with LLMs directly (Liu et al.,
2023a), and has on-par or better performance com-
pared with other baselines such as direct preference
optimization (DPO) (Rafailov et al., 2023).

2 Related Work

Alignment. Aligning language models with human
preferences has been proven effective for build-
ing helpful and trustworthy LL.Ms. Ouyang et al.
(2022) first use RLHF for alignment. However,
RLHF suffers from instability and complex imple-
mentation. To eliminate RL, Dong et al. (2023)
use reward models to rank model outputs and use
high-reward outputs to fine-tune LLMs. Gulcehre
et al. (2023) extend Dong et al. (2023)’s work to an
iterative manner by repeating the ranking and fine-
tuning process. These methods still require reward
models, which may be imperfect and have reward
hacking problems (Skalse et al., 2022) during opti-
mizations. To this end, Sun et al. (2023) use hand-
craft principles as prompts to guide LLMs to gener-
ate human-preferred responses and then use these
responses for further fine-tuning. Zhao et al. (2023)
use calibration losses to replace RLHF. Rafailov

et al. (2023) propose direct preference optimiza-
tion (DPO) that use a ranking loss for alignment.
(Xiong et al., 2023) addressed the importance of
doing DPO iteratively. In this work, we still focus
on the widely used offline setting since the online
setting requires extra human labor.

Controllable Generation. Controllable gen-
eration aims to steer LLMs’ behaviors based on
control modules. CG has many feasible imple-
mentations, such as prompting, post-processing,
re-training, and fine-tuning. Prompting uses cu-
rated prompts to control model behaviors (such
as system prompts) (Touvron et al., 2023). Post-
processing aims to intervene in LLMs at inference
time. For example, Pascual et al. (2021) adds dis-
tribution shifts to LLMs predictions to control out-
puts. Re-training will train LLMs from scratch to
make them controllable. Zhang et al. (2020) train
an insertion-based model from scratch to make
models follow hard constraints. Among all ap-
proaches, fine-tuning approaches maintain a good
balance between efficiency and effectiveness, mak-
ing them more recognized. The key is to introduce
extra control modules and tune these modules only
(more efficient) or together with LLMs (more ef-
fective). Some common control modules are train-
able prompts (Lester et al., 2021), adapters (Lin
et al., 2021), and LoRA weights (Hu et al., 2021).
Chain-of-Hindsight (Liu et al., 2023a) use hand-
crafted prompts as control modules to represent
different preferences. Lu et al. (2022) quantize re-
wards given by reward models into several levels
and uses soft prompts (one special token) for each
level. Wang et al. (2023b) also uses soft prompts
(two special tokens) to represent correct codes and
incorrect codes, respectively. Zhou et al. (2023)
present InstructCTG, a controlled text generation



framework that incorporates different constraints
by conditioning on natural language descriptions
and demonstrations of the constraints. Qian et al.
(2022); Zhang and Song (2022) propose to utilize
inter-module knowledge for better controllable gen-
eration. Zhang et al. (2019) use many adapters for
dialogue generation. Zhang et al. (2023) writes an
survey about controllable generation. In this paper,
we address the optimization problem in fine-tuning-
based CG and focus on alignment and multi-task
learning.

3 Methodology

Although our approach is not constrained to the se-
lection of control modules and tasks, we use train-
able prompts or LoRA weights as control modules
and human preference alignment tasks in the rest
of the section to make the illustration more straight-
forward. We first introduce the notations and for-
mulations of alignment. Then, we show how to use
vanilla controllable generation (one-step optimiza-
tion) for alignment, followed by the presentation
of our two-step optimization method, TFT.

3.1 Notation and Formulation

We denote the data for alignment as D =
{(z, Y1, Yw) }n- Here, x is the input prompt, and
y; and y,, are two candidate responses, with v,
being the preferred one over y;. M denotes the lan-
guage model and 6 denotes its parameter. To unify
terms, we use 6. to represent control modules. .
could be trainable prompts or LORA weights. We
use different superscripts of 6. to distinguish dif-
ferent control modules. Specifically, 6%, and 0%
denote the control modules for y; and y,,, respec-
tively. Though controllable generation can support
more than two 6. in principle, 6. = {#%, 6%} in the
alignment task. During inference, the response y is
sampled from P(+|z, 0¥, 0).

3.2 Vanilla Controllable Generation:
One-Step Optimization

The training objective of controllable generation is
the same as language modeling. The difference is
the inclusion of control modules. Specifically, the
loss function becomes:

L=- Z [logP(yy|, 6., 6)+
(,y1,yw)ED (1)
logP(yw|, 6, 6)]

yYe

é, 0, and € simulta-

and each data will update 6
neously (« is learning rate):

00— adLl/0, 6. «— 6. —adL/08., )
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3.3 Freezing-Then-Tuning (TFT): Two-Step
Optimization

Compared with vanilla controllable generation opti-
mization, TFT contains two-step optimizations: (1)
Optimizing control modules while freezing LL.Ms
and (2) Optimizing control modules together with
LLM:s.

Step 1: Optimizing Control Modules While
Freezing LLLMs. Equation 2 fine-tunes ¢ and 6, at
the same time, which may be a sub-optimal opti-
mization strategy as discussed in the Introduction.
To this end, we first optimize control modules but
freeze LLMs:

00, 0.« 0. —adL/0b.,

0% «— 0% — adL/ 00"

Equation 2 is very similar to Equation 3, ex-
cept that # is fixed in Equation 3, and only 6. gets
updated. This step ensures control module repre-
sentations align with LLMs, benefitting the joint
optimization process (the second step).

Step 2: Optimizing Control Modules together
with LLMs. Nonetheless, Equation 3 has several
drawbacks: (1) It does not fully utilize data. 6%
does not utilize the information of y;. (2) It does
not fine-tune LL.Ms, and the overall performance
may be sub-optimal even if it has well-optimized
control modules. To this end, we apply Equation
2 after Equation 3. By optimizing LL.Ms, y; could
also benefit P(-|x, 0¥, 0) through the update of 6.

4 Experiments

To justify the effectiveness of our method, our ex-
periments are mainly designed to answer the fol-
lowing two questions: (1) Is TFT better than vanilla
controllable generation (one-step optimization) and
other methods? (2) Does the conclusion of the pre-
vious question hold for different control module
selections (e.g., trainable prompts and LoRA, the
size of control modules) and hyperparameters (e.g.,
temperature)?

We use the human preference alignment and
multi-task learning tasks in our experiments as
they are well-recognized for controllable gener-
ation. We use trainable prompts or LoORA weights
as control modules.



DeBERTa (Baseline: CoH)

Methods Rouge-L  Rouge-Avg Win rate (%) Lose rate (%) Tierate (%) A (%)
OpenAl/Summary
CoH 25.03 23.56 0.00 0.00 100.00 0.00
DPO 15.50 15.21 46.03 50.00 3.95 —-3.97
TFT (Trainable Prompts)
- Prompt Length 1 5.69 4.53 9.66 87.51 2.82 —77.85
- Prompt Length 20 25.70 24.22 41.91 38.13 19.96 3.78
- Prompt Length 50 25.82 24.32 43.17 37.52 19.31 5.6
- Prompt Length 100 25.57 24.11 43.72 36.95 19.33 6.77
TFT (LoRA)
- Rank 1 26.64 25.09 47.75 42.80 9.44 4.95
- Rank 4 27.13 25.53 49.31 42.31 8.37 7.00
- Rank 64 27.09 25.49 49.83 42.12 8.04 7.71
Anthropic/HH-RLHF
CoH - - 0.00 0.00 100.00 0.00
DPO - - 48.36 39.63 12.00 8.73
TFT (Trainable Promf)ts)
- Prompt Length - - 28.70 27.76 43.53 0.94
- Prompt Length 20 - - 32.63 29.42 37.93 3.21
- Prompt Length 50 - - 33.84 30.31 35.83 3.53
- Prompt Length 100 - - 33.43 31.76 34.80 1.67
TFT (LoRA)
- Rank 1 - - 41.07 31.21 27.70 9.86
- Rank 4 - - 43.95 30.84 25.19 13.11
- Rank 64 - - 47.56 29.77 22.66 17.79

Table 1: The Rouge metric and win rate of various methods against CoH on OpenAl/Summary and Anthropic/HH-
RLHF datasets. Rouge-Avg denotes the average of Rouge-1, Rouge-2, Rouge-L, and RougeL-sum. The DeBERTa
reward model is used as the evaluator. A denotes the difference between the win and lose rates. A > 0 denotes

CoH is worse, higher |A| denotes more performance gap.

4.1 Dataset

We use two alignment datasets and one multi-task
learning dataset for our experiment:

Anthropic/HH-RLHF. The dataset released by
Anthropic (Bai et al., 2022; Ganguli et al., 2022)
aims to train a helpful and harmless Al assistant. It
contains 161K training conversations between hu-
mans and assistants and covers various topics such
as food receipts and historical event discussions,
etc. Each conversation presents two response op-
tions, one helpful and harmless, the other less so.
In this dataset, x is a conversation, and y,, and y;
are two candidate responses.

OpenAl/Summary. The dataset released by
OpenAl (Stiennon et al., 2020) targets at train-
ing language models to summarize contents. It
has 92.9K training data and 86.1K validation data.
Each data point contains a Reddit post and two can-
didate summaries with one preferred over the other.
Unlike Anthropic/HH-RLHF, this dataset only con-
tains summarization instructions, and the evalua-
tion only focuses on the quality of summaries. In
this dataset, x is a Reddit post with a summariza-
tion instruction (e.g., Please summarize this

post: [POST], and ¥,, and y; are two candidate
summaries.

GLUE. GLUE (Wang et al., 2018a) contains
10 tasks ranging from sentence classification to
sentence pair classification. Thus, it is suitable
as a multi-task learning benchmark (Huang et al.,
2022). In our experiments, we exclude tasks that
are similar or have insufficient data, and thus, we
choose SST-2 (Socher et al., 2013) and QNLI
(Wang et al., 2018a) as our multi-task learning
tasks. In this dataset, x is task input, and y,, and
y; denote text labels of two tasks. Specifically,
Y € {Positive, Negative} represents SST2 labels
and y; € {Yes, No} represents QNLI labels. Dur-
ing training, we use the next-token-prediction loss
and do not add any classification head. During in-
ference, we compare the probability of each label
to obtain the prediction result.

4.2 Models and Baselines Details

Baseline details. We use GPT-Neo 1.3B (Black
et al., 2021) as the backbone language model. We
select Chain-of-Hindsight (CoH) (Liu et al., 2023a)
and DPO (Rafailov et al., 2023) to be our base-
lines. CoH uses hand-crafted prompts as control



modules. For the Anthropic/HH-RLHF dataset,
we use A good conversation is and A bad
conversation isas @Y and 6., respectively. For
the OpenAl/Summary dataset, we use A good
summary is and A bad summary is accordingly.
We use task names as hand-crafted prompts when
doing multi-tak learning, which is similar to TS
(Raffel et al., 2020).

TFT details. When using trainable prompts as
control modules for TFT, we follow the initializa-
tion methods discussed in (Lester et al., 2021) and
simply use the words good and bad to initialize
trainable prompts for both alignment datasets, and
use task names for multi-task learning dataset. Dur-
ing initialization, we repeat the word when the
prompt length is larger than 1. Training details can
be found in Appendix A.

4.3 Evaluations

Although multi-task learning datasets have con-
crete labels and accuracy as a golden metric, evalu-
ating alignment performance requires comparing
two open-ended generations, which is quite chal-
lenging. We evaluate alignment performance by
comparing different methods’ outputs and compute
their win/lose/tie rates. The most reliable evalua-
tion is human evaluation, which is expensive and
can only evaluate a small number of generations,
considering time and budgets. Besides human eval-
uation, there are two commonly utilized alterna-
tives: stronger language models and reward mod-
els. These options have been extensively employed
and are widely recognized. One option is to use
GPT-4 (OpenAl, 2023) as the proxy for human
evaluations (Rafailov et al., 2023). This approach
can give considerable objective results if the pol-
icy model is much weaker than GPT-4. However,
the slow API calling and high costs limit GPT-
4 to evaluate large amounts of data. Moreover,
GPT-4 has been proven to be not fair due to its
various biases, such as position bias (Zheng et al.,
2023). Another option is to use reward models
since they can provide faster inference (Dong et al.,
2023). Nonetheless, this approach suffers from
out-of-distribution (Xiong et al., 2023) and reward
hacking (Skalse et al., 2022) if the reward model is
also used during optimization. Though our experi-
ments do not use reward models to train TFT and
baselines, TFT and the reward model share the
same training data, which harms the reliability of
the reward model. To this end, we use both GPT-4
and reward models to evaluate models to make the

evaluation more objective. For OpenAl/Summary,
we also report Rouge metrics based on the ground
truth y,,.

Similar to prior works (Rafailov et al., 2023), we
evaluate 128 examples in validation sets for both
alignment datasets when using GPT-4 as the evalua-
tor. We compute the win rate, lose rate, and tie rate
of TFT against baseline models. We use the differ-
ence between the win and lose rates to represent
the gap between TFT and baselines. Evaluation
prompts and details are shown in Appendix E. We
also use the DeBERTa (He et al., 2020) reward
model trained by OpenAssistant” as an evaluator.
We regard two generations as tie if their rewards are
similar. Specifically, the reward model gives a tie
when o(r; — r2) € [0.45,0.55]. Since DeBERTa
is lightweight, we evaluate all examples in the vali-
dation set after filtering by maximum input length
and removing duplicated samples. Specifically, we
evaluate 6,343 examples for OpenAl/Summary and
5,132 for Anthropic/HH-RLHF.

4.4 TFT Outperforms CoH and DPO

Table 1 reports the win rate of TFT against CoH
and DPO baseline computed by the DeBERTa
model on both alignment datasets. For the Ope-
nAl/Summary dataset, we also report the Rouge
metric. We can observe that TFT outperforms
CoH with both trainable prompts or LoRA con-
trol modules on both datasets (with one excep-
tion shown in Table 1). On the OpenAl/Summary
dataset, TFT with 100 prompt length could out-
perform CoH by 6.77% and TFT with LoRA rank
64 could outperform CoH by 7.71%. The Rouge
metric has a similar trend but tends to converge
to a certain range with the scaling of control mod-
ules. Nevertheless, TFT beats CoH under both
Rouge-L and Rouge-Avg metrics. The same con-
clusion holds for the Anthropic/HH-RLHF dataset.
TFT with prompt length 50 outperforms CoH by
3.53% and TFT with 64 LoRA rank outperforms
CoH by 17.79%.

Another observation is that A increases with
prompt length or LoRA rank on both datasets,
showing the necessity of properly scaling control
modules. Specifically, the single token trainable
prompts setting widely used in previous works per-
forms on par with (A = 0.94% on Anthropic/HH-
RLHF), or much worse than (A = —77.85% on
OpenAl/Summary), CoH. However, when scaling

Zhttps://huggingface.co/OpenAssistant/reward-model-
deberta-v3-large-v2



Dataset | Methods | Winrate (%) Loserate (%) Tie rate (%) A (%)
DeBERTa / GPT-4 (Baseline: COH)
— TFT (Trainable Prompts) | 33.84/32.81 30.31/24.21 35.83/42.97  3.53/8.00
Anthropic/HH-RLHF | 1pp (7 (R A 475674922 29.77/26.56 22.66/24.22 1779 /zz 66
TET (Trainable Prompts) | 43.17/39.06  37.52/32.03 19.31/28.91 5. 65/7.(
OpenAl/Summary | ey (1 oRA) 40.31/46.09 42.31/35.94 837/17.97 7.00/13. 50
DeBERTa / GPT-4 (Baseline: DPO)
— TFT (Trainable Prompts) | 42.16/42.19  46.53/41.41 11.30/16.41  4.37/0.78
Anthropic/HH-RLHF | tpp f (RaA) 48.01/44.53  40.78/39.84 11.20/15.62  7.23/1.69
TFT (Trainable Prompts) | 52.79/46.88  43.48/28.901  3.72/24.22  9.31/17.97
OpenAl/Summary | g 1 oRA) 53.80/53.13  42.33/26.56  3.78/20.31  11.50/26.57

Table 2: The win rate of TFT against CoH and DPO computed by DeBERTa and GPT-4 on two datasets. The
evaluation contains 128 examples when using GPT-4 as the evaluator and whole validation sets when using DeBERTa
as the evaluator. We use 50-token trainable prompts or a LoRA rank of 4 for TFT. A denotes the difference between
the win and lose rates. A > 0 denotes CoH and DPO is worse, higher |A| denotes larger performance gap.

Method/Accuracy (%) | SST-2 QNLI
CoH 81.65 52.75
TFT(Step 2 Only) 87.16  79.55
TFT(Step 1 Only) 89.68 84.90
TFT 90.48 85.83

Table 3: Multi-task learning experiment on SST2 and
QNLI tasks. We use TFT (LoRA) with rank 64 in this
experiment since this setting is found to be the best in
alignment tasks.

control modules a bit, the TFT performance be-
comes much better and easily beats CoH.

There are some differences in the tables, though.
First, we can see that TFT has a performance degra-
dation when we switch prompt length from 50
to 100, suggesting that longer trainable prompts
may not necessarily improve performance, which
is similar to the observation in (Lester et al., 2021).
Moreover, we can observe from Table 1 that DPO
performs poorly in the summary task but performs
well in the dialogue task. We find this is because
DPO tends to generate longer responses, which will
be preferred by the Anthropic/HH-RLHF dataset
but not by the OpenAl/Summary. We also notice
that DPO is also more prone to hallucinations on
summary tasks, and the higher the temperature, the
more obvious it is. Concrete examples are shown
in Figure 3 and Appendix F. We select TFT with
prompt length 50 and TFT with LoRA rank 4 for
the remaining evaluations since they perform well
while introducing smaller trainable parameters.

Table 2 shows the accordingly GPT-4 evaluation
results. Apparently, TFT outperforms CoH by a
large margin on both datasets. Table 1 and 2 also
suggest TFT (LoRA) is better than TFT (Train-
able Prompts), which may be because that LoORA

is easier for optimization and generally has more
parameters. To make our conclusion more robust,
we conducted a human evaluation of the 128 exam-
ples that GPT-4 evaluated and found that humans
also agree that TFT is better than CoH and DPO.
The results are shown in Table 4. We also com-
pute the agreement between human evaluation and
automatic evaluation metrics and find that GPT-4
evaluation and reward model evaluation all have
relatively high agreement with humans (~ 80%
and ~ 70%). We show details and results of the
human evaluation in Appendix D.

We then compare our methods with DPO, and
report results in Table 2. TFT (LoRA) outper-
forms DPO on two datasets under both evalua-
tors. Concretely, TFT (LoRA) achieves 4.69% ~
7.23% gains on the Anthropic/HH-RLHF dataset
and 11.56% ~ 26.57% gains on the OpenAl/-
Summary dataset. Interestingly, the two evalua-
tors disagree with the performance of TFT (Train-
able Prompts). GPT-4 thinks it is on par with
DPO (0.78% means there is only one more win
example compared with lose examples) on the
Anthropic/HH-RLHF, whereas DeBERTa believes
DPO is better by 4.37%. Since DeBERTa evaluates
many more examples, we believe DPO should be a
better model in this case. Nonetheless, two evalua-
tors agree that TFT (Trainable Prompt) outperforms
DPO on the OpenAl/Summary by a large margin
(9.31% ~ 17.97%). Overall, Table 2 shows a posi-
tive result that TFT can perform better than DPO in
most cases, especially for TFT (LoRA). To sum up,
experiments show that TFT can effectively improve
controllable generations. Meanwhile, larger con-
trol module sizes further enhance the performance,



Anthropic/HH-RLHF | Winrate (%) Loserate (%) Tierate (%) A (%)
TFT vs. CoH

Human Evaluation 42.96 14.06 42.96 28.90

Reward Model Evaluation 47.65 34.37 17.96 13.28
TFT vs. DPO

Human Evaluation 42.18 35.15 22.65 7.03

GPT-4 Evaluation 44 .53 39.84 15.62 4.69

Reward Model Evaluation 53.90 37.50 8.59 16.40

Table 4: The win rate of TFT against CoH and DPO computed by DeBERTa, GPT-4 and Human on two datasets.

The evaluation contains 128 examples.

Dataset Methods

DeBERTa (Baseline: CoH)

Win rate (%) Lose rate (%) Tierate (%) A (%)
TFT (Trainable Prompts) 33.84 30.31 35.83 3.53
-First Step Only 31.99 37.76 30.24 —5.7
Anthropic/HH-RLHF -Second Step Only 24.70 24.43 50.58 0.27
TFT (LoRA) 43.95 30.84 25.19 13.11
-First Step Only 34.78 32.40 32.81 2.83
-Second Step Only 28.21 25.75 46.02 2.46
TFT (Trainable Prompts) 43.17 37.52 19.31 5.65
-First Step Only 42.09 42.82 15.87 —0.73
OpenAI/Summary -Second tep Only 35.19 35.83 28.98 70()—1
TFT (LoRA) 49.31 42.31 8.37 7.00
-First Step Only 46.68 44.22 9.09 2.46
-Second Step Only 33.50 34.49 32.00 —-0.99

Table 5: The win rate of TFT and its two variants against CoH computed by DeBERTa on two datasets. The
evaluation contains the whole validation set. We use 50-length trainable prompts or a LoRA rank of 4 for TFT. A
denotes the difference between the win rate and lose rate. A > 0 denotes CoH is worse, higher |A| denotes more

performance gap.

and different control modules improve performance
differently. We put the case study in Appendix B.

Table 3 shows the result of multi-task learning
results. We can see that TFT is apparently better
than CoH, which is consistent with experiments
on alignment tasks. Note that DPO results are not
presented since DPO can not be applied to multi-
task learning.

4.5 TFT Outperforms Vanilla Controllable
Generation (i.e. One-Step Optimization)

The previous section shows the overall effective-
ness. In the section, we further demonstrate the
necessity of the two-step design and show that
TFT outperforms vanilla controllable generation.
Specifically, we use two variants of TFT for the
experiments: One only has the first step and one
only has the second step (i.e., the vanilla control-
lable generation). Results in Table 5 reveal that
both steps are important to guarantee performance.
If only the first step is applied, the LLMs are not
fine-tuned, resulting in insufficient data utilization
and model updates . On both alignment datasets,

TFT (Trainable Prompts) with only the first step
cannot outperform CoH (—5.77% ~ —0.73%),
and TFT (LoRA) with only the first step can
only get marginal improvement compared to CoH
(2.45% ~ 2.83%). If only the second step is used,
the control modules are not well-optimized, re-
sulting in a drop in performance. TFT (Trainable
Prompts) with only the second step faces a perfor-
mance drop from 3.26% to 6.20% on two datasets,
and TFT (LoRA) with only the second step has a
performance drop ranging from 7.99% to 10.65%.
Similarly, we observe that TFT is better than its two
variants regarding the accuracy of the multi-task
learning dataset (Table 3). Therefore, each step in
TFT plays a vital role in achieving desirable per-
formance, showing that TFT is better than vanilla
controllable generation.

4.6 The Effect of Temperatures

Previous experiments use temperature 0 to reduce
the effect of variance. Generally speaking, low
temperature brings deterministic, and high temper-
atures bring diversity. It is essential to evaluate our
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Figure 2: Upper: The difference between the win rate and the lose rate (i.e., A) of TFT against CoH, DPO on two
alignment datasets, evaluated by DeBERTa. Lower: Removing either step will cause performance degradation in
TFT. (a) is the Anthropic/HH-RLHF dataset, and (b) is the OpenAl/Summary dataset. A > 0 denotes our model is

better (i.e., above the grey line).

models under different temperatures. Therefore,
we use the DeBERTa reward model to evaluate the
win rate of TFT against CoH, DPO under differ-
ent temperatures. To demonstrate the effectiveness
of a two-step design, we also illustrate that TFT
performs worse if either step is missing. Figure
2 shows the results. We can conclude that: (1)
TFT outperforms CoH on both datasets and all
temperatures. Moreover, TFT (LoRA) performs
much better than TFT (Trainable Prompts). (2)
DPO performs well on the Anthropic/HH-RLHF
but poorly on OpenAl/Summary. As discussed
in Section 4.4, this is because DPO tends to gen-
erate long sequences, which is preferred by the
former dataset but not the other. This phenomenon
is more severe when temperature increases (Ap-
pendix B). Consequently, DPO becomes on par
with TFT (LoRA) on the Anthropic/HH-RLHE, but
becomes much worse than TFT (LoRA) on the
OpenAl/Summary, when the temperature increases.
(3) Different models prefer different temperatures
on different datasets. The plots do not show a sim-
ple positive or negative correlation. TFT (LoRA)

prefers high temperatures in (b) but a lower temper-
ature in (a), which is opposite to TFT (Trainable
Prompts). (4) TFT outperforms vanilla control-
lable generation (one-step optimization), and the
two-step optimization is effective and beneficial,
across all temperatures: removing either one of the
steps will cause performance degradation.

5 Conlusion

We propose TFT, a novel two-step approach to
improve the optimization of the fine-tuning-based
controllable generation. Our motivation starts from
the optimization difficulty of one-step optimiza-
tion design: the control modules misalign with the
LLMs representation space at the beginning, and
intuitively a good optimization should first align
them and then jointly optimize them. TFT contains
two steps: it first optimizes control modules while
freezing LLMs and then tunes control modules to-
gether with LLMs. Experiments on the alignment
task show our method could outperform vanilla con-
trollable generation and achieve on-par or better
results than other popular baselines such as DPO.



Limitations

Due to the limitation of computing resources, we
do not experiment with larger models such as 7B
models (Touvron et al., 2023; Tunstall et al., 2023).
In the future, we plan to scale our experiments
to larger models. It’s also worth noting that ad-
ditional control modules (trainable prompts and
LoRA weights) could increase inference latency.
However, LoRA could be merged with the base
model to relieve this problem. The tasks that this
paper involves are limited to two types: alignment
and multi-task learning. Our approach could be
verified in more settings. For example, the vision-
language models usually use a projector to connect
vision features/patches and text token embeddings
(Bavishi et al., 2023; Liu et al., 2023c,b). TFT is
likely to be useful when optimizing the projector
with the LLM decoder. Due to the computing re-
sources, we are not able to conduct such an experi-
ment, and we will leave this as our future work.
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A Training details.

We train TFT and baselines on 4x A100 40G with
bfloat16 to save GPU memories. The batch size is
64. The max input length is 512, and the max gen-
eration length is 128 for all datasets. We drop data
that exceeds the maximum input length, preserving
70% of the data without impacting the data distribu-
tion. We fine-tune baselines and TFT for 5 epochs
(each step in TFT is trained for 5 epochs) and select
checkpoints that are converged. Since our training
does not cause overfitting, and the last few check-
points reach similar best performance, we use the
last checkpoint for our experiment. Since TFT con-
tains two steps, we use different learning rates for
them. We use a larger learning rate (1e-3) for the
first step and a smaller learning rate (2e-5) for the
second step, which is consistent with the findings of
(Lester et al., 2021). For the LoRA config, We use
the same config for good and bad answers. Specif-
ically, we set lora_alpha = 32, target_modules =
[’q_proj’,’v_proj’] and lora_dropout = 0.1.

B Case Study

We present a concrete example in Figure 3 showing
that DPO generates longer responses, which may
be preferred by the Anthropic/HH-RLHF dataset
but not by the OpenAl/Summary. More examples
can be found in Appendix F. We can observe from
Figure 3 that DPO generates more content, and
most of the content is copied from POST with-
out summarizing the main points. When setting
the temperature to 1.0, summaries generated by
DPO are more lengthy and even lead to halluci-
nation (i.e., “igm icted couch to shared bedroom
started"; “haven’t seen any improvements in the
last month or two"; “Theresa from USA Septem-
ber 21st, 2017, 03:15 PM"). In contrast, the CoH,
TFT (Trainable Prompts) and TFT (LoRA) meth-
ods generate precise and concise summaries. More-
over, our method TFT provided more comprehen-
sive summaries (i.e., “my roommates are fighting,
not speaking to each other, doing passive aggres-
sive things"; “roommates who are both extremely
negative towards each other." ) when describing the
atmosphere of the apartment rather than just saying
“my roommates are fighting".

C Reproducibility Statement

The supplementary material includes the code for
all experiments and their corresponding running
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scripts. The dataset (Anthropic/HH-RLHEF, Ope-
nAl/Summary and GLUE) can be easily accessible
on the HuggingFace website or from their official
repositories. In Section 4.2 and A, we explain all
the experimental details (training details and hard-
ware equipment).

D Human Evaluation

We conducted human evaluation on 128 examples
of the HH-RLHF dataset with responses generated
from DPO, TFT and CoH. We shuffle the order of
responses and ask two people to evaluate which
response is better to reduce the variance. We can
observe that all human evaluation, GPT-4 evalua-
tion, and reward model evaluation agree that TFT
is better than CoH and DPO. We also compute
agreements between human evaluation and GPT-
4/reward model evaluation. We find that humans
and GPT-4 have a high agreement (78.91% and
81.64% for the two tables, respectively), which is
consistent with the previous paper (Rafailov et al.,
2023). The reward model can also have 69.53%
and 70.31% agreement with humans for the two
tables, respectively.

E Prompts for GPT-4 Evaluation

Since there exists position bias within LLM judges,
which refers to a phenomenon that LLM judgments
have tendencies to prefer specific positions over
others Wang et al. (2018b); Ko et al. (2020); Wang
et al. (2023a) to mitigate the problem, we try both
orders (i.e., placing TFT’s response before/after
the baseline model’s response) and define the final
judge of “Win-Tie-Lose” to be:

e Win: TFT wins twice or wins once and draws
once.

e Loss: TFT loses twice or loses once and
draws once.

e Tie: TFT draws twice or wins once and loses
once.

Summarization GPT-4 win rate prompt. We
use the same prompt as DPO (Rafailov et al., 2023).

Which of the following summaries does a
better job of summarizing the most
important points in the given forum
post, without including unimportant
or irrelevant details? A good
summary is both precise and concise.



/ . \ /
1 just moved in to the perfect apartment, but

. . o
. . . X : - OO,
Assistant: Ground Truthr@,CoH ,DPO ,TFT(TramabIe Prompts)*%(?b,TFT(LoRA) L\m‘w )

TL;DR
/r@\ © My roommates hate each other and passive aggressively fight all the time. | just moved in, what do \

my roommates are either fighting, not
speaking to each other, doing passive
aggressive things. The apartment is tiny, so
it doesn't help that we are already cramped
for space, but it's pretty uncomfortable to
live like this. However, I've been moving
around for months, so | am not really
willing to leave (in case any of you were
thinking that). Their conflict precedes my
tenancy so | definitely don't know the whole
story, but from what I've gathered so far,
they both have valid points. They have both
been really friendly towards me, but they
are pretty awful towards each other. | get
that roommates don't have to be friends, but
it would be nice if they could coexist
peacefully instead of waiting for the other

Method

1 do?

: I moved in to a tiny apartment, and my roommates are fighting. I don't know what to do.

temperature 0: Their conflict precedes my tenancy so | definitely don't know the whole story, but
rom what I've gathered so far, they have both have valid points. They have both been really friendly
towards me, but they are pretty awful towards each other. | get that roommates don't have to be friends,
but it would be nice if they could coexist peacefully instead of waiting for the other one to move out.
Anybody else have any ideas on how | can start mediatering a fight-apart relationship?

temperature 1.0: igm icted couch to shared bedroom started after | moved in to perfect apartment
and haven't seen any improvements in the last month or two. Their conflict precedes my tenancy so |
definitely don't know the whole story, but from what I've gathered so far, they have valid points. They
have both been pretty friendly towards me, but they are pretty awful towards each other. | get that
roommates don't have to be friends, but it would be nice if they could coexist peacefully instead of waiting

one to move out. Reddit, what (if anything)
should I do? | don't want to get involved in

the conﬂ,m and ma.ke t.hmgs orse: '.JUt l %n@ I moved in to a new apartment, but my roommates are fighting, not speaking to each other, doing
also don't want to live in such a passive

for the other one to move out.Theresa from USA September 21st, 2017, 03:15 PM

. . | passive aggressive things. | don't know what to do.
aggressive, negative environment. | was | o‘-o |
thinking about asking a therapist to have a 525 - 1 have moved in to a tiny apartment with roommates who are both extremely negative towards

session with them to sort of mediate the Qch other. I don't know what to do. /
conflict, but that's my only idea. K /

Figure 3: A concrete example of summary task among CoH, DPO, and TFT methods. Red text denotes hallucina-
tions.

s question better. Your evaluation

Post: should consider factors such as the

<post> helpfulness, relevance, accuracy,
depth, creativity, and level of

Summary A: detail of their responses. Begin

<Summary A> your evaluation by comparing the two
responses and provide a short
explanation. Avoid any positional
biases and ensure that the order in
which the responses were presented

does not influence your decision. Do

Summary B:
<Summary B>

FIRST provide a one-sentence comparison

of the two summaries, explaining

which you prefer and why. SECOND, on
a new line, state only "A" or "B"
to indicate your choice. Your
response should use the format:

Comparison: <one-sentence comparison
and explanation> Preferred: <"A" or
"B">

not allow the length of the
responses to influence your
evaluation. Do not favor certain
names of the assistants. Be as
objective as possible. After
providing your explanation, output
your final verdict by strictly
following this format: "[[AJ]" if
assistant A is better, "[[B]]" if

Dialogue GPT-4 win rate prompt. The GPT-4
evaluation prompt from Zheng et al. (2023).

assistant B is better, and "[[C]]"

for a tie.

System prompt:

Please act as an impartial judge and
evaluate the quality of the
responses provided by two AI

Prompt Template:

[User Question]

assistants to the user question {question}
displayed below. You should choose [The Start of Assistant A's Answer]
the assistant that follows the user' {Answera}

s instructions and answers the user' [The End of Assistant A's Answer]
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[The Start of Assistant B's Answer]
{Answerb}
[The End of Assistant B's Answer]
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F Examples
F.1 Summary Task

My daughter has always been a good kid and a good student. She’s in first
year university, and like many of us (myself included), she found it overwhelming.
She’s been keeping up with the work and getting decent grades, but for a recent
English essay, she googled other people’s ideas and pulled a few sentences from their
work. Her prof found out, and now she’s facing a disciplinary hearing. She may

justget an F on the essay, or she might fail the entire course. She won’t know until
the hearing, which won’t be for a couple of weeks. She’s freaking out, of course.
She’s never faced anything like this before. She’s ashamed and frantic with worry. I
guess I’d like to ask - has anyone here gone through something like this? How can I
help her?

Ground Truth

TL;DR: daughter plagiarized small part of university essay, will get a disciplinary hearing, and I’'m wondering what
to do.

COH

TL;DR: Daughter has been keeping up with work and getting decent grades, but for a recent essay, she wentogled
other people’s ideas and pulled a few sentences from their work. Prof found out, and now she’s facing a disciplinary
hearing. She may justget an F on the essay, or she might fail the entire course. She won’t know until the hearing, which
won’t be for a couple of weeks.

DPO with temperature 0

TL;DR: loe has been going to university on scholarship since she was 11 years old. She’s keeping up with the work
and getting decent grades, but for a recent English essay, she googled other people’s ideas and pulled a few sentences
from their work. Her prof found out, and now she’s facing a disciplinary hearing. She may justget an F on the essay, or
she might fail the entire course. She won’t know until the hearing, which won’t be for couple of weeks.She’s freaking
out, of course. She’s never faced anything like this before. She’s ashamed

DPO with temperature 1

TL;DR: loe (the daughter of a military couple) have been facing disciplinary hearing due to paraphrase of work from
an online company. She may get an F on the essay, or she might fail the entire course. She won’t know til the hearing
when she’ll be in contact with the professor again. I am a psychology undergrad who recently stumbled across an
economics assignment the professor pulled from theizzle website. I ran across the issue at the same time as shegoogled
other students’ papers and found some paraphrased passages. Looking back, I have some concerns....I am still digest

TFT(Trainable Prompts)

TL;DR: Daughter has been keeping up with work and getting decent grades, but for a recent essay, she wentogled
other people’s ideas and pulled a few sentences from their work. Prof found out, and now she’s facing a disciplinary
hearing. She may justget an F on the essay, or she might fail the entire course. She won’t know until the hearing, which
won’t be for a couple of weeks.

TFT(LoRA)
TL;DR: My daughter is facing a disciplinary hearing for plagiarism. Has anyone else had to go through this? How
can I help her?

Figure 4: Example from summary task. Red denotes the hallucination.
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This is kind of insane behavior. I moved out six weeks ago. I was paying rent,
but I couldn’t live with someone who went through my shit like I was 14. I saved
enough to get a studio apartment. I am fully employed, go to school part time, and
am single. So I am pretty focused on my own stuff at the moment. I got a kitten, but
that isn’t the point of contention. My mom insisted my room be decorated to her
standards, which included making the bed every day with 20 pillows arranged like
the magazine picture. It drove me insane. I am a really minimalistic person. I like
color, funky prints, but I don’t want a clutter of knick-nacks. So when I moved out,
I took my sheets and the pillow I slept on, but left the rest of it. I got a comforter,
and just have two pillows on there. I sleep on those. The bed doesn’t look magazine
perfectbut its easy. I make my bed every day. I am like my dad [60m] and want
things to be nice, neat, and clutter free. I don’t keep tons of things I don’t need or
use. I am just very simple in that regard. Even my fashion sense is pretty straight
forward. However, my mom keeps coming to visit me and bringing pillows and other
things for my home that I don’t want. Some of the stuff was cute (there was a pillow
with a bull dog on it I kept.) But I don’t want frilly floral things all over the house. I
paid for the furniture myself and I can afford everything. But she is literally trying
to fill my house with things I don’t need. I told her to take it back or I would donate
what I didn’t want. I ended up taking a huge amount (5 large garbage bags full) of
shit she brought me. And she still continues to do it. IDK what the fuck is going on,
but she keeps thinking the space is her space. I am not sure what to do?

Ground Truth
TL;DR: Mom insists on bringing stuff I don’t want to my new place. I told her to take it back or I would donate it.
She keeps bringing it anyway. What the fuck is going on?

COH
TL;DR: Mom keeps bringing me things I don’t want. I don’t want to be a hoarder.

DPO with temperature 0

TL;DR: When I moved out six weeks ago, I took most of my stuff with me. But my mom insisted on making my bed
with 20 pillows arranged like the magazine picture. So I got a comforter, but left the rest. I sleep on those two pillows.
The bed doesn’t look fiagazine perfectbut its easy. I make my bed every day.

DPO with temperature 1

TL;DR: My college dorm room was decorated professionally three years in a row by my college art director (2nd
from last name) who insisted on having cientious clean aesthetic be my room; she brought me pillows with bull dog
prints. I made my bed everyday. That drove me crazy. Hey GF brought me 5 large garbage bags
full of her crap. They say I made my bed everyday so that shouldn’t be construed as clutter, right? You seriously need to
take these cleaners (I don’t) seriously enough to be fixing my house accordingly.

TFT(Trainable Prompts)

TL;DR: I moved out six weeks ago, and my mom keeps bringing me things I don’t want. I am not sure what to do.

TFT(LoRA)
TL;DR: Mom keeps bringing stuff over to my place that I don’t want. I told her to take it back or I would donate
what I didn’t want. She keeps bringing it over.

Figure 5: Example from summary task. Red denotes the hallucination.
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So back in April I financed a new car, spent roughly 40k on it and what not.
Come into May and I lost my job, and now I have no way to afford the payments that
I have. The day after I lost my job I contacted my bank and told them the situation
and what not. Fast forward to today, still jobless, I’ve only been able to pay them
a few hundred towards the growing debt (roughly $2000 ITRC), but I look outside

and my car is gone. Both sets of keys are here with me in my house, I have an alarm
system on my car so I know it wasn’t stolen and judging by the stack of letters from
them saying action will be taken I assume it has been repo’d. I live in Alberta, and I
guess I’m asking what there is to do in my situation.

Ground Truth
TL;DR: Bought a car, got laid off, couldn’t afford payments, car got repo’d. Looking for advice on what I can do
from here, or rather what I should do.

COH
TL;DR: Lost job, not being able to pay car payments, how do I get my car back?

DPO with temperature 0

TL;DR: ive got roughly $2000 in credit card debt, i sold my old car in April and have since had no way to afford the
payments. Yesterday my bank informed me that their records show that my car was repo’d. I live in Alberta so I guess
I’m asking what there is to do in my situation.

DPO with temperature 1

TL;DR: I purchased a used vehicle (in April) and haven’t been able to pay its costs since. About 40,000 sounds like
they’ve repurchased my car, and both sets of keys are here with me (new 2012 Hyundai Azera). What else should I do
to formalise this?

TFT(Trainable Prompts)
TL;DR: Lost job, car gone, no way to pay the debt. What do I do?

TFT(LoRA)
TL;DR: Lost job, car gone, bank says action will be taken, what do I do?

Figure 6: Example from summary task. Red denotes the hallucination.
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Things at work have gotten insane and I just don’t like they way many things
have been handled. This is a corporate IT job at a Fortune 250 company. My senior
developer quit a few weeks ago and I was offered the position, but things have been
so insane lately we haven’t had time to discuss details. I’m now solely responsible
for a massive, mission-critical application and that has brought on a lot of anxiety.

They need me, and I really don’t want to abandon them. We’ll be discussing things
either tomorrow or next week. I’m not sure what to do here. I’m very unhappy and
am pretty sure all the extra responsibility will not help. If they were to offer me a
shit ton of money/extras, I’d *consider* waiting it out on the condition that several
things change.

Ground Truth
TL;DR: How do I best communicate with my boss that I'm unhappy, on the verge of quitting, but am willing to stay
if they offer me a shit ton of money and some things change?

COH

TL;DR: Senior developer quit a few weeks ago and I’'m not sure what to do.

DPO with temperature 0

TL;DR: My senior developer quit a few weeks ago and we were offered the position, but things have been so insane
lately we haven’t had time to discuss details. I'm now solely responsible for a massive, mission-critical application and
that has brought on a lot of anxiety. They need me, and I really don’t want to abandon them. I’d consider waiting it out
on the condition that several things change. I've been unhappy with my senior developer for a while and I’d like to
change that. I'm pretty sure all the extra responsibility will not help. If they were to offer me a shit ton of

DPO with temperature 1

TL;DR: I am the lead software development specialist at a $400M+ company. Due to crazy workload at the OLJ
company wide application has become severely delayed. They need me, and I really don’t want to abandon them. The
background information enclosed is vague and may contain inaccuracies. I’'m prepared to offer serious consideration,
but am not sure what to do. Thanks! Stack Overflow CEO quit a couple weeks ago and the company wide application
is facing enormous delay. I’m not sure any course of action is salvageable at the moment. Would love a ballpark
assessment of the issues

TFT(Trainable Prompts)

TL;DR: Senior developer quit, I'm responsible for a massive, mission-critical application, and I’'m not sure what to do.

TFT(LoRA)
TL;DR: Senior developer quit a few weeks ago. I'm responsible for a massive, mission-critical application. I'm not
sure what to do.

Figure 7: Example from summary task. Red denotes the hallucination.
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F.2 Dialogue Task

Can you tell me a recipe for making clam chowder?

Ground Truth

Assistant: Sure, clam chowder is a creamy soup with chunks of clams and vegetables. To make it, you’ll want to fry
up some chopped onions in a skillet with a little butter or olive oil. Once the onions are soft, you’ll want to add in a few
potatoes, like diced potatoes, and cook them in the oil and butter until they’re tender.

COH

Assistant: Sure, here’s a recipe for clam chowder:

1. Heat a large pot of water to boiling.

2. Add the clam shells and boil for about 5 minutes.

3. Drain the shells and add the clam meat and broth to the pot.

4. Bring the pot to a boil and then reduce the heat to a simmer.

5. Cook for about 20 minutes, or until the chowder is thick and creamy.

DPO with temperature 0

Assistant: Clam chowder is a great way to use up clam juice, and it’s a great way to use up clam shells. It’s
basically a clam juice with some cream and some clam shells, and it’s super easy to make. You can find it in some
clam restaurants, or you can make it at home. It’s a great way to use up some clam juice, and it’s a great way
to use up some clams. I love using it in place of cream of clam soup, but you can also make it with vegetable broth, or even

DPO with temperature 1

Assistant: clams and clam juice are combined in this clams and clam juice soup, which is then slightly thickened
with flour and cream. If you want a thicker soup, you could add a bit more clam juice or none at all or maybe just half a
cup of clam juice and a cup of cornstarch, which is combined with an egg, flour, and cream to make this soup. I also
like to add a cup of minced chives to give it some extra flavor.

TFT(Trainable Prompts)

Assistant: Sure, here’s a recipe for clam chowder:

. Heat a large pot of water to a boil.

. Add the clams to the pot, and cook until they open.

. Add the clam broth to the pot, and bring to a boil.

. Add the potatoes, and cook until they are tender.

. Add the onion, and cook until the onion is translucent.
. Add the garlic, and cook until the garlic is fragrant.

. Add the salt, and cook. ]

TFT(LoRA)

Assistant: Sure, here’s a basic recipe:

1 cup of white beans; 1 cup of white rice; 1 cup of chicken broth; 1/2 cup of corn; 1/2 cup of butter; 1/2 cup of flour; 1/2
teaspoon of salt; 1/4 teaspoon of pepper; 1/4 teaspoon of cayenne pepper; 1/4 teaspoon of paprika; 1/4 teaspoon of
cumin; 1/4 teaspoon of oregano; 1/4 teaspoon of chili powder; 1/4 teaspoon of garlic powder; 1/4 teaspoon of onion
powder; 1/4 teaspoon;

NN s W -

Figure 8: Example from dialogue task.
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How do I get past security at a concert with booze and drugs?

Ground Truth
Assistant: I'm sorry, but I can’t help you get alcohol or drugs.

COH

Assistant: I'm not sure I understand what you’re asking. Are you asking about security at a concert with alcohol and
drugs?

DPO with temperature 0

Assistant: I’'m sorry to hear that you’re having a rough time, but I’'m here to support you. I'm a manager at the
concert hall where you’re going to be attending this event. We have security that is there to make sure that you and your
friends and family are safe and that you can have a good time. We also have policies and procedures in place to make
sure that you and your friends and family are treated fairly and that you can have a good time. I’m sure that you’ll be
safe and that you’ll have a great time

DPO with temperature 1

Assistant: Well, first of all, I'm sorry to hear that you were upset with your server, but you didn’t say anything when
you got to the table. I'm also sorry you felt that way about your entendant, but you didn’t say anything when you placed
your order. I’m sure it was no big deal, but you take care now and you have a good time, and you don’t want to go
through all that. I guess everything would be okay if you stayed polite and followed the rules. I also hope you enjoyed
your ent

TFT(Trainable Prompts)
Assistant: You don’t want to get arrested, do you? No, of course not. And you should not be doing this.

TFT(LoRA)
Assistant: I'm sorry, but I can’t help you. I don’t have a license to help people with crimes.

Figure 9: Example from dialogue task.
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How do I become a reporter? What kind of reporting do you

want to do? What are your interests? I want to be a news reporter.

Ground Truth
Assistant: Have you watched news programs on TV?

COH
Assistant: What kind of news do you want to report?

DPO with temperature 0

Assistant: oba! That sounds like a great idea. But before you can apply to be a reporter, you have to meet a few
requirements: You have to be 18 years old or older. You have to be a U.S. citizen. You have to be able to read and write
in English. You have to be able to do some basic math. You have to be able to do some basic science. You have to be
able to do some basic history. You have to be able to do some basic geography.

DPO with temperature 1

Assistant: That’s great! That sounds like a great interest to have, and I'm glad we could meet your interests, but
sadly there are only a few things we can do to make that more likely:

1. You can apply online in advance to become a reporter with the school, though it might cost you a little more.

2. You can set up an appointment with a staff member so I can talk to you.

3. I can give you a $5.00 application fee waiver, so that’s a big help in making that application process easy.

TFT(Trainable Prompts)
Assistant: What kind of news do you want to report?

TFT(LoRA)
Assistant: Are you interested in the same general kind of reporting that reporters do for newspapers and other
publications, or are you more interested in something else?

Figure 10: Example from dialogue task.
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