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Abstract

The Chain-of-Thought (CoT) paradigm has be-
come a pivotal method for solving complex
problems with large language models (LLMs).
However, its application to domain-specific
tasks remains challenging, as LLMs often fail
to decompose tasks accurately or execute sub-
tasks effectively. This paper introduces the Re-
TASK framework, a novel theoretical model
that Revisits LLM Tasks from cApability,
Skill, and Knowledge perspectives, drawing
on the principles of Bloom’s Taxonomy and
Knowledge Space Theory. While CoT provides
a workflow-centric perspective on tasks, Re-
TASK introduces a Chain-of-Learning (CoL)
paradigm that highlights task dependencies on
specific capability items, further broken down
into their constituent knowledge and skill com-
ponents. To address CoT failures, we propose a
Re-TASK prompting strategy, which strength-
ens task-relevant capabilities through targeted
knowledge injection and skill adaptation. Ex-
periments across diverse domains demonstrate
the effectiveness of Re-TASK. In particular, we
achieve improvements of 45.00% on Yi-1.5-9B
and 24.50% on Llama3-Chinese-8B for legal
tasks. These results highlight the potential of
Re-TASK to significantly enhance LLM per-
formance and its applicability in specialized
domains. We release our code and data at this
url.

1 Introduction

As the scale of large language models (LLMs)
continues to increase, their general capabilities
in natural language processing (NLP) tasks have
shown substantial improvements. However, despite
these advances, these models often struggle with
complex reasoning tasks, particularly those that
are domain-specific. The Chain-of-Thought (CoT)
technique (Wei et al., 2022; Wang et al., 2023b;
Zhou et al., 2023) has emerged as a promising
paradigm by decomposing complex tasks into a

series of subtasks in a divide-and-conquer manner.
Yet, the application of CoT to domain-specific tasks
faces significant challenges in both task decompo-
sition (Kambhampati, 2024) and subtask execution
(Lightman et al., 2024) due to a lack of domain
knowledge and specialized capabilities.

The idea that an individual’s capabilities di-
rectly influence task performance is well supported
by educational theories, notably Bloom’s Taxon-
omy (Bloom, 2010) and Knowledge Space Theory
(KST) (Doignon and Falmagne, 1985). Bloom’s
Taxonomy outlines how educational objectives are
achieved through structured instructional activities,
each involving specific knowledge and cognitive
processes. Similarly, KST emphasizes the sequen-
tial dependencies between learning items, forming
“learning pathways” that guide learners from foun-
dational knowledge to mastery.

Building on these insights into the Chain-of-
Learning (CoL), we introduce the Re-TASK frame-
work, which revisits LLM tasks through the lenses
of capability, skill, and knowledge (see Figure 1(b)).
This framework posits that the successful comple-
tion of tasks' depends on sequentially mastering
multiple capability items, with each item further
dissected into its constituent aspects of knowledge
and skills.

Our framework argues that failures in the CoT
paradigm, particularly in task decomposition and
subtask execution, stem from a lack of the neces-
sary capabilities, due to either insufficient knowl-
edge or inadequate knowledge-skill adaptation (ab-
breviated as skill adaptation). First, LLMs may
lack relevant knowledge due to limited access to
proprietary data or issues related to data timeliness.
Second, even when knowledge is available, LLMs
often struggle to apply it effectively because of in-
adequate knowledge-skill adaptation, resulting in

'We use the terms “task” and “subtask” interchangeably,
depending on the context.
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Figure 1: The Chain-of-Thought (CoT) provides a workflow perspective on tasks (blue arrow), while the Re-
TASK framework introduces a Chain-of-Learning view (red dashed arrow), demonstrating how tasks and subtasks
depend on various N capability items. Combining CoT with Re-TASK enhances CoT’s performance in both task
decomposition and subtask execution. Here, C;; represents the capability item associated with subtask 7 (where
i =1,---,k), and Cy; is associated with the overall task for task decomposition.

suboptimal performance. While techniques such as
retrieval-augmented generation (Lewis et al., 2020)
can inject knowledge into the context, models may
still fail if there is insufficient skill adaptation to
effectively utilize the retrieved knowledge.

To address these issues, we propose integrating
the CoT paradigm with the Re-TASK framework
to improve LLM performance, as shown in Figure
1. Specifically, we identify core capability items
linked to the overall task and its corresponding sub-
tasks, then strengthen these capabilities through
targeted knowledge injection and skill adaptation
using a deliberately designed prompting strategy,
Re-TASK prompting (see Figure 2). The capability
items represent demonstrations of knowledge-skill
adaptation, such as conceptual knowledge under-
standing and procedural knowledge applying. No-
tably, knowledge itself can be treated as a special
capability item, as in the case of knowledge injec-
tion through knowledge recalling or retrieving. We
then adopt in-context learning (ICL) techniques
(Brown et al., 2020; Dong et al., 2022) to enhance
the corresponding capabilities by carefully arrang-
ing these demonstrations within the prompt.

We conduct extensive experiments with open-
source LL.Ms to evaluate the effectiveness of the
Re-TASK framework in enhancing CoT perfor-
mance across various domain-specific tasks. By
incorporating relevant capability items that inject
domain knowledge or improve skill adaptation, we
observe significant improvements in task perfor-
mance. Additionally, we extend our experiments to

LLMs of different scales, demonstrating that while
model capabilities generally improve with scale,
the Re-TASK framework continues to enhance per-
formance effectively.

Our main contributions are summarized as fol-
lows:

e We introduce the Re-TASK framework, a
novel theoretical model that revisits LLM
tasks from the perspectives of capability, skill,
and knowledge, offering a Chain-of-Learning
view of tasks.

* Our research reveals that many failures of the
CoT approach in addressing domain-specific
tasks stem from insufficient knowledge or in-
adequate skill adaptation.

* We propose the Re-TASK prompting strat-
egy, which integrates CoT with the Re-TASK
framework to enhance LLLM performance us-
ing in-context learning techniques.

* Extensive experimental results demonstrate
the effectiveness of the Re-TASK framework.

2 Related Work

2.1 Educational Theories

Bloom’s Taxonomy (Bloom, 2010) provides a foun-
dational framework that links learning objectives
with instructional activities. It posits that achieving
learning goals requires the completion of multiple
interconnected activities, categorized along two key



dimensions: knowledge and cognitive processes.
The knowledge dimension outlines four types of
knowledge: factual, conceptual, procedural, and
metacognitive. The cognitive process dimension es-
tablishes a hierarchy of cognitive skills, encompass-
ing six levels—remember, understand, apply, ana-
lyze, evaluate, and create—each linked to specific
cognitive processes, totaling 19 distinct actions. By
integrating these dimensions, Bloom’s Taxonomy
serves as a comprehensive guide for educators to
design curricula and instructional strategies that
foster deeper understanding and encourage higher-
order thinking in students.

Knowledge Space Theory (KST) (Doignon and
Falmagne, 1985; Falmagne et al., 2013; Cosyn
et al., 2021) offers a mathematical framework for
modeling and assessing learners’ knowledge within
a specific domain. It identifies various knowledge
states, defined as sets of problems or concepts that
a learner can successfully solve or understand. The
entirety of these possible knowledge states forms
the knowledge structure, which delineates the re-
lationships among different states. Learning path-
ways are the routes learners can take to transition
from one knowledge state to another. By utilizing
KST, educators can design effective educational in-
terventions and personalized learning experiences,
optimizing the learning process for each individual
learner.

Building on these foundational educational theo-
ries, we propose the Re-TASK framework, which
elucidates the dependence of tasks on various capa-
bility items. Each capability item is further broken
down into its constituent aspects of knowledge and
skills, highlighting the intricate relationships that
contribute to task performance.

2.2 Knowledge and SKkills in LL.Ms

Several studies have explored LLMs from the
perspectives of knowledge and skill. KoLA (Yu
et al., 2023) emphasizes the importance of world
knowledge for LLMs and establishes a knowledge-
oriented evaluation benchmark. In its approach
to ability modeling, KoLLA simplifies and selects
from Bloom’s learning theories to form four levels
of knowledge-capability assessment: knowledge
memorization, knowledge understanding, knowl-
edge applying, and knowledge creating. Skill-it
(Chen et al., 2024) posits that language models nat-
urally acquire a sequence of skills from training
data and formalizes the notion of a skill and an
ordered set of skills in terms of associated data,

differentiating this approach from traditional cur-
riculum learning (Bengio et al., 2009), which fo-
cuses on training models using progressively dif-
ficult examples. In continual pre-training experi-
ments, Skill-it’s ordered learning of skills achieves
faster convergence of validation loss compared to
random sampling. RA-DIT (Lin et al., 2023) intro-
duces a lightweight fine-tuning methodology that
improves retrieval-augmented language models by
enhancing both the relevance of retrieved knowl-
edge and its effective utilization, marking a spe-
cialized form of knowledge and skill enhancement.
MMLU (Hendrycks et al., 2020) serves as a bench-
mark designed to measure the possession of world
knowledge and problem-solving abilities. Reflect-
ing on these developments, Bengio and Hu (2023)
have emphasized the integration of the world model
and the inference machine in current LLMs. They
suggest that to reason effectively, a robust world
knowledge model and a powerful inference ma-
chine are necessary, advocating for their separation
and simultaneous development to enhance reason-
ing capabilities.

2.3 Prompting Strategies

Various prompting strategies have been proposed
to enhance model performance in solving complex,
domain-specific tasks. One prominent approach is
Chain-of-Thought (CoT) (Wei et al., 2022; Wang
et al., 2023b; Zhou et al., 2023), which decom-
poses a complex task into simpler subtasks, utiliz-
ing a divide-and-conquer strategy. Another notable
approach involves integrating LL.Ms with knowl-
edge. Some methods achieve this by retrieving
knowledge from external sources, such as Retrieval-
Augmented Generation (RAG) (Lewis et al., 2020;
Fan et al., 2024), while others enable the models to
generate knowledge internally, rather than relying
on retrieval (Liu et al., 2021). In-Context Learn-
ing (ICL) techniques (Brown et al., 2020; Dong
et al., 2022) represent a significant advancement
in prompting; ICL utilizes examples within the
prompt itself, enabling the model to learn from
context without the need for explicit retraining or
fine-tuning.

In contrast, we propose Re-TASK prompting,
which integrates CoT prompting with the Re-TASK
framework. This approach leverages ICL tech-
niques to enhance corresponding capabilities by
carefully arranging demonstrations of capability
items within the prompt, ultimately leading to im-
proved overall task performance.



3 Re-TASK

3.1 Re-TASK Framework

We begin by defining several key concepts within
our framework: tasks, capability items, knowledge,
and skills. We then elucidate how these elements
interconnect to establish the structured Re-TASK
framework, as illustrated in Figure 1(b). These
concepts parallel Bloom’s Taxonomy, where ed-
ucational objectives—comparable to tasks in our
framework—are systematically achieved through
structured instructional activities, analogous to ca-
pability items. Each instructional activity involves
the acquisition of specific types of knowledge and
engages distinct cognitive processes, thereby facili-
tating knowledge-skill adaptation. The successful
completion of an educational objective, or task, de-
pends on mastering various capability items, each
developed through these instructional activities.
Knowledge Space Theory (KST) further reinforces
this structured approach by highlighting sequential
dependencies among capability items.

Definition 1 (Task) A task T is defined as a spe-
cific objective that LLMs are designed to achieve,
characterized by a mapping from input x to out-
put y, facilitated by a task instruction I and an
optional context ctx. Formally, this relationship
is expressed as T(ctz; I;x) = y, where the semi-
colon denotes concatenation of inputs.

The optional context ctx can be leveraged for
knowledge injection or skill adaptation. By iden-
tifying corresponding capability items and incor-
porating a list of capability item demonstrations
into ctx, this method aligns closely with in-context
learning. In the Chain-of-Thought (CoT) paradigm,
a task can be decomposed into a series of subtasks.

Definition 2 (Knowledge) A knowledge point K
is defined as a text segment containing domain-
specific knowledge that is essential for the perfor-
mance of a task/subtask. In the context of LLMs,
the knowledge K can also be implicit knowledge
encoded within the model’s parameters.

According to Bloom’s Taxonomy, we consider
three types of domain knowledge: factual, con-
ceptual, and procedural®. Each type plays a distinct
role in task execution, contributing differently to
the LLM’s ability to process and respond to task-
specific demands.

2Metacognitive knowledge is beyond the scope of LLMs
and is not our primary focus.

Definition 3 (Skill) A skill S corresponds to the
cognitive processes in Bloom’s Taxonomy and is
developed through related instructional activities,
including knowledge recalling/retrieving, under-
standing, applying, and others.

Definition 4 (Capability Item) A capability item
C, corresponding to the concept of instructional ac-
tivities in Bloom’s Taxonomy, is a specific exercise
or demonstration designed to guide LLMs in apply-
ing a particular skill S to the relevant knowledge
K, thereby facilitating knowledge-skill adaptation.

Successfully completing a task T requires the
sequential mastery of multiple capability items.
These items can be conceptualized as a chain of
learning, where dependencies among them are
clearly defined. Figure 1(c) illustrates these de-
pendencies. A task generally involves overall pro-
cedural knowledge (Cp1), with its resolution cor-
responding to a capability item (Cp2) that applies
this knowledge in a manner akin to a CoT process.
This procedural knowledge is further segmented
into subtasks, each linked to specific knowledge
and involving different capability items Cj;.

Note that the knowledge K can be treated as
a special capability item with the default skill of
knowledge recalling or retrieving. Consequently,
the task and its subtasks depend on two types of ca-
pability items: knowledge recalling (the knowledge
itself) and knowledge-skill adaptation (e.g., knowl-
edge understanding and applying). For example,
a sentencing prediction task in law can be decom-
posed into two subtasks: the first involves assessing
the severity of the victim’s injuries, while the sec-
ond determines the sentence duration based on this
severity. For the first subtask, the capability item
C11 could represent knowledge of guidelines for
assessing severity (knowledge recalling), while C'1o
could demonstrate the application of C}; to assess
the severity of the victim’s injuries (knowledge-
skill adaptation), formatted as {Instruction; Input:
case description; Output: severity}.

3.2 Capability Item Construction

To effectively improve the performance of LLMs
in domain-specific tasks, identifying key capability
items is crucial. Our primary focus is on retrieving
relevant knowledge and enhancing the understand-
ing of conceptual knowledge along with the apply-
ing of procedural knowledge (i.e., knowledge-skill
adaptation). Below, we present exemplary capabil-
ity items for each category:
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Figure 2: Comparison of prompting strategies: Zero-shot CoT, Few-shot CoT, Re-TASK (Lite) prompting with only
capability items for the overall task, and Re-TASK (Full) prompting incorporating all available capability items. In
Re-TASK prompting, a task or subtask may be associated with any number of capability items. Note that other
strategies, such as Self-Consistency (SC), are excluded for brevity.

1) Knowledge retrieval: This involves identi-
fying the relevant knowledge points for a given
task or subtask and retrieving them from exter-
nal sources. It may also include recalling internal
knowledge points stored within the LLM.

2) Instances of conceptual knowledge: This in-
volves providing examples that illustrate concep-
tual knowledge, helping to deepen and reinforce
understanding of conceptual knowledge.

3) Execution of procedural knowledge: This ca-
pability is crucial for tasks that involve following
ordered steps or procedures, such as technical trou-
bleshooting, recipe preparation, or complex calcu-
lations. It represents the practical application of
procedural knowledge.

Notably, identifying the capability items associ-
ated with a task is a straightforward process. For
each task, we begin by determining the relevant
knowledge points, followed by identifying the cor-
responding skills required for effective task resolu-
tion, either understanding or applying.

3.3 Re-TASK Prompting

By combining CoT with the Re-TASK framework,
we can identify core capability items linked to the
overall task and its corresponding subtasks, subse-
quently strengthening these capabilities to enhance
subtask performance and, ultimately, overall task
performance. Specifically, we enhance the capa-
bility items through targeted knowledge injection
and skill adaptation using a deliberately designed
prompting strategy known as Re-TASK prompting,
as illustrated in Figure 2. The capability items serve
as demonstrations of knowledge-skill adaptation,
including knowledge recalling/retrieving, knowl-
edge understanding, and knowledge applying.

We carefully arrange the demonstrations within
the prompt according to their dependencies, follow-
ing the chain of learning. Specifically, we sequence
the capability items C;; for each subtask 4. If multi-
ple items are associated with the same subtask, we
prioritize the knowledge itself (i.e., the capability
item of knowledge retrieval) first, followed by more
advanced items such as knowledge understanding
and applying. Finally, we include the overall proce-
dural knowledge Cy; along with its applying Co2
at the end of the prompt.

4 Experimental Setup

4.1 Tasks and Datasets

We selected the sentencing prediction task in the
law domain, the financial course examination task
in the finance domain, and multiple-choice ques-
tion tasks in three STEM domains—mathematics,
biology, and physics—to validate the effectiveness
of the Re-TASK framework.

The sentencing prediction task in the law do-
main involves predicting the appropriate sentencing
range for criminal offenders based on the factual de-
scriptions in criminal cases. This process requires a
comprehensive understanding of legal statutes and
sentencing principles, making it a suitable chal-
lenge for validating the Re-TASK framework. For
dataset construction, we utilized the publicly avail-
able CAIL dataset (China AI Law Challenge) (Xiao
et al., 2018), sampling 200 test instances. More
details are presented in the Appendix C.1.

In the finance domain, we selected the financial
course examination task in the FinancelQ dataset
(Zhang et al., 2023). The FinancelQ dataset as-
sesses LLMs’ knowledge and reasoning abilities in



financial contexts, evaluating their grasp of domain-
specific knowledge. The financial dataset consists
of multiple-choice questions, and the test set for
the FinancelQ dataset contains 178 instances.

To evaluate the reasoning capabilities in STEM
fields, we conducted experiments on the MMLU-
Mathematics, Biology, and Physics benchmarks
(Hendrycks et al., 2020) to evaluate the correspond-
ing reasoning capabilities. The test sets for these
benchmarks contain 276, 144, and 102 multiple-
choice questions, respectively. During dataset con-
struction, a few mathematics questions entered an
infinite loop while generating capability items. As
aresult, we removed these instances from the math-
ematics dataset. Further details can be found in the
Appendix C.3.

4.2 Settings

Given that both the legal and financial datasets
are in Chinese, we opted for popular Chinese
LLMs. Specifically, we selected the chat versions
of Qwenl.5 (Bai et al., 2023), Llama3-Chinese
(Cui, 2023), and Yi-1.5 (Young et al., 2024) for val-
idation. For the mathematics, biology, and physics
datasets, which are in English, we employed a dif-
ferent set of LLMs, including Llama3 (Dubey et al.,
2024), Mistral (Jiang et al., 2023), and Qwen1.5, to
validate our results. To further verify the scalabil-
ity of our framework, we conducted experiments
with LLMs of varying scales, using the Qwen1.5
series with 7B, 14B, and 32B parameters on the
legal dataset. More setting details are offered in the
Appendix B.2.

We developed Re-TASK prompting strategies
that integrate demonstrations of capability items
to validate their effectiveness in improving the per-
formance of CoT on domain-specific tasks. Our
baselines include Zero-shot CoT, Few-shot CoT,
Plan-and-Solve (Wang et al., 2023a) and STEP-
BACK (Zheng et al., 2023). We evaluated the
performance of Few-shot CoT under two settings:
1-shot and 3-shot learning, to align with the Re-
TASK (Lite) and Re-TASK (Full) strategies, re-
spectively. Additionally, we evaluated the perfor-
mance of Zero-shot CoT with self-consistency. The
prompt templates are illustrated in Figure 2. Some
prompt templates are shown in the Appendix D.

4.3 Construction of Capability Items

We utilized LLMs to assist in decomposing tasks
and generating the capability items involved in Re-
TASK. First, we predefined the capability types

for each task based on the definition in Section
3.2 and then leveraged larger LLMs, which are
presumed to possess sufficient domain knowledge,
to automatically generate these items.

We began by employing LLMs to decompose
the tasks, which resulted in the identification of
the overall procedural knowledge (Cp1). Next, we
instructed the LLMs to create a CoT demonstra-
tion using the generated knowledge as a knowledge
applying capability item (Cpz). Task decomposi-
tion also guides the creation of capability items for
each subtask. For each subtask 7, we instructed the
LLMs to generate relevant conceptual or procedu-
ral knowledge (C;1). For conceptual knowledge,
we requested illustrative examples to enhance un-
derstanding, while for procedural knowledge, we
sought CoT demonstrations to illustrate effective
applying (Ci2).

For financial tasks, we followed the complete
procedure to generate capability items for both the
overall task and its corresponding subtasks. In
contrast, for other tasks, where the subtasks are rel-
atively straightforward and do not require complex
knowledge, we only generated capability items for
the overall tasks.

5 Experimental Results

We conducted extensive experiments across five
domains to validate the effectiveness of Re-TASK.

5.1 Law Domain

The results of the sentencing prediction task are
presented in Table 1. Notably, Re-TASK (Lite)
achieves the best performance across all set-
tings, surpassing Zero-shot CoT by an average of
27.17%. Re-TASK (Lite) also outperforms the self-
consistency version of Zero-shot CoT by a sub-
stantial margin of 26.84% on average. Specifically,
Re-TASK (Lite) demonstrates a remarkable im-
provement of 45.00% with the Yi-1.5-9B model.
Furthermore, when the knowledge item (Cpy) is
excluded from the demonstration count, Re-TASK
(Lite), with a single demonstration, shows signif-
icant gains compared to the 1-shot CoT strategy.
Step-Back also achieves a notable improvement,
outperforming Zero-shot CoT by 18.00%, though it
still lags behind Re-TASK (Lite) by 9.17%. These
results underscore the effectiveness of the Lite ver-
sion of Re-TASK prompting in the legal domain.
We further compared the token lengths generated
by different prompt strategies, including both the



Table 1: Comparison of accuracy (%) across Zero-shot CoT, Few-shot CoT, and Re-TASK strategies in the law
domain. “Zero-shot CoT + SC” refers to Zero-shot CoT with self-consistency, and “n-shot CoT” refers to Few-shot

CoT with n randomly selected demonstrations.

Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B  Average Gain

Zero-shot CoT 54.00 40.00 33.50 -
Zero-shot CoT + SC 54.50 40.50 33.50 +0.33
Traditional 1-shot CoT 53.67 66.50 36.17 +9.61
CoT 3-shot CoT 56.33 70.17 38.50 +12.50
Plan-and-Solve 54.50 33.50 45.00 +1.83
Step-Back 72.50 72.50 36.50 +18.00
Re-TASK Re-TASK (Lite) 78.50 85.00 45.50 +27.17

Table 2: Comparison of token length acorss various prompting strategies in the law domain.

Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B

Traditional Zero-shot CoT 526 510 431
CO;) a 1-shot CoT 1691 1185 1007
3-shot CoT 3104 2002 2176

Re-TASK  Re-TASK (Lite) 1291 1071 967

90 A
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Figure 3: Performance comparison of zero-shot CoT
and Re-TASK (Lite) across different scales of Qwenl.5
models (7B, 14B, and 32B) on the sentencing prediction
task.

prompt and the completion, to assess efficiency. As
shown in Table 2, the inclusion of demonstrations
generally resulted in an increase in token length.
Specifically, the token length of Re-TASK (Lite)
was comparable to that of 1-shot CoT and shorter
than that of 3-shot CoT.

5.1.1 Model Scaling

To investigate the impact of model scales, we con-
ducted experiments on the Qwenl.5 series. The
results, presented in Figure 3, reveal a consistent
trend: as model size increases, the performance
of both prompting strategies improves. Notably,
the inclusion of capability items led to significant
and consistent gains in task performance. These
findings underscore the limitations of LLMs in han-
dling domain-specific tasks and demonstrate that
our Re-TASK framework delivers substantial bene-
fits even as model size scales.

5.2 Financial Domain

As shown in Table 3, Re-TASK exhibits sub-
stantial performance gains across all models in
the FinancelQ task. Baseline methods without
demonstrations, including Zero-shot CoT, Zero-
shot CoT with self-consistency, Step-Back, and
Plan-and-Solve strategies, show minimal improve-
ment. In contrast, Re-TASK (Lite) and Re-TASK
(Full) achieve notable average improvements of
5.06% and 14.61% over Zero-shot CoT, respec-
tively. Specifically, Re-TASK (Lite) demonstrates
an improvement of 19.67% with the Yi-1.5-9B
model and 16.29% with the Llama3-Chinese-8B
model. Furthermore, when comparing the number
of demonstrations, Re-TASK (Lite) outperforms
the 1-shot CoT strategy by 1.46%, while Re-TASK
(Full) surpasses the 3-shot CoT strategy by 11.31%,
highlighting the effectiveness of our added capa-
bility item components. Collectively, these results
underscore the pivotal role and remarkable efficacy
of Re-TASK in improving task performance.

5.3 STEM Domains

The results for MMLU-Math, MMLU-Biology and
MMLU-Physics are presented in Table 4. Re-
TASK (Lite) demonstrates significant performance
gains across all three datasets, particularly in the
biology domain, where it outperforms Zero-shot
CoT by an average of 18.29%. In contrast, the
self-consistency and plan-and-solve methods show
inconsistent performance, with occasional improve-
ments but no consistent gains overall. Moreover,



Table 3: Comparison of accuracy (%) across different prompt strategies on FinancelQ dataset.

Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B  Average Gain

Zero-shot CoT 36.52 53.93 43.82 -
Zero-shot CoT + SC 3427 61.80 46.63 +2.81
Traditional 1-shot CoT 34.69 64.33 46.07 +3.60
CoT 3-shot CoT 3427 63.82 46.07 +3.30
Plan-and-Solve 30.34 66.29 41.01 +1.12
Step-Back 30.90 66.85 4438 +2.62
Re-TASK (Lite) 38.20 61.80 49.44 +5.06
Re-TASK B TASK (Full) 52.81 73.60 51.69 +14.61

Table 4: Comparison accuracy (%) across different prompt strategies on STEM datasets.

Domains Prompting Strategies Llama3-8B Mistral-7B  Qwenl.5-7B  Average Gain
Zero-shot CoT 40.58 24.28 36.96 -
Zero-shot CoT+SC 48.19 24.64 41.67 +4.23
Math 1-shot CoT 49.42 23.41 36.52 +2.51
Plan-and-Solve 40.58 30.43 2391 -2.30
Step-Back 45.65 34.42 19.93 -0.60
Re-TASK (Lite) 51.81 28.99 43.84 +7.61
Zero-shot CoT 57.84 37.25 42.16 -
Zero-shot CoT+SC 58.82 39.22 37.25 -0.65
Physics 1-shot CoT 60.78 45.10 42.16 +3.59
Y Plan-and-Solve 55.88 42.16 41.18 +0.65
Step-Back 30.39 34.31 30.39 -14.05
Re-TASK (Lite) 60.78 44.12 50.98 +6.21
Zero-shot CoT 76.39 57.64 59.72 -
Zero-shot CoT+SC 78.47 60.42 62.50 +2.55
Biolo 1-shot CoT 79.86 68.75 60.42 +5.09
rology Plan-and-Solve 73.61 55.56 61.11 -1.16
Step-Back 43.75 50.69 53.47 -15.28
Re-TASK (Lite) 88.19 79.17 81.25 +18.29

Step-Back performs worse across the three datasets,
likely due to suboptimal principles generated by
the smaller scale models themselves. When com-
paring with the same number of added demonstra-
tions, Re-TASK (Lite) outperforms 1-shot CoT
across all three datasets. Notably, Re-TASK (Lite)
achieves a notable 13.20% improvement in the bi-
ology dataset, highlighting its strong and consistent
performance in STEM tasks.

Compared to the results in the legal domain, the
improvements in the STEM datasets are relatively
modest. This may be attributed to the fact that
the capability items automatically generated by
LLMs, which, while effective, may not be fully
optimized. Nonetheless, our methods show that
leveraging knowledge and capability items gener-
ated from larger models can be used to augment the
performance of smaller models. Since our primary
objective is to demonstrate the potential of our ap-
proach rather than to optimize the identification of
capability items, these results still underscore the

value of our method.

6 Conclusion

In this paper, we introduced the Re-TASK frame-
work, a novel approach that revisits LLM tasks
through the lenses of capability, skill, and knowl-
edge, aiming to address the limitations of the Chain-
of-Thought (CoT) paradigm in complex, domain-
specific tasks. By integrating Re-TASK with CoT,
we systematically enhanced the performance of
LLMs through targeted knowledge injection and
skill adaptation using a structured prompting strat-
egy, Re-TASK prompting. Our extensive experi-
ments across the law, finance, and STEM domains
demonstrated that the Re-TASK framework signifi-
cantly improves task performance, achieving sub-
stantial gains over baseline models and confirming
the framework’s potential to enhance LLM capabil-
ities across diverse domains. Our research opens
new avenues for practitioners to deepen their under-
standing, evaluation, and improvement of LLMs.



Limitations

While this study presents promising results, several
limitations should be considered when interpreting
the findings.

First, we rely on powerful LLMs to directly
construct capability items for each task instance
without incorporating the retrieval process. In
a more practical scenario, an offline repository
of capability items could be constructed based
on a domain knowledge graph to support knowl-
edge retrieval, along with corresponding capability
items for knowledge understanding or applying.
Retrieval-based methods (e.g., RAG) could then
be employed to match capability items with tasks.
This is part of our future work.

Second, although we used LLMs to automati-
cally generate capability items, we did not focus
on optimizing the generation process. As our pri-
mary objective was to demonstrate the potential
of our approach rather than to refine the identifica-
tion of capability items, we leave capability item
optimization for future research.

Third, we did not thoroughly analyze the perfor-
mance differences across various domains. These
differences may stem from the extent to which
LLMs possess domain-specific knowledge and
their proficiency in applying corresponding skills,
both of which influence the observed improvement
ratios. A deeper investigation into these aspects
would be a valuable direction for LLM diagnostics.

Finally, our study is limited to open-source mod-
els due to budget constraints, leaving the explo-
ration of proprietary models to future work.
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A All Experimental Results
A.1 Model Scaling

The accuracy results for zero-shot CoT and Re-
TASK (Lite) across various scales of Qwen1.5 mod-
els on the sentencing prediction dataset are shown
in Table 5, while the corresponding results on the
FinancelQ dataset are presented in Table 6. Re-
TASK demonstrates effectiveness across models of
different sizes. A consistent trend emerges across
different capability metrics: as the model scale in-
creases, the performance of all prompting strategies
improves accordingly. This demonstrates that Re-
TASK is effective even on larger-scale models. .

A.2 Efficiency

To evaluate the efficiency of Re-TASK and elim-
inate the influence of computing platform perfor-
mance on efficiency assessment, we adopt the sum
of input and output tokens for LLMs as the metric
of efficiency. Results for the financial and math-
ematical datasets are provided here. Table 7 and
Table 8 present the average token lengths for differ-
ent methods on the FinancelQ and MMLU-Math
datasets across all questions. It can be observed that
the token counts for Re-TASK are comparable to
those of the corresponding 1-shot and 3-shot CoT
strategies. Thus, the efficiency of Re-TASK aligns
closely with that of few-shot CoT strategy, demon-
strating that Re-TASK introduces no additional
overhead while achieving significantly higher ac-
curacy.

A.3 Case Study

To better demonstrate the effectiveness of Re-
TASK, we conduct a case study on the FinancelQ
and MMLU-Math datasets.

Figures 4, 5, and 6 show the results of the
same input-output example using three prompt
strategies—Zero-shot CoT, Re-TASK (Lite), and
Re-TASK (Full) —on the FinancelQ dataset with
the LLaMA3-8B-Chinese model. From the case,
we can see that in the Zero-shot CoT strategy, the
model fails to produce the correct answer because
it lacks knowledge of the problem-solving steps
and relevant knowledge about the topic, leading to
repeated attempts and ultimately an incorrect re-
sult. In Re-TASK (Lite) strategy, while the model
knows the correct formula for solving the problem,
it makes errors during the numerical calculations,
resulting in an incorrect answer as well. In Re-

11

TASK (Full) strategy, the model applies the correct
formula and arrives at the correct answer. This
indicates that adding different capability items sup-
plements the model’s knowledge and enhances its
abilities in domain tasks, demonstrating the effec-
tiveness of the Re-TASK framework.

Table 9 and 10 show one pair of comparison
of Zero-shot CoT and Re-TASK (Lite) strategies
with Llama3-8B on MMLU-Math dataset. For the
Zero-shot CoT, it can be seen that though the LLM
can stimulate the knowledge of the Pythagorean
theorem, the following reasoning and calculation
is still wrong. For the Re-TASK, we incorporate
knowledge of the Pythagorean theorem through
the prompt and demonstrated the applying of this
knowledge through one capability item, and the
correct reasoning and calculation result can be ob-
tained. This comparison intuitively represents that
capability items can effectively improve the reason-

ing.
B Experimental Settings
B.1 Models

Seven models are utilized in this work: Qwenl.5-
7B-Chat, Qwenl.5-14B-Chat, Qwenl.5-32B-
Chat (Bai et al., 2023), Yi-1.5-9B-Chat (Young
et al., 2024), LLaMA-Chinese-8B-Instruct (Cui,
2023), Llama3-8B (Dubey et al., 2024), and
Mistral-7B (Jiang et al., 2023). The Qwenl1.5, Yi-
1.5, Llama3, and Mistral-7B models are obtained as
official chat versions from Hugging Face, whereas
the LLaMA-Chinese-8B-Instruct model is sourced
from Modelscope. In this study, Qwen2.5-72B is
used for task decomposition and skill item genera-
tion on Chinese datasets (FinancelQ and sentencing
prediction tasks), while Llama3.1-70B is employed
for task decomposition and skill item generation on
the English dataset (MMLU). The model sources
and licenses are shown in Table 11.

B.2 Experimental Details

For the baseline prompts used in the experiments,
we

shot CoT templates, with the Step_Back template
and Plan-and-Solve template following the design
from the original paper. The parameters for self-
consistency were also based on the original work,
and the prompt template used was consistent with
the zero-shot CoT. Additionally, the selection of the
normal one-shot and three-shot demonstrations was
randomly chosen from the demonstration corpus.



Table 5: Accuracy comparison (%) across zero-shot CoT and Re-TASK (Lite) using various scales of Qwen1.5

models on the sentencing prediction dataset.

Qwenl.5-7B  Qwenl.5-14B Qwenl.5-32B

Zero-shot CoT 33.50

48.50 84.00

Re-TASK (Lite) 45.5

81.17 88.33

Table 6: Accuracy comparison (%) across different prompt strategies using various scales of Qwen1.5 models on

FinancelQ dataset.

Qwenl.5-7B  Qwenl.5-14B Qwenl.5-32B

Zero-shot CoT 43.82 49.19 60.67
Re-TASK (Lite) 49.44 57.30 61.80
Re-TASK (Full) 51.69 57.87 71.91

For all experiments, except those involving Self-
Consistency, the temperature is set to 0, and the
top_p parameter is set to 1. Because the temper-
ature is set to 0, the results of multiple runs are
consistent. For Self-Consistency, following the set-
tings from the original paper (Wang et al., 2022),
the temperature is adjusted to 0.5, and top_p is
set to 0.5. Self-consistency involves the results of
voting after running 20 rounds of zero-shot CoT.

We utilize vllm (Kwon et al., 2023) as the infer-
ence framework for all deployments. For models
under 70 billion parameters, we deploy each on a
single 32GB Al graphics card. For models with 70
billion parameters or more, we utilize two 80GB
Al graphics cards per model.

C Experimental Datasets

We used three publicly available datasets across
five domains. The sources of the datasets used in
this paper are shown in Table 12. The questions in
these five datasets all require corresponding knowl-
edge and skill adaptation to answer correctly, which
is very suitable for verifying Re-TASK.

C.1 Details of Sentencing Prediction Datasets

We construct the sentencing prediction dataset us-
ing data from the Cail2018 competition (Xiao et al.,
2018), which is sourced from publicly available
criminal legal documents on "China Judgments
Online". Each record in the dataset includes case
descriptions and factual details extracted from the
legal documents. Additionally, each case provides
the applicable legal articles, the charges against the
defendant, and the length of the sentencing. The
dataset contains approximately 2.68 million crimi-
nal law documents, covering 183 different charges
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and 202 legal articles, with sentences ranging from
0 to 25 years, life imprisonment, and the death
penalty. Our focus is solely on the task of sentenc-
ing prediction.

The sentencing prediction task involves estimat-
ing the length of a defendant’s sentence based on
the descriptions and facts provided in the crimi-
nal legal documents. This task integrates five key
elements from the dataset: the facts of the crime,
the charges, the referenced legal articles, the defen-
dant’s name, and the length of the sentence.

Due to the large size and complexity of the orig-
inal CAIL2018 dataset, we performed some pre-
processing to better validate the retask. We imple-
mented the following processing steps:

1) Several commonly encountered criminal law
articles were selected to serve as the knowledge
base. The original dataset was then filtered to in-
clude only criminal cases relevant to these articles.
Additionally, we excluded data instances where
the sentence prediction months were inherently im-
plied based on the sentence range.

2) A suitable task instruction was designed, and
the output format of the task was standardized.

3) The specific month lengths of sentences were
converted into three broader sentencing categories:
A (under 3 years), B (3 to 10 years), and C (over
10 years).

4) A series of robust and effective test prompt
templates were designed for the task.

From the CAIL 2018 dataset, we constructed a
200-instance training set and a 200-instance test
set. The training set and test set are independent,
with no overlapping instances. The distribution of
the three sentencing categories (A, B, C) in both
the training and test sets approximates a 1:1:1 ratio.



Table 7: Comparison of token length across various prompting strategies on FinancelQ dataset

Llama3-Chinese-8B  Yi-9B Qwenl.5-7B

Zero-shot CoT 861 541 417
1-shot CoT 1138 844 767
3-shot CoT 1730 1478 1421

Re-TASK (Lite) 1032 742 602
Re-TASK (Full) 1713 1707 1581

Table 8: Comparison of token length across various prompting strategies on MMLU-Math dataset.

Llama3-8B Qwenl.5-7B  Mistral-7B

Zero-shot CoT 301 449 544
1-shot CoT 615 615 768
Re-TASK(Lite) 628 673 769

Examples of sentence prediction task is illus-
trated in Figure 7.

We use Qwen2.5-72B to assist in the generation
of capability items for the sentencing prediction
task. Specifically, for a given instance, includ-
ing the question, options, and answer, we first use
LLMs to generate the knowledge behind the ques-
tion. Then, based on the generated knowledge, we
create the capability item. If the knowledge is con-
ceptual, we generate an explanation or a demonstra-
tion example of the knowledge. If the knowledge
is procedural, we generate a demonstration of how
the knowledge is applied. More prompt templates
are shown in the Appendix D.

C.2 Details of MMLU datasets

We use MMLU-high-school Mathematics, MMLU-
college Biology and MMLU-college Physics
datasets in this paper. For the MMLU-Math dataset,
we utilized the original 304 questions. We used
Llama3.1-70B to generate knowledge, but for some
questions, the model entered into a feedback loop,
rendering the generated knowledge invalid. In
some cases, repeated attempts still resulted in the
same feedback loop. As a result, we removed these
problematic question-answer pairs, ultimately fil-
tering out 276 questions. For the MMLU-Physics
and MMLU-Biology datasets, such issues were
rare, so we kept all instances and used the original
datasets.

We use Llama3.1-70B to assist in the generation
of capability items for the MMLU datasets. The
generation method is consistent with the one used
for the sentencing prediction task in Appendix C.1.
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C.3 Details of FinancelQ datasets

For the legal and MMLU datasets, since the tasks
are relatively simple, we only constructed capa-
bility items related to the task, without building
capability items for subtasks. When conducting
processing for the FinancelQ dataset, we needed to
build both task-related capability items and subtask-
related capability items, which made the process
more complex. However, our analysis revealed that
a significant portion of the FinancelQ dataset con-
sists of knowledge-intensive questions that can be
addressed solely by providing factual knowledge,
without requiring high levels of comprehension
or reasoning abilities. These questions can be di-
rectly answered using RAG (retrieval-augmented
generation), making it difficult to identify specific
subtasks or construct subtask items. Consequently,
we initially employed the Qwen2.5-72B model to
assist in a filtering process, which effectively elim-
inated simpler questions that could be answered
directly with factual knowledge.

During the generation process, we encountered
special situations: Some questions resulted in in-
finite answer loops, particularly with the Llama
series models, preventing them from generating
knowledge or capability items properly. This issue
could affect the subsequent validation of the Re-
TASK framework. Due to the issues, we removed
this portion of the data from the FinancelQ dataset.
Ultimately, we constructed our financial dataset.

We utilize Qwen2.5-72B to assist in the task de-
composition of instances in the FinancelQ dataset.
In our experiments, we found that the subtasks
in FinancelQ still present a certain level of diffi-
culty, requiring subtask-level knowledge and capa-
bility items. Therefore, for the financial dataset,



Prompt and Response for Standard Zero-shot CoT on FinancelQ Dataset.

#Role: IRE—REFIHNER , ERMIEENES -

(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

EEHR  MAERETIIEANEA , MMETFEFE—DERBNET  BEEREMET SETZ (8 , FIRIBETICET] , &
M —METL,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[6] 8] (Question):

MUSfZVER BT |, HRMERARSERI0N , ERFRAESER2% , EHMFERLRILTR0% , BAAESE A% , BIRILESY
20%0S , REVERDHFR (UZAREN ) RIZ_REDE ?

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2%,the fixed deposit
ratio is 30%, the excess reserve ratio is 5%, and the currency ratio is 20%, Do you know what the currency stock (in billiong should be?)

YETR (Options): A:16.20, B:16.85, C:12.45, D:9.23

Z 2 (Answer):
BE, BNREITEETHENEME, KTEENEMEREMETH/(CEHTERESE SR EHNERES SR BN LR B
AESRBELR), KHEENEMIE=512/(1+40.1+0.02+0.3+0.05+0.2)=52/1.67=31Z, Bt , K HiFENEMIEH3Z.

BTk, BRNBETERTEFENBIAESER, ITEENEIASSEBIARSR/(IWEPEIAS SR EFTEE SR
EEFAR L RAB R EEE), 7T FEMBHUE R $%=0.05/(1+0.1+0.02+0.3+0.2)=0.05/1.67=3% Rt , L HFEMNBIE S ST 3%,
BF  RNBEHERTHEENETRE, KT FEEMET+BIASSR KT FENBIAES SR, KM FE=5/2+0.05*3(Z=5
{2+15003=5.15{Z ALt , & FEH5.15(Z,

(First, we need to calculate the base value of the money stock. Base value of the currency stock = Base currency/ (1 + demanddeposit reserve

ratio + fixed deposit reserve ratio + fixed deposit reserve ratio + excess reserve ratio + currency ratio). The base value of the money stock =
/(1+0.1+0.02+0.3+0.05+0.2)=5 million / 167 million = 300 million. Therefore, the base value of the money stock is 300 million

Next, we need to calculate the excess reserve ratio of the money stock. Excess Reserve Ratio of Money Stock = Excess ReserveRatio/ (1 +
Demand Deposit Reserve Ratio + Fixed Deposit Reserve Ratio + Fixed Deposit Reserve Ratio + Currency Ratio). The excess resere ratio of the
money stock is =0.05/(1+0.1+0.02+0.3+0.2)=0.05/1.67=3% . As a result, the excess reserve ratio for the money stock is 3%.

Finally, we need to calculate the money stock of the money stock. Currency stock = Base currency + Excess reserve ratio * Exess reserve ratio
of currency stock. Money stock = 500 million + 0.05 * 300 million = 500 million + 15 million = 515 million. Therefore, the maey stock is 515

million.)

Figure 4: An example of the Prompt and the Response for Zero-shot CoT strategy on FinancelQ Dataset.

we generated both task-related capability items and
subtask-related capability items. We continue to
use Qwen2.5-72B to help generate these capabil-
ity items for FinancelQ datasets. The generation
process for task-related and subtask-related capa-
bility items is similar: we first provide the question,
options, and answer to the LLM, allowing it to
generate the knowledge; then, we feed the gener-
ated knowledge back to the model to generate the
corresponding capability items.

D Experimental Prompts

D.1 Law Domain

The prompt templates using zero-shot CoT strategy,
few-shot CoT strategy and Re-TASK (Lite) strategy
for the sentencing prediction task in the law domain
are shown in Figure 8, Figure 9, Figure 10.

D.2 STEM Domain

The prompt templates using zero-shot CoT strategy,
few-shot CoT strategy and Re-TASK (Lite) strategy
for the MMLU datasets in the STEM domains are
shown in Table 13, Table 14 and Table 15.

The prompt templates for generating knowledge
and capability items for the MMLU datasets in the
STEM domains are shown in Table 16 and Table
17.
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D.3 Financial Domain

The prompt templates using zero-shot CoT strategy,
few-shot CoT strategy, Re-TASK (Lite) strategy
and Re-TASK (Full) strategy in the financial do-
main are shown in Figure 11, Figure 12, Figure 13
and Figure 14.

The prompt templates for generating knowledge
and capability items in the financial domains are
shown in Figure 15 and Figure 16.



Prompt and Response for Re-Task (Lite) on FinancelQ Dataset.

#Role: (R2— A EMIEM LR , 1E1Bid X<Knowledge Application> 95 S IR X UL fI<Knowledge Recall>HIZ FRBE S | STEAL B A IEEMES o
(# Role: You are an expert in the field of economics, please deepen your application ability of<Knowledge Recall>through learning<knowledge Application> and
complete the tasks specified by the user.)

# Capability Items for Overall Task:

## Knowledge Recall

ATBRXER , FEAEREAR  AEREBERRTHETRYE , RETEETER  TUGHER.

(To solve this problem, it is necessary to first understand the meaning of the question, then calculate the money multiplierbased on the meaning of the question, and
finally calculate the money stock to obtain the answer.)

## Knowledge Application

[B]&H (Question):

BIRER T T 42 | BIERORE SR 8% , EMTEHEE SR N3% , EHFRLRH25% , BEAEERH4% , BELRAN15%, RIBXLEME, HHE
TFE (MZARN) NiZESD ?

(Assuming the base currency is 400 million, the reserve requirement ratio for current deposits is 8%, the reserve requirementratio for fixed deposits is 3%, the fixed
deposit ratio is 25%, the excess reserve requirement ratio is 4%, and the currency ratio is 15%. Based on these conditions, what should the currency stock (in billions) be
calculated?)

YEI (Options): A:10.24, B:11.56, C:12.32, D:13.48

EE (Answer): B, BREE , BB BRITHARENEMET. SMEESEMBRECRFHTORDER, 5 THEMRE, KHREE 1/ CFHE
PAESR + TPEREE ST ERFERLE + BAUEE S K + BLYLLTE) = 1/(0.08 +0.03 * 0.25 +0.04 +0.15) = 1/ (0.08 + 0.0075 + 0.04 + 0.15) =1/ 0.2775 =
3.604, ffE , IHHEHAFR , M7 E= BT * MR =4+3.604 = 14416, HTRTTRFL4416XMUE | RIEOTAIR13.48 , FEIE R ZHETO[E
T BAREITE , BRAMNERNIZR14.416 , IR\AMPIRFERESFTEENTERIVLE, AM , BFREMNETN , KIFENERD.

(Firstly, understand the meaning of the question, which requires calculating the money stock under given conditions of base arrency, various reserve ratios, and
currency ratios. Next, calculate the currency multiplier, which is 1/(current deposit reserve ratio+fixed deposit reserve ratio * fixed deposit ratio+excess reserve
ratio+currency ratio)=1/(0.08+0.03 * 0.25+0.04+0.15)=1/(0.08+0.0075+0.04+0.15)=1/0.2775 = 3.604. Finally, calculate the monegtock, where money stock=base
currency * money multiplier=4 * 3.604 = 14.416. Since there is no value of 14.416 in the options, the closest value is 13.48s0 the answer is [option] D [option]. But
according to calculations, the most accurate answer should be 14.416, indicating that there may be errors in the options or hat the option settings need to be re
evaluated. However, based on the provided options, the closest answer is D.)

# Initialization
fEb<Role> , #RE] I % <Demonstration>5E il i P 48 E 915 o

(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

SR  MAERBETIMANED , MMERPEFE—NERAET , EEEREART ST ZE , FINEETICHET) , MRS H—MET,
(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between [options] and [options], for
example [option] C [option], one option must be given.)

{88 (Question):

IASIZIE D BA T |, SRR AESRR10% , THEREE SR 2% , EHFRERIATE0% , BEAUEE SR 5% , BILLE 20%E | RAE R T
B (UZARA ) RiZRE P82

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2%,the fixed deposit ratio is 30%, the excess
reserve ratio is 5%, and the currency ratio is 20%, Do you know what the currency stock (in billions) should be?)

YETR (Options): A:16.20, B:16.85, C:12.45, D:9.23

&% (Answer):

B BNBBEUHEETERMTEAR N - BHEEEMETH/(-EARFEESE- ENFAE X BIASSTRBRE PHOKM , RITTROTHEK
TR B ER=57/(1-10%2%-5%)=512/0.77=6.4HLFT A , BT IF R 1Z26.49(Z, HR  (ETCHETY

( First, we need to calculate the currency stock as follows: Currency stock = Base currency/ (1- Demand deposit reserve ratio - Time deposit reserve ratio - Excess reserve
ratio) According to the conditions in the topic, we can calculate the money stock: Money stock = 500 million / (1- 10% - 2% - 5%) = 500 million / 0.77 = 649 million So,
money stock should be 649 million. Therefore, the answer is C. )

Figure 5: An example of the Prompt and the Response for Re-TASK (Lite) strategy on FinancelQ Dataset.
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Prompt and Response for Re-Task (Full) on FinancelQ Dataset.

#Role: (RE— A ESRMPHM LR , 15Eid<Knowledge Example 1>F9% SR 06 3 A<Knowledge Recall 1>H9IRREE J] , 3FiEid Ji<Knowledge Application 2>f% > IR XF 1 57 #<Knowledge Recall 2>HYR2 FERE S |, SEAL
APEENES.

(# Role: You are an expert in the field of economics, please deepen your understanding of <Knowledge Recall 1> through learning <Knowledge Example 1> and deepen your application ability of <Kknowledge Recall> through
learning <Knowledge Application> and complete the tasks specified by the user.)

# Capability Items for Subtasks:

## Knowledge Recall 1

HRET . EHEREE SR, RERASSE, BHMERILE. BRAESE. BREROBSRAN KT EROTM.

(The concepts of base currency, reserve requirement ratio for current deposits, reserve requirement ratio for fixed deposits, fixed deposit ratio, excess reserve ratio, and currency ratio and their impact on the stock of money.)
## Knowledge Example 1

[Please Put the Knowledge Example 1 of Subtasks Here.]

## Knowledge Recall 2

HHFR = BRET / (FPEEESE + RNFERASES T RIIFERILE + BRAE ST+ BHILE),

(Currency stock=base currency/(current reserve i io+fixed reserve requit ratio * fixed deposit ratio+excess reserve requirement ratio+currency ratio).)
## Knowledge Application 2

[Please Put the Knowledge Application 2 of the Subtasks Here.]

# Capability Items for Overall Task:

## Knowledge Recall

ATRRXER , BEEEBER , AFRBERTERTRYE, REHEETER , THUSEHER.

(To solve this problem, it is necessary to first understand the meaning of the question, then calculate the money multiplierbased on the meaning of the question, and finally calculate the money stock to obtain the answer.)

## Knowledge Application

[E]5H (Question):

RIR BRI HMZ , ERERER SR 8% , EFHERERN3% , BITFRILRN25% , BEEEEEHI% , BIRLLR H15%, RBXLEFKM , HHEDER (MZAHRM) HiZRED?

(Assuming the base currency is 400 million, the reserve requirement ratio for current deposits is 8%, the reserve requirementratio for fixed deposits is 3%, the fixed deposit ratio is 25%, the excess reserve requirement ratio is 4%,
and the currency ratio is 15%. Based on these conditions, what should the currency stock (in billions) be calculated?)

ETR (Options): A:10.24, B:11.56, C:12.32, D:13.48

R (Answer): B, BRAR , BEERTHELENEMERT . SMESSEMBRLREH THRTFE. 86, HHERTHRE, KHRE 1/ CBBFRAR SR + RMFHASEE « BIRFRILE + B8
A S E + BHRELE)=1/(0.08+0.03 *0.25+0.04 +0.15) = 1/(0.08 + 0.0075 + 0.04 + 0.15) =1/ 0.2775 = 3.604 |5 , WH K MM , KW fFi= Rl T * KTHRL =4 *3.604 = 14.416, TR FRH14.416X ML
B, BIREHR13.48, B ERZETOMET. BRIETH , RERNBERNIZR14416, IRMETDTREFERZABEENPELTRE, Ah , BETFREMER , BIENERD.

(Firstly, understand the meaning of the question, which requires calculating the money stock under given conditions of base aurrency, various reserve ratios, and currency ratios. Next, calculate the currency multiplier, which is
1/(current deposit reserve ratio+fixed deposit reserve ratio * fixed deposit ratio+excess reserve ratio+currency ratio)=1/(0.08+0.03 * 0.25+0.04+0.15)=1/(0.08+0.0075+0.04+0.15)=1/0.2775 = 3.604. Finally, calculate the money stock,
where money stock=base currency * money multiplier=4 * 3.604 = 14.416. Since there is no value of 14.416 in the options, theclosest value is 13.48, so the answer is [option] D [option]. But according to calculations, the most
accurate answer should be 14.416, indicating that there may be errors in the options or that the option settings need to be e evaluated. However, based on the provided options, the closest answer is D.)

# Initialization
EH<Role> , #RT] IS %<Demonstration>5E B Fi 4R B RIFES o

(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

HESHR  NERBETIHANER , MMETHEF—DERORR , HHERHEL N SOER 208 , FIMpETICHET] , S5 H—MET.

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between foptions] and [options], for example [option] C [option], one option must be given.)

[E]#8 (Question):

MSZIEA R , WEHFEREREEERI0% , EMETEEEER0% , EMFERILRIATR0% , BIEGEEHN5% , BHRILE H20%0 , (RAEKRTER (MZHENM ) HIZRELE ?

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2%,the fixed deposit ratio is 30%, the excess reserve ratio is 5%, and the currency ratio is 20%, Do you know
what the currency stock (in billions) should be?)

I (Options): A:16.20, B:16.85, C:12.45, D:9.23

&% (Answer):

HARBRTHREAR | B REY/(EHFRES SR ERFRES SR ENFEN L R BIEE S RABHRILE), BAE PHRERAARITH
1/(0.10+0.02*0.30+0.05+0.20)=1/(0.10+0.006+0.05+0.20)=1/0.286=3.49 AFARFEH D FEAMTH AR : M FEHMED*HTHRE. BAE POBERNLARBIERR6.85ZT, Bl , ER%EB.

(First, according to the currency multiplier formula: currency multiplier = 1 / (Demand deposit reserve ratio + Fixed depositreserve ratio * Fixed deposit ratio + Excess reserve ratio + Currency ratio). Substitute the numerical value in
the question into the formula: 1/(0.10+0.02*0.30+0.05+0.20)=1/(0.10+0.006+0.05+0.20)=1/0.286=3.49 . Then, according to the daulation formula of currency stock: currency stock = base currency * currency multiplier. Substitute
the value in the question into the formula and the answer is 1.685 billion yuan. Therefore, the answer is B.)

Figure 6: An example of the Prompt and the Response for Re-TASK (Full) strategy on FinancelQ Dataset.
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Table 9: An example of the Prompt and the Response for Zero-shot CoT strategy on MMLU-Math dataset.

Prompt and Response for Standard Zero-shot CoT

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Task Description:

According to the following question and options, select one correct option. Please think step by step and
follow the answer format, i.e., output the brief chain-of-thought beginning with ’Rationale: * within 500
characters, and the final choice option beginning with *Correct: * from A’ to 'D’.

Question:

The length of a rectangle is twice its width. Given the length of the diagonal is $5\sqrt5$, find the area of
the rectangle.

Options:

A.2500; B. 2; C. 50; D. 25

Output:

Rationale: Let the width of the rectangle be x. Since the length is twice the width, the length is 2x.
The diagonal is the hypotenuse of a right triangle with legs x and 2x. Using the Pythagorean theorem, we
can write:

X2 + (2x)"2 = (5\sqrt5)"2

Simplifying the equation, we get:

5x2 =25

Dividing both sides by 5, we get:

Xx2=5

Taking the square root of both sides, we get:

x=1v5

Now, the area of the rectangle is:

Area = length x width =2x x x = 2(v/5)2=2(5)=10

Correct: D. 25
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Table 10: An example of the Prompt and the Response for Re-TASK (Lite) strategy on MMLU-Math dataset.

Prompt and Response for Re-TASK Prompting

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Knowledge:
The area of a rectangle is given by A = length * width, and the Pythagorean theorem states that for a right
triangle, a™2 + b"2 = ¢"2, where c is the length of the hypotenuse (diagonal).

# Demonstration:

Question: In a rectangle, the length is 5 cm and the width is 12 cm. What is the length of the diagonal?
Options:

A.13cm;B. 14cm; C. 15cm; D. 16 cm

Rationale:

Step 1. We’re given a rectangle with length 5 cm and width 12 cm. Step 2. We can use the Pythagorean
theorem to find the length of the diagonal. Step 3. The diagonal is the hypotenuse of a right triangle with
legs 5 cm and 12 cm. Step 4. Using the theorem, we get diagonal™2 =52 + 1272 = 25 + 144 = 169. Step
5. Taking the square root, we get diagonal = 13 cm. The correct answer is A.

Correct: A

# Task Description:

According to the following question and options, refer to <# Knowledge> and <# Demonstration>,
select one correct option. Please think step by step and follow the answer format in <# Demonstration>,
i.e., output the brief chain-of-thought beginning with *Rationale: > within 500 characters, and the final
choice option beginning with *Correct: * from A’ to ’D’.

Question:

The length of a rectangle is twice its width. Given the length of the diagonal is $5\sqrt5$, find the area of
the rectangle.

Options:

A.2500; B. 2; C. 50; D. 25

Output:
Rationale:

Step 1. We’re given a rectangle with length = 2 * width. Step 2. We’re also given the length of the
diagonal, which is $5\sqrt5$. Step 3. We can use the Pythagorean theorem to find the length and width.
Step 4. Let the width be x, then the length is 2x. Step 5. Using the theorem, we get (2x)™2 + X2 =
($5\sqrt5$)"2. Step 6. Simplifying, we get 4x™2 + x"2 = 125. Step 7. Combining like terms, we get 5x™2 =
125. Step 8. Dividing both sides by 5, we get x"2 = 25. Step 9. Taking the square root, we get x = 5. Step
10. Now we can find the area, which is length * width =2x * x =2 * 5 * 5 = 50.

Correct: C
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Table 11: Models, Sources and Licenses Used in This Work

Models Model sources License

Qwenl.5-7B https://huggingface.co/Qwen/Qwen1.5-7B-Chat Apache License 2.0
Qwenl.5-14B https://huggingface.co/Qwen/Qwen1.5-14B-Chat Apache License 2.0
Qwenl.5-32B https://huggingface.co/Qwen/Qwen1.5-32B-Chat Apache License 2.0
Yi-1.5-9B https://huggingface.co/01-ai/Yi-1.5-9B-Chat Apache License 2.0
Llama3-Chinese-8B E?I;a/gfg}: h?;%gﬁf?f;ﬁ;ﬁ?rfrlli/l}:;ag/\]pha/ Apache License 2.0
Llama3-8B Eﬁ?ﬁé@/&\éfﬁlgfif/c;;}:sgzir;odelS/FlagAlpha/ Apache License 2.0
Mistral-7B https://huggingtace.co/mistralai/Mistral-7B-Instruct-v0.2 Apache License 2.0

Llama3.1-70B https://huggingface.co/meta-llama/Meta-Llama-3.1-70B-Instruct Ilama3.1 license

Qwen2.5-72B https://huggingface.co/Qwen/Qwen2.5-72B-Instruct Qwen license

Table 12: Datasets and sources used in this work

Datasets Sources

MMLU https://huggingface.co/datasets/cais/mmlu

FinancelQ  https://huggingface.co/datasets/Duxiaoman-DI/FinancelQ
CAIL 2018  https://github.com/thunlp/CAIL?tab=readme-ov-file

Table 13: The prompt template of standard zero-shot CoT on MMLU-Math dataset.

Prompt template of Standard Zero-shot CoT

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Task Description:

According to the following question and options, select one correct option. Please think step by step and
follow the answer format, i.e., output the brief chain-of-thought beginning with ’Rationale: * within 500
characters, and the final choice option beginning with ’Correct: * from A’ to 'D’.

Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]
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Examples

Instructionl

FEEER: RIBEBTIEA, NEEAFRERTHERA L,

(Task description: According to the following input, sentence the defendant Chen.)

B3R MABC=AFIEIX ENETA=F U THIER. wEHEFES, B=FULE+FUTHHAREA, C
+F U EFERGER . THRERISIER PIEE — M REBOFIRFISXE, SHEREAMHAX ] 5 eoa]
Zig, HREBE—MER, BFEERERNEEERARHER, FTERHNETLXATNERZE. HI0F
#AX [E]]Cleoa],

(Requirement: Select the most appropriate sentence interval from the three sentence interval options A, B, and C
(A: imprisonment of less than three years, detention or control; B: imprisonment of more than three years but less
than ten years; C: imprisonment of more than ten years, life imprisonment or death penalty). Please fill in the
answer between [SENTENCE] and [eoa]. You must give an option. Please output the answer strictly in the required
output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C [eoa].)

TR EX ARQEREIETE, 20136F10F21 08, WEAKE. HE. BEIEE (EHAM) EE,
WX FE LR FTEN E B E R — %K.

(The People's Procuratorate of Zhangdian District, Zibo City, accused that at about 8:00 on October 21, 2013, the
defendants Zhang, Zhang 2, and Chen were instructed by Luan (who has been sentenced) to beat Liu, causing Liu's

Inputl injury to constitute a second-degree minor injury. The defendant Chen's behavior constitutes xx. The public
prosecution agency has transferred relevant evidence to this court and requested this court to investigate the
criminal responsibility of the defendant Chen in accordance with the provisions of xxxx of the Criminal Law of the
People's Republic of China.)

Outputl [FFIHA X [g]]A[eoa] ([SENTENCE] A [eoa])

Instruction2

FEER: REBEBTIEA, MEEABEHTHERALE,

(Task description: According to the following input, sentence the defendant Tang.)

3K MABC=AFIHIX ENETA=F A TEIER. wEHEFES, B=FUL+FUTHHREA, C
+EN EFEER. TERFISER) P IEE — M REEMNFRTIEAX B, BHEREAMIXE]Seoa]
Z 8, HREE—MET, BFEERERNEERRRHER, FERHETLTXATNERZE. HlaH
X E]C[eoa].

(Requirement: Select the most appropriate sentence interval from the three sentence interval options A, B, and C
(A: imprisonment of less than three years, detention or control; B: imprisonment of more than three years but less
than ten years; C: imprisonment of more than ten years, life imprisonment or death penalty). Please fill in the
answer between [SENTENCE] and [eoa]. You must give an option. Please output the answer strictly in the required
output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C [eoa].)

Input2

2016FF9H25H7I Y, WEABRSEXARBER AL EAA, KMmEBINF]. EEFHBLITAE
B WETFEEDERAREANEREER, RERLNHER. BEERIT 10BIERE, JREMIHERT
ERAT. ZLEE, WEANEBERGREREG L.

(At about 7:00 a.m. on September 25, 2016, the defendant Tang and Huang had an argument over a road
embankment, and then they fought each other. Tang hit Huang with a hoe, and the hoe hit the back of the head of
the victim Tan who was trying to stop the fight, causing Tan to faint on the spot. Tang called the "110" number to
report the incident, and after being arrested, he truthfully confessed the incident. According to the appraisal, the
victim Tan's injury was a second-degree severe injury.)

Output2

[FIEAX jg]]B[eoa] ([SENTENCE] B [eoa])

Figure 7: Examples of the Sentence Prediction Task

Prompt Template for Zero-shot CoT in Law Domain.

#Role: {R2—

EE BERAFEENES.

(# Role: You are a judge. Please complete the tasks specified by the user.)

FEEHER  RIETIEA , SREASTEZHTHEAFIR,

ZR : MABCEAMTIHX EEA = FE U THEGEN . WRREES  B:=F N EHENTEREN o+ EN EHHERN. THiE
ML) ik — M RAEHFRTHXE , EEERBEANAXE] SeoalzE , BIAH—MED , FHEZRERMALERR
HER  FTERHETLXRNBTNERR. FlaHKXE]Cleoal.

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

| (Input): [Please Put Your Input Here.]
HH (Output):

Figure 8: The Prompt Template for Zero-shot CoT in Law Domain.
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Prompt Template for Few-shot CoT in Law Domain.

#Role: RE—REE , BEMSEELNEME , TRAFEENES.

(# Role: You are a judge. Please understand the <reference law> and complete the tasks specified by the user.)

# Demonstration:
[Please Put Your Demonstrations Here.]

FESHR  RETIRA |, WEEASEERTHRAFE,

23K : MABCEANMIEIX B AZE U THHEA. WERFIFES | B:=ZF N ETFEUTHEHREA | c+FEINEFHER . THE
FSLIER) L — DM REEHFIRFIHAX 8] |, B ERIEAR X E)] Slecal 28 , BAGE—MET , BEEBIRERNAEERE
HER , FEHHETEXNBTRERRE, FHIFIHX E]Cleoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

| (Input): [Please Put Your Input Here.]

HH (Output):

Figure 9: The Prompt Template for Few-shot CoT in Law Domain.

Prompt Template for Re-Task (Lite) in Law Domain.

#Role: (RR—EEE BB PEENES.
(# Role: You are a judge. Please complete the tasks specified by the user.)

#SHEERF
(# Reference law)
[Please Put the Knowledge Here.]

# Demonstration:
[Please Put Your Capability Items for the Overall Task Here.]

ESHR  RBETIRA |, IR EASZERERTHEAR,

3K MABCENMHEAX B TAZFE N TH PR, WRFLEFES | B:=FEU E+FNTHRER ; cHFENEHHER. T
FISIER) it — MRABOFRFIEIX 8 |, BHEREAF X 8] SlecalZ 8] , DG E—NEM |, EEZRERNREARR A
HER , TERLETEXARLERE. HIAFIHIXE]Cleoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

I (Input): [Please Put Your Input Here.]

#H (Output):

Figure 10: The Prompt Template for Re-TASK (Lite) in Law Domain.

Prompt Template for Zero-shot CoT on FinancelQ Dataset.

#Role: RRE—BEFTIEMER , BEMIEENES.
(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

EEHER - WERBETIIWANRB , MNETHEF—NERNER , BEEREAETSHEM <8 |, FIRABETICHETR] , &
et — N E

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[E] &k (Question): [Please Put Your Questions Here.]
EIR (Options): [Please Put Your Options Here.]

Z % (Answer):

Figure 11: The Prompt Template for Zero-shot CoT on FinancelQ Dataset.
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Table 14: The prompt template of one-shot CoT on MMLU-Math dataset.

Prompt template of One-shot CoT

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:

Question:

[Please Put Your Question of Demonstration Here]

Options:

[Please Put Your Options of Demonstration Here]

Rationale:

[Please Put Your Rationale of Demonstration Here]

Correct: [Please Put Your Final Choice of Demonstration Here]

# Task Description:

According to the following question and options, refer to <# Demonstration>, select one correct option.
Please think step by step and follow the answer format in <# Demonstration>, i.e., output the brief
chain-of-thought beginning with ’Rationale: * within 500 characters, and the final choice option beginning
with *Correct: ° from A’ to ’D’.

Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]

Prompt Template for Few-shot CoT using random Demo CoT on FinancelQ Dataset.

#Role: fRE—BEAFIHMNETR , BEAIEENES.
(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

# Demonstration:
[Please Put the random Demonstrations Here.]

# Initialization
{EA<Role> , ¥RT [ HF<Demonstration>5E A i A A EMES -
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

ESHR  MERBTIEAMNEB , MAMETFEFE— N ERET  SEEREAET SETZ 8 |, FIRNBETICHER] , &
e H— IR,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[E]f& (Question): [Please Put Your Questions Here.]
&I (Options): [Please Put Your Options Here.]

222 (Answer):

Figure 12: The Prompt Template for Few-shot CoT on FinancelQ Dataset.
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Table 15: The prompt template of Re-TASK prompt on MMLU-Math dataset.

Prompt template of Re-TASK

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Knowledge:
[Please Put Your Knowledge Here]

# Demonstration:

Question:

[Please Put Your Question of Demonstration Here]

Options:

[Please Put Your Options of Demonstration Here]

Rationale:

[Please Put Your Rationale of Demonstration Here]

Correct: [Please Put Your Final Choice of Demonstration Here]

# Task Description:

According to the following question and options, refer to <# Knowledge> and <# Demonstration>,
select one correct option. Please think step by step and follow the answer format in <# Demonstration>,
i.e., output the brief chain-of-thought beginning with ’Rationale: > within 500 characters, and the final
choice option beginning with ’Correct: > from ’A’ to ’D’.

Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]

Table 16: The prompt template of knowledge generation.

Prompt template of Knowledge Generation

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:

## Question: The hypotenuse of a right triangle measures 10 inches and one angle is $45"{\circ}$. What
is the number of square inches in the area of the triangle?

## Knowledge: The area of a right triangle is given by A = (1/2) * base * height.

# Task Description:

Given the question, please just generate the formula or other knowledge related to the question as brief as
possible, like the <# Demonstration>. Just output the one related formula or other knowledge, DO NOT
output any other characters.

## Question:

[Please Put Your Question Here]

## Knowledge:
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Table 17: The prompt template of capability item generation.

Prompt template of Capability Item Generation

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:
{
“question":

“At a certain factory, 10 percent of the staplers produced on Monday were defective and 2 percent
of the non-defective staplers were rejected by mistake. If 72 of the non-defective staplers were rejected,
what was the number of staplers produced that day?"

“options": [

“A. 4,000",

“B. 4,200",

“C. 4,500",

“D. 4,800"

]
“rationale":

“Step 1. We’re told that 10% of staplers in a factory are defective. \n Step 2. X = Total staplers, 0.1X
= defective staplers, 0.9X = normal staplers. \n Step 3. We’re told that 2% of the normal staplers were
rejected by mistake and that this = 72 staplers. \n Step 4. 0.9X(0.02) =72, 0.018X =72, 18X = 72,000, X
=4,000.",

“correct": “A"

}

# Task Description:

I will give you a piece of knowledge text, please help me generate a four-choice question which is one
deduction application of this knowledge, including the question, options, rationale and correct answer.
The knowledge is [Please Put Your Knowledge Here].

The answer is required to follow the **json** format in <# Demonstration>, as:

{

“question": Content of the question,

“options": list of four options,

“rationale": Content of the chain-of-thought with each step starting with *Step X. ’, which is limited to
400 characters,

“correct": the single choice character of correct answer
}
You must and can only generate one deduction example of the given knowledge in the above json format.
No extra characters are allowed.
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Prompt Template for Re-Task (Lite) on FinancelQ Dataset.

#Role: (RE—BLRTITMER , 1HBILX<Knowledge Application>f 3 SIANEXT 0 7 A<Knowledge Recall>HI N FREE /1 , BB 45
EMES

(# Role: You are an expert in the field of economics, please deepen your application ability of<knowledge Recall>through learning<knowledge
Application> and complete the tasks specified by the user.)

# Capability Items for Overall Task:
## Knowledge Recall
[Please Put the Knowledge Recall of the overall Task Here.]

## Knowledge Application
[Please Put the Knowledge Application of the overall Task Here.]

# Initialization
{EA<Role> , ¥R T | B F<Demonstration>5E A Ff A4 ERFS o
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

EEHR - WERBETIMANRE , MR IEFE—DERALT , BEEREART SHET 28] , FlInpEICHET |, &
e H— IR,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[k (Question): [Please Put Your Questions Here.]
FEIR (Options): [Please Put Your Options Here.]

Z 2 (Answer):

Figure 13: The Prompt Template for Re-TASK (Lite) on FinancelQ Dataset.

Prompt Template for Re-Task (Full) on FinancelQ Dataset.

#Role: RE— LTI ER , 151BiI<Knowledge Example 1>(9% SR NE R f<Knowledge Recall 1>B9FRfRAE 11 , XH@E Xt
<Knowledge Application 2> 3] IR Xt 0 &7 A9<Knowledge Recall 2>H9 FA&E 1 , SER A P48 ERIES -

(# Role: You are an expert in the field of economics, please deepen your understanding of <Knowledge Recall 1> through learning <Knowledge
Example 1> and deepen your application ability of <Kknowledge Recall> through learning <Knowledge Application> and complete the tasks
specified by the user.)

# Capability Items for Subtasks:
## Knowledge Recall 1
[Please Put the Knowledge Recall 1 of Subtasks Here.]

## Knowledge Example 1
[Please Put the Knowledge Example 1 of Subtasks Here.]

## Knowledge Recall 2
[Please Put the Knowledge Recall 2 of the Subtasks Here.]

## Knowledge Application 2
[Please Put the Knowledge Application 2 of the Subtasks Here.]

# Capability Items for Overall Task:
## Knowledge Recall
[Please Put the Knowledge Recall of the overall Task Here.]

## Knowledge Application
[Please Put the Knowledge Application of the overall Task Here.]

# Initialization
£ A<Role> , ¥RT] |UHF<Demonstration>TE A B A A EMES -
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

{ESHR - MAERBE TIIBMAMEE , MMETREZF—NERNET , BESREAET SHEIZ 8 |, FIIIRETRICHER] , &
e H— MR,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[E%& (Question): [Please Put Your Questions Here.]
&I (Options): [Please Put Your Options Here.]

2522 (Answer):

Figure 14: The Prompt Template for Re-TASK (Full) on FinancelQ Dataset.
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Prompt Template For Generating Knowledge on FinancelQ Dataset.

#Role: (RE—RERMIBMER , BRHAFIEENES

(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

# Demonstration:
# A(Input): [Please Put a Subtask Here]
i (Output): [Please Put the Knowledge of the Subtask Here]

# Initialization
£ A<Role> , ¥RT] |UZF<Demonstration>5E S B A A ERES o
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

FEEHER - WHAR—LESBRNMRS  BERAMSENMASREER  MREH , BERSE—NMIMrE |, FLEBMRENE
FRR. EXRMUATHERAE 1 MREL: MRSINEERE ;) 2. RS2 MRS2NEERAR, BRAERARNIRS , K
BSINEAEMOIIRR . ARERERARAERAE | FEH B EIETFH,

(Task description: | will give you some steps and knowledge points. Please help me determine if the given knowledge points are useful. If they
are, please summarize a subheading and provide specific content for the knowledge points. Require output in the following format: 1
Knowledge Point 1: The specific content of Knowledge Point 1; 2. Knowledge Point 2: The specific content of Knowledge Point 2. Please only
focus on the knowledge points | have given you and do not introduce any other knowledge points. Just generate the content inthe above
format and do not output any other characters.)

I (Input): [Please Put Your Subtask Here.]

#H (Output):

Figure 15: The Prompt Template for generating knowledge on FinancelQ Dataset.

Prompt Template for Generating Capability Items on FinancelQ Dataset.

#Role: (RE—RERMIFN TR , BEMAFEENES.

(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

# Demonstration:
# NInput): [Please Put the Conceptual Knowledge Here]
i (Output): [Please Put An Instances of the input knowledge Here]

i NlInput): [Please Put the Procedural Knowledge Here]
I (Output): [Please Put A Application Case of the input knowledge Here]

# Initialization
{Eh<Role> , {RT] |2l 5Z%<Demonstration>5E ik A A 48 E FI1E S
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

FESHER - PBAHE— LR, —XERFUHMR , —X2WSHMIR, BREEBRENIAFTHE  FFHSMMR |, BRER
LA KRR EENGIF X NNRBETRER S |, FBiR00F, M TRFEHMI , BRAEBRESSRBRER— N AXA
BEFEUEMRNEFANEAE . EIAER , BRERRAHERBADE , BERMNNHET, %R

WE

%Iﬁ :

ER:

PERAEL. S MMRRMRREFMEMIR, AERN AR , MRS , WERGF , SMRRAAER—NTE, R
WHEEMBEDER . FAFERS ROFH.

(Task description: | will give you some knowledge, one is procedural knowledge, and the other is conceptual knowledge. Please first help me
classify the knowledge. For conceptual knowledge, please provide me with a specific example based on practical experience toexplain it, no
more than 200 words. For procedural knowledge, please help me generate a multiple-choice question, options, and answers that apply this
procedural knowledge based on practical experience. The answer should first describe the problem-solving approach and then generate the
corresponding options. according to

Question:

Options:

Answer:

Format output. If each knowledge point is procedural knowledge, generate application questions; if it is conceptual knowledge, generate
examples. Each knowledge point must generate one example, and it is not allowed to generate too much or too little. Generating extra
characters is not allowed.)

I (Input): [Please Put Your Knowledge Here.]

i (Output):

Figure 16: The Prompt Template for generating knowledge on FinancelQ Dataset.
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