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ABSTRACT

Fairness remains a critical concern in healthcare, where unequal access to ser-
vices and treatment outcomes can adversely affect patient health. While Feder-
ated Learning (FL) presents a collaborative and privacy-preserving approach to
model training, ensuring fairness is challenging due to heterogeneous data across
institutions, and current research primarily addresses non-medical applications.
To fill this gap, we introduce FairFedMed, the first FL dataset specifically de-
signed to study group fairness (i.e., demographics) in the medical field. It con-
sists of paired 2D SLO funfus images and 3D OCT B-Scans from 15,165 glau-
coma patients, along with six different demographic attributes. Existing state-
of-the-art FL. models may work well for natural images but often struggle with
medical images due to their unique characteristics. Moreover, these models
do not sufficiently address performance disparities across diverse demographic
groups. To overcome these limitations, we propose FairLoRA, a novel fairness-
aware FL framework based on singular value decomposition(SVD)-based low-
rank approximation. FairLoRA incorporates customized singular value matrices
for each demographic group and shares singular vector matrices across all demo-
graphic groups, ensuring both model equity and computational efficiency. Exper-
imental results on the FairFedMed dataset demonstrate that FairLoRA not only
achieves state-of-the-art performance in medical image classification but also sig-
nificantly improves fairness across diverse populations. Our code and dataset
can be accessible via the Github anonymous link: https://github.com/
AnonymousedScience/FairFedMed-FairLoRA.git

1 INTRODUCTION

Fairness is a critical issue in healthcare, as unequal access to services and disparities in treatment
outcomes can adversely affect patient health and quality of life. The increasing reliance on artificial
intelligence complicates this challenge, as many models are trained on data from specific popula-
tions that do not adequately represent all demographic groups. To ensure equitable healthcare, it
is essential for models to achieve strong overall performance while consistently performing well
across diverse populations, making fairness a key challenge in medical applications.

A major barrier to achieving fairness in the medical field is the challenge of sharing sensitive pa-
tient data across institutions due to intellectual property and privacy concerns. Traditional central-
ized training methods require aggregating data from multiple sources, which poses significant risks
of data breaches and privacy violations. This limitation hinders multi-institution collaborations,
where diverse datasets are crucial for developing accurate and fair models. Federated Learning (FL)
McMahan et al.|(2017); [Ezzeldin et al.| (2023) has emerged as a promising solution to address this
barrier. FL allows institutions to jointly train models in a distributed fashion without sharing raw
data, thereby protecting patient data privacy. This decentralized method keeps sensitive information
local, reducing privacy risks while enhancing model robustness and generalizability.

While FL addresses privacy concerns, it encounters challenges related to fairness due to varying
data distributions across institutions. Each client may have different local data and demographic
distributions, making it complex to ensure fairness within the FL framework. Research on fairness
in FL is categorized into site fairness and group fairness, as illustrated in Fig. [T} Site fairness
ensures the model performs equally across institutions, preventing any site from suffering negative
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Figure 1: Comparison between site fairness and group fairness in federated learning. Site fairness
guarantees consistent model accuracy across each client’s local dataset, while group fairness ensures
equitable performance across different demographic groups within those datasets.

impacts from differences in data quantity or quality. Group fairness ensures that the model performs
equitably across various demographic attributes such as different racial groups or ethnic groups.
In healthcare, group fairness holds profound significance, as misdiagnosis in certain demographic
groups can lead to severe consequences for patients.

Unfortunately, current research on group fairness in FL mainly focuses on non-medical tasks, such
as recommendation systems (Agrawal et al.| [2024) and financial transactions (Badar et al., [2024).
In the medical field, cross-institution demographic differences are common due to geographic het-
erogeneity (e.g., hospitals in Asia and hospitals in North America), but research on how to manage
these differences within the FL framework is relatively limited. Bridging this gap is crucial for
developing models that promote health equity and uphold the principle of justice.

In this paper, we address the shortage of medical datasets for fairness-aware FL by introducing the
FairFedMed dataset for eye disease. This dataset includes 15,165 images from real-world clinics,
consisting of paired 2D scanning laser ophthalmoscop (SLO) fundus images and 3D optical coher-
ence tomography (OCT) B-Scans from 15,165 patients. To our knowledge, it is the first FL dataset
for group fairness that includes both real-world 2D and 3D medical images, including six different
demographic attributes: age, gender, race, ethnicity, preferred language, and marital status. The
dataset is partitioned into multiple clients with varied demographic distributions reflecting a real-
world FL setting for group fainrness.

Existing state-of-the-art FL. methods perform well with natural images but often struggle with med-
ical images due to their unique characteristics. Moreover, these models fail to sufficiently address
group fairness across different demographics. To overcome these limitations, we propose FairLoRA,
a fairness-aware FL framework for eye disease classification. This framework is based on CLIP
(Radford et al.,|2021)) and introduces fairness into the singular value decomposition (SVD) low-rank
approximation method. Specifically, to preserve unique intra-group characteristics, FairLoRA cus-
tomizes singular value matrices for each demographic group while sharing singular vector matrices
across all groups to capture inter-group relationships. Local models train a set of low-rank matri-
ces on their local data, and the global model integrates matrices from different clients, allowing the
model to aggregate global knowledge about demographic attributes from distributed data. This col-
laborative approach ensures that the model is not biased toward any particular client or demographic
group. Experimental results on the FairFedMed dataset demonstrate that our model achieves state-
of-the-art performance in medical image classification while ensuring equitable outcomes across
demographic groups. Our main contributions are summarized as follows:

* We introduce FairFedMed, the first FL dataset for group fairness that includes real-world
paired 2D and 3D medical images, along with six different demographic attributes.

* We create an experimental setup that divides the dataset into multiple distinct clients with
varied demographic distributions, simulating a real-world FL environment with group fair-
ness. We benchmark several state-of-the-art FL. methods under this setting.

* We propose FairLoRA, a fairness-aware FL framework for eye disease classification. It
customizes singular value matrices for each group to preserve unique characteristics while
sharing singular vector matrices across groups to capture inter-group relationships.
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2 RELATED WORK

Fairness Learning in Medical Imaging: Fairness learning in medical imaging aims to reduce bi-
ases and ensure equitable outcomes for all patient groups, particularly underrepresented minorities.
Currently, most research focuses on fairness models and datasets in classification tasks, with limited
attention given to cross-domain fairness. Publicly available datasets, such as CheXpert (Irvin et al.,
2019), MIMIC-CXR (Johnson et al., 2019), and Fitzpatrick17k (Groh et al., {2021}, support fairness
studies but often lack comprehensive identity attributes, focus predominantly on 2D images, and
do not include federated clients/sites representing diverse demographic distributions, limiting their
applicability to federated learning tasks or 3D medical imaging. Recent methods (Quadrianto et al.}
2019; [Ramaswamy et al., 2021} [Zhang & Sang| 2020; |Park et al.l 2022; Roh et al.| [2020; |Sarhan
et al.,[2020; Zafar et al.| 2017; Zhang et al.,|2018; Wang et al., [2022; Kim et al., 2019; [Lohia et al.,
2019) have made progress in algorithmic fairness for medical imaging, but these approaches mainly
address bias within individual clients or sites. The performance of multiple clients in a federated
learning setup remains largely unexplored, representing a significant gap in fairness research.

Federated Learning (FL) is a decentralized machine learning paradigm enabling multiple clients
to collaboratively train a global model while keeping their local data private. FL approaches typi-
cally fall into two categories: traditional fully parameter-updated models and prompt learning meth-
ods. Traditional FL methods (McMahan et al., 2017 [L1 et al., |2020; 2021} [Mendieta et al., [2022)
aggregate model parameters from distributed clients to update a global model, allowing collabora-
tive learning while preserving low communication. FedAvg (McMahan et al., 2017) averages local
model updates, providing a straightforward and effective solution for various tasks. In contrast,
FedProx (Li et al., 2020) adds a proximal term to the objective function, improving stability and
performance in heterogeneous environments. Prompt learning methods (Guo et al., |2023 [Zhao
et al.l 2022} Su et al.| [2022; [Li et al.l 2024) customize task-specific text prompts for each client,
enabling local and global communication without altering model parameters. PromptFL (Guo et al.,
2023)) allows clients to train soft prompts instead of the entire model, significantly reducing aggre-
gation overhead and accelerating local training. FedOTP (Li et al.,|2024) balances global consensus
and local personalization by learning both global and local prompts, using Optimal Transport to
align local visual features with prompts and address heterogeneities such as label and feature shifts.
The latest methods (Y1 et al.l 2023 |Sun et al.| [2024) introduce LoRA (Hu et al., [2022) into FL
models to achieve a balance between performance and communication cost.

Fairness in Federated Learning: Fairness in FL has gained attention due to its unique challenges
compared to centralized learning. Research on fairness in FL can be categorized into two main areas:
Site Fairness and Group Fairness, as illustrated in Fig. Site Fairness (Pan et al., 2024b; Cheng
et al.l 2024 |Pan et al.| [2024a) ensures equitable handling of model updates from clients, especially
when data quality, quantity, or distribution varies. Disparities can lead to models favoring clients
with larger or higher-quality datasets. Techniques have been developed to equalize client influence
during model aggregation, such as FedLF (Pan et al., [2024b)), which uses multi-objective optimiza-
tion to minimize gradient conflicts and promote equitable model improvements. Group Fairness
(Ezzeldin et al., 2023} |Agrawal et al., 2024; Badar et al., |2024) focuses on equitable model per-
formance across demographic groups within clients’ local datasets. FairFed (Ezzeldin et al., [2023)
implements a fairness-aware aggregation method, enabling local debiasing and adjusting aggrega-
tion weights based on local and global fairness assessments. FairTrade (Badar et al.,|2024)) employs
multi-objective and Bayesian optimization to balance fairness and accuracy. However, most existing
studies focus on non-medical applications, like recommendation systems, where biased outcomes
are less critical. Despite the urgent need for fairness in healthcare, research on group fairness in
federated learning for medical applications is limited, revealing a significant gap in this field.

3 FAIRFEDMED DATASET ANALYSIS

To address the shortage of medical datasets for fairness-aware FL, we propose FairFedMed dataset.
It contains 15,165 samples from 15,165 subjects with an average age of 61.3 £ 16.3 years. Each
sample includes both 2D scanning laser ophthalmoscopy (SLO) fundus image and 3D optical co-
herence tomography (OCT) B-scans, with each containing 128 B-scan images. These images are
visualized in the Appendix A. Within this dataset, we have six demographic attributes including
age, gender, race, ethnicity, preferred language, and marital status. The demographic distributions
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Figure 2: Demographic distribution across three sites: significant fairness disparities among groups,
such as Asian, Black and White in the Race attribute.

are as follows: Gender: Female: 57.0%, and Male: 43.0%; Race: Asian: 8.4%, Black: 14.7%, and
White: 76.9%. Ethnicity: Non-Hispanic: 92.7%, Hispanics: 3.7%, Unknown: 3.5%. Preferred
Language: English: 92.5%, Spanish: 1.6%, Others: 4.0%, and Unknown: 1.9%. Marital Status:
Married or Partnered: 57.6%, Singe: 26.1%, Divorced: 6.8%, Legally Separated: 0.9%, Windowed:
6.1%, and Unknown: 2.4%. The glaucomatous status of subjects is defined through a comprehensive
clinical measurements, where glaucoma and non-glaucoma samples account for 49.0% and 51.0%.

In this work, we divide all subjects into three separate sites, with 80% of the data at each site used for
model training and 20% reserved for testing. We focus on three demographic attributes including
race, ethnicity and language with varying cross-site distributions. The demographic distributions
across three sites are summarized in[2] Given the comprehensive image modalities and demographic
attributes of subject samples, our dataset can be used to study different FL settings, i.e., varying
number of sites and cross-site image modality differences.

4 METHOD

4.1 PRELIMINARY

Singular Value Decomposition (SVD)|Golub & Reinsch|(1971)) decomposes a matrix into orthogonal
components, providing insights into the geometry of linear transformations and offering a powerful
tool for dimensionality reduction. To improve efficiency, the Compact SVD is proposed to reduce the
size of the decomposed matrix by retaining only the r largest singular values and their corresponding
singular vectors. For a matrix A € R™*"™, the compact matrix representation can be represented as

A~USVT, (1)

where U € R™*" and V' € R™*" contain the left and right singular vectors corresponding to the
largest r singular values in S € R"™*". Here, r < min(m, n) is the rank of A.

The SVD-based Adaptation Zhang et al.|(2023) extends this concept to model fine-tuning by apply-
ing low-rank updates, thereby reducing the number of trainable parameters while preserving model
performance, making it especially suitable for optimizing large-scale models. The low-rank adapta-
tion (LoRA)|Hu et al.[(2022) is essentially the simplest form of SVD, where the singular value matrix
S is omitted. In LoRA, the weight matrix is expressed as: W = Wy + AW = Wy + UV, where
W, is the full-rank weight matrix, and AW = UV T represents the low-rank update. By contrast,
the standard SVD-based LoRA includes the singular value matrix .S, whose updated weight matrix
can be formulated as W = Wy + AW = W, + USV ". The inclusion of the diagonal matrix
S enables precise control over the contribution of each singular vector component to the update.
Since S contains fewer parameters (just scalars along the diagonal), it offers greater flexibility with
minimal parameter overhead.

4.2 FEDERATED LEARNING USING LORA

In Federated Learning, the model is trained collaboratively across multiple clients, each with its

local data. Let the global model weights be denoted by W' at training round ¢. Each client k
maintains a local copy of the model weights, W/, and updates its local model based on its own

data. The local update for client k is computed as: W,ﬁ“ -W' - nVLp, (Wt), where 7 is the
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Figure 3: Overview of fairness-aware federated learning model: FairLoRA, where singular value
matrices are customized for each demographic group, such as ‘Black’, ‘Asian’, ‘“White’.

learning rate, and VL, (Wt) is the gradient of the loss function with respect to the local data of the

k client. After the local updates, the clients communicate their updated weights to the central server,

which aggregates them to update the global model: wtt = ZkK:l oy W,ﬁ“, where ay, = ng/n

represents the weights assigned to each client, with nj, denoting the number of data samples at client
kand n = Ele ny being the total number of samples across all clients. This weighted average
allows clients with larger datasets to contribute proportionally to the update of the global model.

To enhance effective fine-tuning, we adapt a low-rank adaptation within the FL framework, en-
abling more effective and efficient parameter updates across decentralized datasets. For each
client k, the model weights incorporating low-rank adaptation at round ¢ can be expressed as:
W = Wy + AW}, where W, is the pre-trained model weights and AW/ is the low-rank up-
date in the client k. The low-rank term can be implemented either using LoRA or SVD-based
LoRA, such that AW! = U!V!' for LoRA or AW} = U!SLV;!' for SVD-based LoRA.
The local update for client & depends on the update of low-rank term, which is computed as

AW = AW' — nVLp, (AW'). Consequently, the global aggregation on the low-rank term
is computed as W' = Wo + AW T = Wy + XK | a, AW/ *!. This adaptation enables the

model to leverage low-rank approximations for the local data at each client, improving computa-
tional efficiency while preserving the integrity of the learned representations.

4.3 FEDERATED LEARNING USING FAIRLORA

Considering the inherent demographic factors in medical data, the primary challenge is to ensure that
the federated model facilitates equitable training across diverse client datasets. To address this issue,
we propose FairLoRA, whose overview is shown in Fig. 3] FairLoRA allows for the specification
of customized singular value matrices for each demographic group within the low-rank adaptation
framework. This personalization enhances the fairness awareness concerning demographic factors.
In FairLoRA, the low-rank adaptation for the k-th client are represented as follows:

Wi=Wo+ AW} =Wo + UL (3. 7Sk, Vil @)

where AW = U}, (3°,c¢ 74k ) thT represents the fairness-aware low-rank update, whose ar-

chitecture is illustrated in the right of Fig. 3] On one hand, the customized singular value matrix
Si o 1s customized for each demographic group g, preserving the unique characteristics. The vector

[Ty, ,mg, - , Mg is a one-hot encoding, ensuring that only the target demographic group has
a non-zero value, as » 9eg Mg = 1. On the other hand, the left and right singular vector matrices

U} and V}! are shared among all demographic groups, allowing the model to capture inter-group
relationships. This design can achieve the trade-off between intra-group and inter-group communi-
cation. After the local updates, the global aggregation is computed as follows:

t. =t |

—t —t —t —
W =Wy+ AW =W, +U (deg 78,V (3)

—t —t —t . .1 . .
where U , V and S g are the shared parameters across all clients to facilitate the communication

of global knowledge. Specifically, U = Zszl aU} and vV = Eszl a V! denote the averaged
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Figure 4: Matrix visualization trained on Race attribute with ViT-B backbone (rank r» = 12).

left and right singular vector matrices, and S, = Zszl o, gSk,g 18 the averaged fairness-aware
singular value matrix. Here, o, ¢ = ny 4/n, represents the weight for group g at the client k, where
nj,g is the number of data samples in group g at client k, and ngy = >_ g 7, g is the total number
of samples in the group g across all clients. The complete algorithm is detailed in Algorithm [T}

In FairLoRA, customized matrices S,i , are specific to each demographic group, allowing the model

to preserve unique characteristics within those groups. Moreover, the global shared parameters gtg
are calculated by averaging the client-specific matrices, weighted by the proportion «y, 4 of data
each client contributes to the global model for each demographic group. This ensures that the model
is trained fairly, considering the distribution of data across different groups and clients.

Initialization. The initialization of the low-rank adaptation matrices in FairLoRA follows a struc-
tured approach to align with the SVD framework. The left singular matrix T is initialized to zeros

. . . . . 0L L
to provide a neutral starting point for local updates. The right singular matrix V' is initialized us-
ing a normal distribution, allowing for a diverse range of values to support efficient convergence

during training. In addition, the singular value matrices {gg} geg 1s initialized using a linear space
of values ranging from 0.5 to 0.1. For all groups, the first half of the ranks is initialized uniformly
with this same linear space, ensuring that different demographic groups share the same principal
singular vectors. For the remaining half of the ranks, a cyclic pattern is used to initialize the singu-
lar values, ensuring that each demographic group has its strongest response at distinct ranks. This
design preserves group-specific diversity while enhancing the fairness across different groups. Fig.
illustrates the visualization of the matrices in FairLoRA. We observe that ﬁ—rﬁ ~ WT ~ I,,
indicating that both U and V' form two sets of orthonormal bases. The singular value diagonal
matrix S, has similar scales for the main singular values to capture common knowledge across de-
mographic features, while exhibiting different response patterns for the smaller singular values to
characterize the unique characteristics within the group.

Algorithm 1 FairLoRA: Fairness-Aware Low-Rank Adaptation for Federated Learning

1: Input:

2:  K:number of clients, {Dj}7—;: local datasets for each client

3:  Wh: pre-trained model weights of CLIP, G: set of demographic groups

4 o {a, g}gqui,l: weights for each client/group based on data contribution

5: Initialization: 0 % o

6:  Initialize global parameters: U~ =0,V ~ N(0,1), {S,}4eq

7: foreachroundt =1,2,...,7 do

8:  Local Training:

9:  for probability select clients k € {1,2,..., K} do
10: for eachiteri =1,2,...,|Dx| do

t —=t—1 —=t—1 —=t—1 ==t—1 —t—1\x5t—1T

11: AW, = AW anllDz(AW ), where AW ~ =U" (3}, gmgS, )V
12: end for
13: Retrieval local parameters: Uy, S}, ,, Vi < AW}
14:  end for
15:  Global Aggregation:
16: Update global parameters: U = Zle ap UL, V' = ZkK:I ay Vi, Eg = Zi;l g S.
17: end for

—T. —7T

18: Output global parameters: W= = Wy + AW = W, + ﬁT(Egeg S, )V
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5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

Implementation Details. The training process consists of 50 epochs with a batch size of 32. The
optimization is performed using Stochastic Gradient Descent (SGD) with a learning rate of 0.001,
which decays by a factor of 0.1 at the 40th epoch. In each round, two out of three sites are randomly
selected to update their local model weights before aggregating to form the global model. FairLoRA
is implemented using two representative backbones: ResNet50 (He et al.} 2016) and ViT-B (Doso-
vitskiy et al.| [2020). For the ViT-B backbone, the rank and alpha parameters are set to 12 and 2,
respectively, while for the ResNet50 backbone, they are set to 32 and 8. Additionally, all batch nor-
malization layers in the ResNet50 architecture are unfrozen. To ensure training stability, we employ
the exponential moving average (EMA) strategy to update the global parameters.

Comparison Methods and Evaluation Metrics. We compare FairLoRA with traditional fully
parameter-updated methods, including FedAvg (McMabhan et al.,|2017)) and FedHEAL (Chen et al.,
2024]), as well as prompt learning-based models, such as PromptFL (Guo et al., 2023 and FedOTP
(L1 et al.l 2024)), both based on CLIP (Radford et al.,[2021). Compared to prompt learning models,
traditional fully parameter-updated methods typically involve a larger number of learnable param-
eters. To facilitate the assessment of model fairness, we report the overall Area Under the Curve
(AUC), equality-scale AUC (ESAUC) (Luo et al.;|2024), and group-wise AUCs across the attributes
of race, language and ethnicity.

5.2 BENCHMARK: FAIRFEDMED ON 2D SLO FUNDUS IMAGES

The experimental results in Tables [T]and [2] demonstrate the performance and fairness of various FL
models applied to 2D SLO Fundus images for glaucoma detection within our proposed FairFedMed
benchmark. Traditional FL methods such as FedAvg and FedHEAL, although effective in achieving
overall AUCs ranging from 73% to 76%, exhibit fluctuating ESAUC scores between 57% and 68%.
Analysis of group-wise AUCs reveals that these methods fall short in ensuring fairness across differ-
ent demographic group. Prompt learning models, such as PromptFL and FedOTP, exhibit relatively
lower performance with overall AUCs ranging from 71% to 73%. This decline is primarily due to
the frozen model weights of CLIP, pre-trained on natural images, which do not adapt well to medi-
cal imaging data. Furthermore, these models struggle to achieve equitable outcomes across different
demographic groups. For instance, for the language attribute, which includes a more diverse range
of demographic groups, these models achieve only 56% to 68% ESAUC.

In contrast, FairLoRA consistently outperforms other models, delivering higher overall AUC scores
and significantly enhancing fairness across all groups. Specifically, for the race attribute, Fair-
LoRA improves the overall AUC by 4.1% using ResNet50 and by 3.4% using ViT-B. It also shows
significant gains in ESAUC, with increases of 7.8% for ResNet50 and 5.9% for ViT-B. For the lan-
guage attribute, FairLoRA achieves a significant 11.1% improvement in average ESAUC using the
ResNet50 and a 4.7% improvement with the ViT-B, indicating the model’s effectiveness in enhanc-
ing algorithmic fairness. For the ethnicity attribute, our model also achieves the highest ESAUC
scores with both backbones. It is noteworthy that our model not only significantly improves fair-
ness but also enhances the overall classification AUC by a substantial margin, with improvements
of 4.7% with ResNet50 and 2.7% with ViT-B.

Overall, FairLoRA achieves state-of-the-art performance across all metrics with both ResNet50 and
ViT-B, except for the Others group in the language attribute when using ResNet50. This indicates
that our model consistently attains superior performance in terms of both accuracy and fairness.

5.3 BENCHMARK: FAIRFEDMED ON 3D OCT B-SCAN IMAGES

Tables [3] and [4] present the performance and fairness of various FL models on 3D OCT B-Scan
images for glaucoma detection within our FairFedMed benchmark. Traditional FL. methods, such
as FedAvg and FedHEAL, achieve overall AUCs of 74% to 78% but exhibit fluctuating lower ESAUC
scores between 65% and 70%. This gap between the overall AUC and ESAUC indicates challenges
in ensuring fairness across demographic groups, particularly among the Asian population.
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Attribute Race Language Ethnicity

Client |Overall ES Asian Black White|Overall ES English Spanish Qthers|Overall ES NonHisp. Hisp.
Model ID | AUC AUC AUC AUC AUC | AUC AUC AUC AUC AUC | AUC AUC AUC AUC

Fully parameter-updated FL models

Cl1 735 67.8 783 707 727 | 739 547 79.6 583 876 | 723 63.14 79.75 653
c2 749 663 792 692 714 | 743 624 725 689 623 | 726 687 753 693
C3 72.8 678 769 71.8 703 | 723 541 69.7 803 953 | 708 688 71.6 729
Avg. | 737 67.8 78.1 70.7 715 | 735 57.1 739 692 817 | 71.8 669 756 693

Cl | 744 662 794 693 719 | 735 573 816 655 857 | 736 668 718 674
C2 | 742 644 823 718 69.5| 749 644 742 653 689 | 71.8 588 786 563
C3 | 734 682 759 702 713 | 750 583 728 816 942 | 728 701 734  69.6
Avg. | 741 663 792 705 709 | 745 60.0 762 708 829 | 727 653 765 645

FedHEAL| FedAvg

Prompt learning-based FL models

=  Cl | 729 698 762 718 730 | 726 572 718 815 837 | 719 673 717 786
2. C2 | 714 660 780 704 708 | 718 628 723 671 627 | 722 643 T30 605
E 3 | 723 658 707 648 73.1| 704 550 69.8 813 870 | 69.5 607 698 552
A Ave | 722 672 750 69.0 723 | 716 583 713 786 778 | 712 641 715 648
o, Cl | 721 668 757 619 724 | 722 542 716 938 831 | 719 647 782 715
5 €2 | 710 648 779 688 70.5| 71.6 613 725 663 610 | 722 665 763 722
T C3 | 708 641 736 638 714 | 706 528 700 781 963 | 69.1 595 661 69.5
B Ave | 713 652 757 668 714 | 715 S6.1 714 794 801 | 711 636 735 7Ll
< CI | 781 767 771 787 718 | 773 681 77.6 727 687 | 780 737 781 723
2 C2 | 784 740 794 736 787|778 706 779 862 794 | 766 7L1 7.1 693
3 C3 | 780 760 78.1 756 779 | 786 745 786 833 795 | 77.6 712 717 711
E  Avg | 782 756 782 760 781|779 711 780 807 759 | 774 740 7.6 729

AAvg.| +41 +7.8 +0.1 +53 +58 | +34 +11.1 +1.8 +13 -7.0 | +47 +7.1 +1.1 +1.8

Table 1: Quantitative comparison and fairness analysis conducted on 2D SLO Fundus images,
trained with the ResNet50 backbone. ‘Hisp.” is an abbreviation for ‘Hispanic’.

Attribute Race Language Ethnicity

Client |Overall ES Asian Black White|Overall ES English Spanish Others|Overall ES NonHisp. Hisp.
Model ID | AUC AUC AUC AUC AUC | AUC AUC AUC AUC AUC | AUC AUC AUC AUC

Fully parameter-updated FL models

Cl 757 69.1 793 699 755 | 762 566 752 528 865 | 77.1 723 792 726
Cc2 746 657 815 786 719 | 758 676 762 757 643 | 789 676 782 627
C3 742 685 787 733 71.2| 732 629 743 709 603 | 71.7 645 731 62.1
Avg. | 748 677 79.8 73.0 729 | 751 624 753 665 704 | 759 68.1 769  65.8

Cl | 767 692 802 703 776 | 753 558 763 535 876 | 769 725 7182 722
C2 | 751 663 803 79.6 75| 765 673 755 749 653 | 775 675 797 649
C3 | 759 67.8 798 763 682 | 739 641 743 715 614 | 731 649 752 625
Avg. | 759 67.8 80.1 754 724 | 752 624 754 666 7114 | 758 683 717 66.6

FedHEAL| FedAvg

Prompt learning-based FL models

B Cl 734 674 778 692 735 | 741 544 737 500 858 | 715 714 715 71.4
a C2 736 66.1 803 76.1 716 | 742 632 749 690 626 | 73.6 60.6 750 534
é C3 736 685 770 696 735 | 720 506 716 938 519 | 69.1 63.1 695 59.9
A Avg. | 735 673 784 71.6 729 | 734 56.1 734 709 668 | 71.4 650 720 616
a, Cl 719 663 777 693 719 | 734 546 728 531 869 | 723 713 723 73.7
S C2 724 662 785 741 707 | 721 672 723 720 65.1 | 740 60.5 754 532
B C3 725 659 754 656 727 | 698 460 694 938 426 | 684 61.1 687 568
= Avg. | 723 66.1 772 69.7 71.8 | 71.8 560 715 730 649 | 71.6 643 721 61.2
« Cl 783 735 79.1 735 774 | 773 654 715 636 730 | 786 759 787 82.1
g C2 799 73.7 80.6 729 805 | 782 702 781 704 816 | 779 71.8 785 70.0
= C3 79.7 73.8 835 758 794 | 794 657 79.1 958 833 | 793 70.7 793 91.4
E Avg. | 793 737 811 741 791 | 783 671 782 766 793 | 786 72.8 78.8 81.2

A Avg.| 434 +59 +1.0 -1.3 +6.2 | +3.1 +47 428 +3.6 +79 | +2.7 +45 +1.1 +14.6

Table 2: Quantitative comparison and fairness analysis conducted on 2D SLO Fundus images,
trained with the ViT-B/16 backbone. ‘Hisp.” is an abbreviation for ‘Hispanic’.

Prompt-based models like PromptFL and FedOTP display overall AUCs ranging from 73% to 78%.
Although they occasionally achieve higher group-specific AUCs — for example, FedOTP reaches
79.6% for the Asian group using ResNet50, they generally fail to maintain consistent fairness across
all demographics. These prompt-based models attain ESAUC scores between 65% and 71%, re-
flecting significant gaps relative to overall AUC and indicating inequitable outcomes across groups.

In contrast, FairLoRA consistently outperforms other models, delivering higher overall AUCs and
significantly enhancing fairness across all groups. For the race attribute, it achieves overall AUC
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Attribute Race Language Ethnicity

Client [Overall ES Asian Black White|Overall ES EnglishSpanish Others|Overall ES NonHisp. Hisp.
Model ID AUC AUC AUC AUC AUC | AUC AUC AUC AUC AUC | AUC AUC AUC AUC
Fully parameter-updated FL models
Cl 752 68.6 719 774 793 | 769 713 732 785 793 | 758 692 736 833
Cc2 72,6 693 753 713 735 | 747 71.8 743 778 753 | 762 746 752 749
C3 746 632 654 796 783 | 740 6277 693 715 837 | 749 673 752 838
Avg. | 741 67.0 709 76.1 77.0| 752 686 723 780 794 | 75.7 704 755 80.7
Cl 76.5 70.1 72.8 78.1 802 | 774 716 753 80.6 802 | 742 67.1 736 84.1
Cc2 754 718 73.6 725 756 | 749 704 728 79.0 747 | 759 720 775 712
C3 742 614 644 797 797 | 742 654 738 653 783 | 771 674 734 879
Avg. | 753 67.8 703 768 785 | 755 69.1 739 750 77.7 | 75.7 688 749 814
Prompt learning-based FL models

FedHEAL| FedAvg

= Cl | 743 723 718 745 744 759 686 758 818 806 | 73.1 655 728 844
2 C2 | 719 677 767 707 72.1| 717 683 749 729 711 | 721 717 720 727
E 3 | 731 666 826 730 731|713 670 712 667 731 | 747 683 745 838
& Ave | 731 689 770 727 732 | 730 680 740 738 749 | 733 685 731  80.3
o, Cl | 745 722 726 758 744 | 747 728 747 750 770 | 726 632 722 871
5 2 | 723 657 791 694 726 | 727 687 727 785 728 | 740 727 741 723
B C3 | 735 645 871 731 735 | 720 644 721 625 744 | 759 666 755 895
B Ave | 734 675 79.6 728 735 | 731 686 732 720 747 | 742 675 739  83.0
- CI | 781 767 771 787 778 | 773 668 777 773 621 | 783 720 784 696
g C2 | 784 740 794 736 787 | 774 726 715 723 761 | 764 661 TLI 616
S C3 | 780 760 78.1 756 779 | 807 676 805 958 84.6 | 774 740 773 819
E  Avg | 782 756 782 760 78.1 | 785 69.0 786 818 743 | 774 707 776 710

AAvg.| +29 +6.7 -14 -08 -04 | +30 -0.1 +46 +38 -51 | +1.7 +03 +2.1 -12.0

Table 3: Quantitative comparison and fairness analysis conducted on 3D OCT B-Scan images
trained with the ResNet50 backbone. ‘Hisp.” is an abbreviation for ‘Hispanic’.

Attribute Race Language Ethnicity

Client |Overall ES Asian Black White|Overall ES English Spanish Others|Overall ES NonHisp. Hisp.
Model ID AUC AUC AUC AUC AUC| AUC AUC AUC AUC AUC | AUC AUC AUC AUC
Fully parameter-updated FL models
Cl 764 695 71.6 742 793 | 7677 60.7 782 89.7 885 | 772 153 T12 747
Cc2 753 66.6 83.0 715 738 | 769 68.1 803 749 693 | 76.7 67.1 782 63.8
C3 776 694 812 726 744 | 755 657 753 853 803 | 783 650 748 953
Avg. | 764 685 78.6 728 758 | 764 648 779 833 794 | 774 69.1 767 779
Cl 718 709 72.6 737 782 | 792 648 769 89.6 88.7 | 783 738 186 725
Cc2 783 66.5 859 718 746 | 788 719 803 797 715 | 773 66.7 802 645
C3 787 669 839 692 757 | 779 679 763 883 752 | 793 702 7677 89.8
Avg. | 783 68.1 80.8 71.6 762 | 78.6 682 778 859 785 | 783 703 785 75.6
Prompt learning-based FL models

FedHEAL| FedAvg

2 Cl | 778 626 617 712 794 783 673 781 909 819 | 772 772 712 712
B C2 | 784 683 860 717 789 | 777 694 783 731 709 | 757 689 761 663
E 3 | 779 681 844 704 784 | 769 642 766 815 859 | 797 665 79.1  99.1
& Ave | 780 663 774 711 789 | 776 670 777 838 79.6 | 775 709 715 809
o, Cl | 776 633 615 725 790 765 688 763 818 821 | 761 734 762 125
5 2 | 767 671 8.6 697 77.0| 762 660 77.1 710 668 | 738 68.1 742 658
B C3 | 767 675 843 709 769 | 747 607 744 875 846 | 783 651 778 98.1
 Ave | 770 660 765 710 77.6| 758 652 759 80.1 77.8 | 76.1 689 76.1 78.8
- CI |85 720 734 789 851 | 821 739 8I7 750 856 | 823 797 826 192
g C2 | 824 716 905 755 822 815 768 818 792 779 | 80.7 718 815 692
S C3 | 840 743 89.6 765 841 | 825 737 825 875 756 | 827 738 823 943
S Avg | 836 726 845 77.0 838 | 820 748 820 806 797 | 819 751 821 809

A Avg.| 453 +4.1 +3.7 +42 +49 | +34 +6.6 +4.1 53 +0.1 | 436 +42 +3.6 +0.0

Table 4: Quantitative comparison and fairness analysis conducted on 3D OCT B-Scan images,
trained with the ViT-B/16 backbone. ‘Hisp.” is an abbreviation for ‘Hispanic’.

increases of 2.9% (ResNet50) and 5.3% (ViT-B), with ESAUC gains of 6.7% and 4.1%, respec-
tively. Regarding the language attribute, FairLoRA improves average ESAUC by 6.6% (ViT-B),
highlighting its effectiveness in enhancing algorithmic fairness. While slight decreases occur for
certain groups, such as a 1.4% drop for the Asian group using ResNet50, this is primarily due to
LoRA’s limitations when applied to convolutional architectures.

Notably, FairLoRA enhances not only fairness but also overall classification AUC by significant
margins, 3.4% to 5.3% with ViT-B and 1.7% to 3.0% with ResNet50, demonstrating SOTA perfor-
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(b) Baseline model and three LoRA variants: LoRA, SVD-based LoRA and FairLoRA

Figure 5: Ablation study conducted on the Race attribute of 2D SLO Fundus images.

mance across all metrics. This consistent improvement in both accuracy and fairness for 3D imaging
demonstrates FairLoRA’s significant effectiveness in federated learning for medical imaging, partic-
ularly in handling diverse demographic groups across both 2D and 3D imaging modalities.

5.4 ABLATION STUDY

Ablation studies are conducted on the Race attribute of 2D SLO Fundus images, using the ViT-B
backbone. Please refer to the Appendix B for more ablation studies.

Single Site Learning VS. Federated Learning. The ablation study shown in Fig. [5al compares
single-client learning and federated learning using the FairLoRA model. Federated learning con-
sistently outperforms single site learning in terms of overall AUC and ESAUC across all clients,
with improvements of 1%-3%. Federated learning achieves better performance on most group-wise
AUCs, demonstrating its ability to enhance fairness and overall model accuracy across different
demographic groups compared to single site learning.

Three LoRA variants. Fig. [5b] provides a comparative analysis of the baseline model, PromptFL,
alongside three LoRA variants: LoRA, SVD-based LoRA, and FairLoRA. PromptFL demonstrates
the lowest overall performance, with an average overall AUC and fairness metric ESAUC of only
around 73% and 67%, respectively. Introducing LoRA for model fine-tuning shows significant im-
provements across most metrics, achieving the overall AUC of 77.5% and the ESAUC of 72%.
The SVD-based LoRA model maintains robust overall performance. However, its fairness metrics
ESAUC and group-wise AUCs show significant fluctuations across clients, indicating an inability
to effectively handle distribution differences between clients. In contrast, our proposed FairLoRA
outperforms other models in overall AUC, achieving the highest score of 79.3%. Additionally, it
surpasses all models in both ESAUC and group-wise AUCs across the average metrics of the three
clients, demonstrating the best fairness performance. Overall, FairLoRA shows exceptional capabil-
ity in medical image classification and effectively balances fairness across different demographics.

6 CONCLUSION

This paper addresses the lack of fairness-aware medical datasets in FL by introducing the
FairFedMed dataset, which is the first to include both 2D and 3D real-world medical images along-
side key demographic attributes. We also propose FairLoRA, a novel framework designed to en-
hance fairness through a low-rank approximation method tailored for demographic groups. Fair-
LoRA ensures that both intra-group and inter-group characteristics are preserved, and global knowl-
edge is shared across clients. Our experimental results confirm that FairLoRA not only achieves
superior performance in medical image classification but also promotes fairness across different
demographic groups, making a significant contribution to fairness-aware FL in healthcare.

10
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