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Abstract

Domain adaptive object detection (DAOD) aims to generalize detectors trained on
an annotated source domain to an unlabelled target domain. As the visual-language
models (VLMs) can provide essential general knowledge on unseen images, freez-
ing the visual encoder and inserting a domain-agnostic adapter can learn domain-
invariant knowledge for DAOD. However, the domain-agnostic adapter is inevitably
biased to the source domain. It discards some beneficial knowledge discriminative
on the unlabelled domain, i.e.domain-specific knowledge of the target domain. To
solve the issue, we propose a novel Domain-Aware Adapter (DA-Ada) tailored for
the DAOD task. The key point is exploiting domain-specific knowledge between the
essential general knowledge and domain-invariant knowledge. DA-Ada consists of
the Domain-Invariant Adapter (DIA) for learning domain-invariant knowledge and
the Domain-Specific Adapter (DSA) for injecting the domain-specific knowledge
from the information discarded by the visual encoder. Comprehensive experiments
over multiple DAOD tasks show that DA-Ada can efficiently infer a domain-aware
visual encoder for boosting domain adaptive object detection. Our code is available
at https://github.com/Therock90421/DA-Ada.

1 Introduction

Object detection [52} 511 41} [12] have achieved remarkable performance, but suffer severe perfor-
mance drop when dealing with unseen data due to domain discrepancy. To alleviate this problem,
domain adaptive object detection (DAOD) [7] is explored to transfer a detector trained on the labelled
source domain to a unlabelled target domain. Traditional DAOD works [[7, 168 182,165} [78. (37, [71} [25]]
generate the domain-aligned feature via fine-tuning the backbone, as depicted in Fig. [T(a). Neverthe-
less, it is easily biased towards the source domain since a considerable number of parameters need to
be updated with the annotations only from the source domain.

Recently, applying prompt tuning [81} 80} 73] on visual-language models (VLMs) is widely used for
two reasons: 1) few parameters need to be learned; 2) VLMs trained on large-scale image-text pairs
can extract highly generalized features. Recent works [31}57]] have explored using prompt tuning to
generate the domain-aware detection head for DAOD. However, they all extract the visual feature
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Figure 1: (a) Traditional DAOD methods optimize the backbone adversarially. (b) Domain-agnostic
adapter is inserted into the frozen visual encoder to learn domain-invariant knowledge. (c) Domain-
aware adapter can simultaneously capture the domain-specific knowledge from the discarded feature.
(d) The mAP(%) comparison on the Cross-Weather Adaptation. Compared with original VLM,
domain-agnostic adapter brings significant improvement to the source domain but limited improve-
ment to the source domain, while domain-aware adapter brings significant improvement to both
source domain and target domain.

from the image with a frozen visual encoder, ignoring learning task-related knowledge and limiting
the improvement of visual features’ discriminative capabilities.

To inject the task-related knowledge into the visual encoder, some methods [24, |8, 5] insert an
adapter module into the frozen backbone. Formally, a adapter shared across domains can be straightly
introduced to learn the task-related knowledge with the annotations of source domain and domain-
aligned constraint, as shown in Fig.[T(b). However, this adapter is domain-agnostic and can only learn
domain-invariant knowledge between the two domains under the domain-aligned constraint. Besides,
the domain-invariant knowledge is inevitably biased to the source domain, since the annotations
are only from the source domain. As shown in Fig. [I(d), compared with the original VLM, the
domain-agnostic adapter brings significant improvement to the source domain, while the improvement
of the target domain is limited. Summarily, the bias of the domain-invariant knowledge learned from
domain-agnostic adapter limits the generalization to the unseen target domain.

Trained on large-scale data, the VLM provides essential general knowledge on unseen images, while
the learned domain-invariant knowledge biased to the source domain shows limited improvement
on the target domain. Consequently, when transferring essential general knowledge to the domain-
invariant knowledge, the domain-agnostic adapter discards some beneficial knowledge on the target
domain. Basically, it discards the domain-specific knowledge that distinguishes the target domain but
is different from the domain-invariant knowledge. In summary, adding a complementary adapter to
capture the target-specific knowledge from the discarded knowledge between the essential general
knowledge and domain-invariant knowledge is an effective way to boost the performance of the VLM
in DAOD task.

In this paper, we propose a novel Domain-aware Adapter (DA-Ada) to facilitate the visual encoder
learning the domain-specific knowledge along with the domain-invariant knowledge. Formally,
DA-Ada introduces a Domain-Invariant Adapter (DIA) and Domain-Specific Adapter (DSA) to
exploit domain-invariant and domain-specific knowledge, respectively, as shown in Fig. [[{c). The
DIA is attached to the block of the visual encoder in parallel and optimized by aligning the feature
distribution of two domains to learn domain-invariant knowledge. The DSA is fed with the difference
between the input and output of the block to recover the domain-specific knowledge discarded by the
DIA. Since the difference represents the feature discarded by the block, the discarded knowledge
between the essential general knowledge and domain-invariant knowledge is also hidden in the
difference. Hence, the DSA can regain the domain-specific knowledge from the difference adaptively
to improve the generalization ability on target domain, as shown in Fig. [[(d). Moreover, we propose
the Visual-guided Textual Adapter (VTA), embedding cross-domain information learned by DA-Ada
into textual encoder to enhance the discriminability of detection head. Overall, the proposed DA-Ada
can inject domain-invariant and domain-specific knowledge into VLM for DAOD.

We conduct evaluations on mainstream DAOD benchmarks: Cross-Weather (Cityscapes — Foggy
Cityscapes), Cross-Fov (KITTI — Cityscapes), Sim-to-Real (SIM10K — Cityscapes) and Cross-Style
(Pascal VOC — Clipart). Experimental results show that the proposed DA-Ada brings noticeable
improvement and outperforms state-of-the-art methods by a large margin. For example, DA-Ada
reaches 58.5% mAP on Cross-Weather, surpassing the state-of-the-art DA-Pro [31] by 2.7%.



2 Related Work

Visual-Languague models Visual-language models (VLMs) [50} 33, 134] embed visual and text
modalities into a shared space, enabling cross-modal alignment. Pre-trained with an astonishing scale
of image-text pairs, they demonstrate comprehensive visual understanding. CLIP [S0] simultaneously
trains a visual encoder and a textual encoder with 400 million image-text pairs, showing promising
performance on both the seen and unseen classes. Furthermore, [79] 19} [14}61] distill the knowledge
from the visual encoder of CLIP into the detection backbone and transform the textual encoder into
detection head. Considering strong generalization, we apply RegionCLIP [79] as the detector.

Domain Adaptive Object Detection (DAOD) aims to adapt the object detector [52] trained on
the labelled source domain to the unlabelled target domain. Previous approaches can be broadly
divided into two orthogonal categories: feature alignment and semi-supervised learning. Feature
alignment [45] [76), {46l [72] 156, 15} 47, 130, [76] aims to align the feature distributions of the two
domains with domain discriminators [7], to generate domain-invariant knowledge in three levels:
image-level [7, |68l |65, 40]], instance-level [[77} [53]] and category-level [62} 25, [38]]. To prevent
knowledge unique to each domain from interfering with alignment, recent works [55} 12} 1}, 132} [66]
propose multiple extractors[42) 40l 63, 167, [27]] and discriminators [69] to decouple the domain-
invariant and domain-specific knowledge. In parallel, semi-supervised learning strives to augment
training data with style transfer [43| 23| [10] and pseudo label [59} 39,16, [11]. However, applying
existing DAOD method to VLM would overfit the model to the training data, compromising the
generalization of pre-trained models. To preserve the pre-trained knowledge, we opt to freeze the
VLM and devise a novel domain-aware adapter to facilitate cross-domain adaptation. Compared with
existing decoupling methods that only use domain-invariant features for detection, our method adopts
a decoupling-refusion strategy. It adaptively modify domain-invariant features with domain-specific
features to enhance the discriminability on the target domain.

Tuning method for VLM  Adapting pre-trained VLM to downstream tasks via global finetuning
is prohibitively expensive and easily overfitted to training datasets. To solve this issue, prompt
tuning [81] replaces the hand-crafted prompts with the learnable tokens for the textual encoder.
Conditions like categories [80} [74]], human prior [73] and domain knowledge [31] are attached to
attain robust performance on new tasks. However, they freeze the visual encoder, preventing it
from learning cross-domain information for DAOD.In parallel, originated from Natural Language
Processing (NLP)[24, 149 |64, 185| 21]], adapter tuning inserts learnable small layers into the visual
encoder so that the backbone can learn knowledge from new tasks. ViT-Adapter [8]] and Conv-
Adapter [5] are proposed to efficiently transfer pre-trained knowledge to zero or few-shot visual tasks.
[L7] integrates the adapter into the CLIP model, and [58] further analyzes the components to be
frozen or learnable. [48] combines self-supervised learning to enhance the ability to extract low-level
features. Recent [[70]] explore injecting task-related knowledge into segmentation model SAM [29].
However, tuning the adapter directly on both domains will bias it towards the source domain and fails
to distinguish domain-specific knowledge, leading to insufficient discrimination on the target domain.
In this paper, we propose a novel domain-aware adapter that explicitly learns both domain-invariant
and domain-specific knowledge to inject cross-domain information into the visual encoder.

3 Methodology

In this section, we present a novel Domain-aware Adapter (DA-Ada) tailored for DAOD. DA-Ada
employs adapter tuning to introduce both domain-specific and domain-invariant knowledge into
VLM. It is worth noting that the proposed method can be attached to any CNN-based detectors as a
plug-and-play module. Without loss of generality, we take vanilla Faster-RCNN [52]] as an example.

3.1 Overview

Inspired by adapter tuning, we can custom learnable adapters to inject cross-domain information into
the visual encoder. Specifically, to enrich the extracted features with high domain generalization
capabilities, an ideal adapter should satisfy conditions from the following two aspects. First, it can
model the commonalities between the source and target domains, i.e.domain-invariant knowledge.
Second, it can adaptively supply the unique attributes of each domain, i.e.domain-specific knowledge.
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Figure 2: Overview of the proposed (a) DA-Ada for DAOD and the architecture of (b) the i-th
domain-aware adapter module (c) the visual-guided textual adapter.

In this perspective, we design an effective Domain-Aware Adapter (DA-Ada) consisting of a Domain-
Invariant Adapter (DIA) and a Domain-Specific Adapter (DSA). As shown in Fig.[2{a), given input
image x, we split the visual encoder into N blocks {F;} Y, by feature resolutions (N = 4 in ResNet).

Then we attach IV blocks with DA-Ada modules {A;}¥ ; in Fig. b):
hg = 8(x); h; = A;(h;—1, Fi(hi—1)), )]

where 8§ denotes the stem layer. For the i-th DA-Ada module, we first feed the i-th block’s input
h;_; into the i-th DIA module A{ to extract the domain-invariant features h{ . Then we attain the
domain-specific features hy’ from the subtraction of h; _; and h! by the DSA module A7

h! = Al(h;_1) + F;(h;_1); by = A7 (h;_1 — h)). 2

After that, we fuse h, h{ with spatial attention to output h; for i-th block:
hi =hj + b - h7, 3)

where - denotes the element-wise Hadamard product. With /N learnable adapters, we obtain visual
embedding v = hy for subsequent detection. As the visual embedding contains sufficient cross-
domain information, we propose the Visual-guided Textual Adapter (VTA), projecting the visual
embedding to the textual encoder to enhance the discriminability of the detection head. As shown
in Fig. c), the visual-guided textual adapter uses the visual embedding v, v7 to infer textual
embedding e®, e’ on source and target domain, which is utilized for prediction. Overall, the
proposed DA-Ada can inject domain-invariant and domain-specific knowledge into VLM to improve
cross-domain generalization ability.

3.2 Domain-Invariant Adapter (DIA)

The DIA module is proposed to inject the domain-invariant knowledge into the visual encoder. As
shown in Fig.[2[b), it applies a bottleneck to learn multi-scale domain knowledge, and the output
distribution is aligned between domains for extracting domain-invariant knowledge. Specifically, for
the i-th block of the visual encoder, we first forward the input feature h;_; € RVX¢*XhX tq the j-th
DIA and filter domain-irrelevant information with embedding block &:

hf =&l (h,_y). 4

After that, the embedding h” € RY*¢*h*w 5 helpful for domain representation learning. Low
channel-dimensional features have less information redundancy and are more suitable for domain
adaptation than high-dimensional ones. Following this spirit, the embedding is encouraged to be
down-projected to a low channel-dimensional vector hl € R?*"*hx (g extract domain-invariant



knowledge and filter redundant information. Formally, a down-projection G is applied to reduce the
dimension to 7:
hi = €7 (hy). )

Considering that the scale of objects varies between domains, we introduce M down-projectors
{CPI M with different receptive fields, enabling it to capture various spatial features across multiple
scales. Specifically, the embedding h” = [h¥, hfz, ..., h¥, ] is first split up evenly in the channel
dimension. Then, each partition is resized to different resolutions and down-projected. Therefore, the
multi-scale version of Eq. (3) is expressed as:

hi = [€] (b)), €3 (h)..., €y (hfy)]- ©

Furthermore, the low-dimensional knowledge h’ is encouraged to be mapped back to the original
dimensional feature space and supplemented to the pre-trained features. Typically, we apply the
dimension-raising function CV on h’ to extract domain-invariant knowledge for the visual encoder.

Al(h;_1) = CY(h}), @)

where Af (h;_1) € RY*¢X"Xw jg output of the i-th DIA, and will be summed with F/ (h;_1) to attain
domain-invariant feature h! in Eq. (). To ensure DIA learning domain-invariant knowledge, the h!
is expected to be well aligned between the two domains. Therefore, N domain discriminator {D;} ¥ |
is attached to each h{ to calculate adversarial loss £ 4;,. We will introduce this loss in Sec

With the combination of dimensional reduction-increase processes and the constraints of detection
and adversarial loss, the DIA can extract domain-invariant features while reducing redundant features.

3.3 Domain-Specific Adapter (DSA)

Adapted with DIA, the essential general knowledge of the frozen VLM is transferred to domain-
invariant knowledge. However, the knowledge learned only through the DIA is biased towards
the source domain and appears less discriminative on the target domain. Considering the high
generalization of essential general knowledge of the frozen VLM, we attribute this problem to the fact
that the DIA discards some domain-specific knowledge that is highly generalizable on the unlabelled
target domain. Since the difference between the input and output of the block denotes the discarded
feature, the discarded domain-specific knowledge is also hidden in the difference. To this end, we
propose the DSA module to recover domain-specific knowledge from the difference.

After the DIA injects the domain-invariant knowledge into the visual encoder, the domain-specific
knowledge unique to the target domain is discarded by the output h!. Therefore, we first obtain the
feature h? discarded by the visual encoder block from the difference of the input h;_; and h!:

h? = &%(h;_; —h)), 8)

where £ is similar with the embedding block £7. As domain-specific knowledge is hidden in the
discarded difference h?, a bottleneck architecture is employed for adaptive knowledge extraction:

h%, = eP'(hP), ©)

(hi—; —h!) = eV (nk), (10)

where P /, €U’ follow the same configurations as €, GV to perceive multi-scale domain-specific
knowledge in bottleneck manner.

h{ = A7

7 7

Generally speaking, domain-invariant knowledge dominates the process of transferring essential
general knowledge of the VLM, while domain-specific knowledge fine-tunes this process based
on the characteristics of each domain. To this end, it is a more reasonable way to adaptively
supplement domain-specific knowledge with the extracted hf through pixel-level attention rather
than straightforward addition. Therefore, the injection of the whole DA-Ada is written as Eq. (3).

3.4 Visual-guided Textual Adapter (VTA)

With the domain-aware adapter to inject domain-invariant and domain-specific knowledge, the
extracted visual feature shows rich discriminability, which can also be used to improve detection
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Figure 3: Comparison between (a) DA-Pro and (b) Visual-guided textual adapter.

head. Therefore, we introduce the VTA to exploit the cross-domain information contained in the
visual features to enhance the textual encoder.

In order to fully exploit the domain-invariant and domain-specific knowledge extracted by the DA-
Ada module, we equip two learnable components for VTA: the domain-invariant textual adapter P
(DITA) and the domain-specific textual adapter P, PT (DSTA) shown in Fig. c). The DITA is
shared across domains to encode visual domain-invariant knowledge into the input of the textual
encoder, optimized by a domain discriminator D, The DSTA is tailored to further supplement
domain-specific knowledge for the source domain S and the target domain 7". In practice, the
structure of DITA and DSTA is a 3-layer MLP with a hidden dimension of 512, projecting visual
embeddings into 8 tokens for the textual encoder. Formally, the VTA embeds visual information into
the textual embedding,

ef = T(P(v¥), P2 (v®),ci)ief = T(P(vT), PT(vT), 1), (11)
where v ,vT, i and ¢; denote the visual embedding from domain S, T', the i-th class and its textual
description. T denotes the textual encoder. e and e is the textual-level classifier embedding of i-th
class from the source and target domains, respectively.

Our proposed VTA introduces discriminative visual features into the textual encoder, alleviating
the problem of insufficient adaptation in plain textual tuning. Existing methods [31] only tune
learnable textual descriptions for detection head, as shown in Fig. [3(a). However, textual descrip-
tions are insufficient to describe certain inter-domain differences, e.g., differences in fields of view,
leading to a limited ability to learn cross-domain information. Different from them, VTA analyses
domain-invariant and domain-specific knowledge from visual features, inferring an image-conditional
detection head with high discriminability, as shown in Fig. 3(b).

3.5 Optimization Objective

We aim to insert the DA-Ada into the visual encoder to learn cross-domain information and further
tune the prompt for discriminative textual representation with image conditions. On the one hand, we
introduce domain adversarial loss to the DIA and DITA to guide the learning of domain-invariant
information. Formally, we obtain the output features hiI’S, hf’T for the source image x, and the
target image x; of each DIA, and minimize the adversarial loss:

N

Ldia = - Z[Ex5

i=1

D;(hi"*)I[5 + Ex, [|Ds(B"") — 1][3]. (12)

And the domain-shared DITA is expected to be aligned between domains:

Laita = —[Ex. [|DF (v} + Ex, [ D7 (vT) — 1[[3], (13)

S

where v, vT denotes the source and target visual embedding.

On the other hand, we learn task-related domain-specific knowledge in a semi-supervised manner. For
the source image, we calculate the cross-entropy for each visual embedding v° with its annotations
y. For the target v7, we first obtain the prediction via the hand-crafted prompt "A photo of [class]"
and filter out high-confidence pseudo labels 3, then minimize the cross-entropy as well:

Laet = Lee(vT x % y) + Lo (v x T y/), (14)

where x denotes Matrix multiplication.



Table 1: Comparison (%) with existing methods on Cross-Weather Cityscapes—Foggy Cityscapes (C—F),
Cross-Fov KITTI—Cityscapes (K—C) and Sim-to-Real adaptation SIM10K—Cityscapes (S—C). * denotes
CLIP [50]]-based methods.

C—F K—-C S—C
Methods Person Rider Car Truck Bus Train Motor Bicycle mAP mAP mAP

DA-Faster [7] 29.2 404 434 197 383 285 23.7 327 320 419 38.2
SIGMA++ [38] 46.4 451 61.0 321 522 446 348 39.9 445 495 57.7
CIGAR [44] 46.1 473 621 278 56.6 443 33.7 413 449 485 585
CSDA [16] 46.6 463 63.1 28.1 563 537 331 39.1 458  48.6 57.8

HT [LL] 52.1 55.8 675 327 559 49.1 40.1 50.3 504 603 65.5
D2-UDA [84] 46.9 533 645 389 610 485 426 542 50.6 603 58.1
AT [39] 56.3 519 642 385 455 55.1 54.3 35.0 50.9

NSA-UDA [83] 50.3 60.1 677 374 574 469 473 54.3 5277 55.6 56.3
DA-Pro [31)* 55.4 629 709 403 634 540 423 58.0 559 614 62.9

DA-Ada(Ours)*  57.8 651 713 431 640 58.6 488 58.7 585  66.7 67.3

Table 2: Comparison (%) with existing methods on Cross-Style adaptation task Pascal VOC—Clipart. * denotes
CLIP [50]]-based methods.

=]
=z ] L) 9 5 ° = & o
e 8 v 58 2 = = a 2 s 9 < £
5 £ 2 8§ £ 3 5 2 E B 2 2 5 2 %2 5 32 £ 8 .
Methods < A4 A A A MO0 U U U B A I = A4 & ®» »n B = mAP

UaDAN [20] 35.0 73.7 41.0 24.4 21.3 69.8 53.5 2.3 34.2 61.2 31.0 29.547.9 63.6 62.2 61.3 13.9 7.6 48.6 23.9 40.2
FGRR [4]  30.8 52.1 35.1 32.4 42.2 62.8 42.6 21.4 42.8 58.6 33.5 20.8 37.2 81.4 66.2 50.3 21.5 29.3 58.2 47.0 43.3
UMT [10]  39.6 59.1 32.4 35.0 45.1 61.9 48.4 7.5 46.0 67.6 21.4 29.5 48.2 75.9 70.5 56.7 25.9 28.9 39.4 43.6 44.1

SIGMA [37] 40.1 55.4 37.4 31.1 54.9 54.3 46.6 23.0 44.7 65.6 23.0 22.0 42.8 55.6 67.2 55.2 32.9 40.8 45.0 58.6 44.5
TIA [78] 42.2 66.0 36.9 37.3 43.7 71.8 49.7 18.2 44.9 58.9 18.2 29.1 40.7 87.8 67.4 49.7 27.4 27.8 57.1 50.6 46.3

SIGMA++ [38] 36.3 54.6 40.1 31.6 58.0 60.4 46.2 33.6 44.4 66.2 25.7 25.3 44.4 58.8 64.8 55.4 36.2 38.6 54.1 59.3 46.7
CMT [60]  39.8 56.3 38.7 39.7 60.4 35.0 56.0 7.1 60.1 60.4 35.8 28.1 67.8 84.5 80.1 55.5 20.3 32.8 42.3 38.2 47.0

DA-Ada(Ours)* 42.3 75.1 48.9 45.9 49.0 71.8 55.6 15.4 50.7 56.6 19.9 20.6 61.3 80.7 73.0 29.2 37.5 21.5 52.5 52.9 48.0

Meanwhile, to decouple domain-invariant and domain-specific knowledge, we maximize the distribu-
tion discrepancy between DIA and DSA.

N
Lgec = Z[]Exs,xtmam[o,cos(hf, h! . hd) - ], (15)
i=1
where cos(a, b) = Hal\a\zi\.\g‘llz is absolute value of cosine distance, 3 is a threshold.
2 2

With the help of domain classifiers, DIA and DITA are encouraged to contain more domain-invariant
knowledge. By minimizing £ 4.., the gap between DIA and DSA will be enlarged, which promotes
DSA to extract more domain-specific knowledge. Overall, the optimization objective is:

L = Let + AdiaLdia + AditaLdita + AdecLdec + L'r‘ega (16)

where L., is the regression loss, and Agiq, Adita, Adec are balance ratios.

4 Experiment

4.1 Datasets and Implementation

We evaluate our method on four benchmarks: Cross-Weather(Cityscapes [9]—Foggy Cityscapes [154]),
Cross-Fov(KITTI [18]—Cityscapes), Sim-to-Real(SIM 10k [28]—Cityscapes) and Cross-Style(Pascal
VOC [13]]—Clipart [26]). Following [31], we adapt RegionCLIP(ResNet-50 [22]) with Faster-RCNN
architecture as the baseline detector. We detail the datasets and implementation in Sec. [6.Tand [6.3] of
the Appendix.

4.2 Comparison to SOTA methods
We present representative state-of-the-art DAOD approaches for comparison, including feature
alignment and semi-supervised learning methods.

Cross-Weather Adaptation Scenario Table[I|(C—F) illustrates that the proposed DA-Ada surpasses
SOTA DA-Pro [31]] by a remarkable margin of 2.6%, achieving the highest mAP over eight classes of
58.5%. Compared with existing methods, DA-Ada significantly improves seven categories (i.e. person,



Table 3: Comparison (%) of domain-aware Table 4: Ablation studies (%) of domain-aware adapter

adapter with standard adapter. on Cross-Weather adaptation.

Adapter Source-only Domain-agnostic Domain-aware DIA Ldia DSA Lace mAP Gains
Cross-Weather 50.4 53.8 57.1 P 2;2 T
Cross-FoV 57.9 63.2 65.8 v v s .

. . +2.2
Sim-to-Real 58.4 62.4 65.3 v v v 56.2 136
Cross-Style 38.3 44.0 46.4 v v v v 57.1 +4.5

Table 5: Ablation (%) on insertion site of domain- Table 6: Ablation (%) on input and injection operation of

aware adapter on Cross-Weather adaptation. domain-aware adapter on Cross-Weather adaptation.
Block 1 Block 2 Block 3 Block 4 mAP Input of DIA Input of DSA  Injection Operation mAP
v 53.6 Fi(h;_y) 52.6
v 54.0 h;, h! = F;(h;_;) + Ai(h;_y) 54.8
v 54.6 h; Fi(hiy) hi +h? 55.2
v 55.1 h;_, h;_y - F;(h;—1) h! +h} 56.2
v v 56.9 h; h; ;- h! h! + h? 56.7
v v v 57.7 hi h; ;- h/ Cross-Attention(h!, h{, h¥) 57.0
v v v v 58.5 h h; - h! h! +h! - h? 57.1

Table 7: Ablation (%) on Bottleneck dimension of Table 8: Comparison (%) of VTA with plain textual
domain-aware adapter. * denotes input dimension. tuning methods.

Bottleneck Dimension mAP Methods C—F Gains K—C Gains

DA-Adal DA-Ada2 DA-Ada3 DA-Adad Hand-crafted Prompt [79] 526 - 59.5 -
; g 16248 ;ig 2?; Z;;) COOP [8T] 535  +0.9 607 +1.2
i 195 o o s DA-Pro [31] 551 +25 614 419
64+ 256%* 512% 1024 56.6 VTA(Ours) 55.8 +3.2 62.9 +3.4

rider, car, truck, bus, train, and bicycle) ranging from 0.4% to 5.3%. The superior performance shows
the remarkable effectiveness of the DA-Ada in the cross-domain generalization ability.

Cross-FOV Adaptation Scenario Table [I|(K—C) indicates a noticeable 5.3% improvement on the
SOTA DA-Pro [31] by the DA-Ada. As K—C adaptation faces more complicated shape confusion
than C—F, it requests higher discriminability of the model. Therefore, the considerable enhancement
validates that the DA-Ada can efficiently learn robust visual encoder.

Sim-to-Real Adaptation Scenario We report the experimental results on SIM10k — Cityscapes
benchmark in Table [I| (S—C). The proposed DA-Ada achieves the best results of 67.3% mAP,
outperforming the previous best entry HT [[11] 65.5% with 1.8%. The performance of DA-Ada is
superior in the difficult adaptation task, which further demonstrates that our strategy is robust not
only in appearance but also in more complex semantics adaptation tasks.

Cross-Style Adaptation Scenario Additionally, we assess DA-Ada on the more challenging Cross-
Style adaptation, where the semantic hierarchy has a broader domain gap. DA-Ada peaks with 48.0%,
outperforming all the SOTA methods presented in Table 2} demonstrating that injecting cross-domain
information into the visual encoder could benefit the adaptation. Especially, DA-Ada exceeds all the
compared methods on six categories (aeroplane, bike, bird, boat, bus, and sheep), which verifies the
method is effective under challenging domain shifts and in multi-class problem scenarios.

4.3 Ablation Studies

Standard Adapter vs. Domain-aware Adapter We first compare the performance of the domain-
aware adapter with existing adapters, including source-only adapter and domain-agnostic adapter. As
shown in Table |3} while the domain-agnostic adapter surpasses the source-only version by 3.4% ~
5.7% on four benchmarks, applying the domain-aware adapter further improves 2.4% ~ 3.3%
mAP. We further explored the reasons for this advantage, shown in Fig[T|d). Compared with oracle,
the domain-agnostic adapter reaches similar performance on the source domain, but suffers severe
performance drop of 3.7% on the target domain, indicating that it is biased towards the source domain.
While improving the source domain with 0.4%, our method reaches the oracle on the target domain.
The superioir performance indicates the domain-aware adapter not only aligns domain-invariant
knowledge more accurately, but also utilizes domain-specific knowledge to improve the detector’s
discriminative ability on the target domain.

Ablation for Domain-aware Adapter We conduct comprehensive ablation studies on each com-
ponent of the proposed method in Table |4} Only introducing DIA to the backbone attains an mAP
of 53.8%, and optimizing each DIA with an independent discriminator £ 4;, increases 1.0%. This
indicates that learning domain-invariant adapters transfer task-related source knowledge to the target



Table 9: Ablation studies (%) of VTA Table 10: Comparison (%) of computational efficiency on Cross-

on Cross-Weather adaptation. Weather adaptation
DITA L4, DSTA mAP Gains Method Backbone Param (M) Learnable Param (M) mAP Abs. Gains
57.1 - DSS [65] 29.812 29.812 40.9 +4.2
v 57.6 +0.5 CSDA [16] 33.645 33.645 45.3 +6.9
v v 57.9 +0.8 AT [39] 39.225 18.723 50.9 +7.9
v v v 58.5 +1.4 DA-Pro [31] 34.834 0.008 55.9 +3.3
DA-Ada(Ours) 36.620 1.794 58.5 +8.0

domain. Moreover, the DSA boosts the DIA by 1.4% and 2.3% with the help of £ 4., showing that
learning domain-specific knowledge improves the discrimination of the target detection head.

Insertion Site We explicitly study the insertion site of DA-Ada, as shown in Table[5] When single
adapter is applied, inserting the DA-Ada in the shallow block achieves better performance, e.g. DA-
Ada with block 1 obtain 55.1%, surpassing all other insertion sites with block 2/3/4. And increasing
the number of DA-Ada from 1 to 4 leads to steady improvements of 1.8%, 0.8%, 0.8% respectively.

Input and Injection Operation We analyze different input features and injection operations of
DIA/DSA in Table[6] Directly inserting DIA into the visual encoder and directly adding to the output
of each block attains 2.2% improvement, showing the effectiveness of learning domain-invariant
knowledge. However, there is limited performance gain in sending the output F;(h;_1) to DSA. It
indicates that domain-specific knowledge is ignored during feature extraction of the visual encoder.
To this end, inputting h; 1 — F;(h;_1) to DSA receives 56.2%, exhibiting that the DSA can regain
the domain-specific knowledge from the difference. As h! = A!(h;_;) + F;(h;_;) is updated to
be domain-invariant, h;_1 - (hf ) removes domain-invariant parts and appears to be domain-specific.
Therefore, we forward it to DSA and gain an improvement of 0.5%, demonstrating the efficacy
of learning domain-specific knowledge. Additionally, we substitute cross-attention and pixel-level
attention for the direct addition, and gains highest mAP of 57.0% and 57.1%. It reveals that domain-
specific knowledge describes intra-domain properties and is more suitable for refining the extracted
features. For efficiency, we adopt the simpler pixel-level attention as the fusion function.

Bottleneck Dimension We also conduct an ablation study in Table/|to explore the optimal bottleneck
dimension of the DA-Ada. As the dimension increases, the performance peaks 57.1% when the
bottleneck dimension is 1/2 of the input and then appears to decline. We conclude that appropriate
dimensional reduction can filter redundant features while extracting task knowledge.

Textual Tuning vs. Visual-guided Textual Adapter We compare the visual-guided textual adapter
against existing methods, as shown in Table[8] Guided by visual conditions, VTA outperforms SOTA
plain textual tuning methods by margins of 0.7% and 1.5% in two scenarios. Notably, VTA excels in
the challenging Cross-FoV adaptation, suggesting that the visual modality effectively supplements
the limitations of the textual encoder in describing domain attributes.

Ablation for Visual-guided Textual Adapter As shown in Table[9] learning DITA attains an mAP of
57.6%, and by introducing an additional adversarial loss, it achieves 57.9%. Moreover, with DSTA
generating prompts for each domain, it exhibits a full adaptation performance of 58.5%. This shows
that embedding image conditions into textual encoder can promote cross-domain detection.

Computational Efficiency As shown in Table[I0} employing VLM yields a similar parameter scale
while achieving a peak mAP of 58.5%. This indicates that the superior performance of DA-Ada does
not arise from an increase in parameters. Furthermore, DA-Ada achieves the highest absolute gain of
+8.0% with the training of only 1.794M parameters, demonstrating remarkable efficiency.

4.4 Detection Visualization

In Fig. ] we present the comparison of the ground truth boxes (a) and the detection boxes of SOTA
DA-Pro [31](c) and our methods (b)(d) on the target domain. (a.1)(b.1)(c.1)(d.1) are zoomed from
the same region of images (a)(b)(c)(d) for a better view. Fig.[{a.l) presents eight objects in the
cropped region: 6 overlapped cars and a rider with a bicycle. The baseline model only detects two
clear cars in Fig. Ekb. 1). Failing to describe domain information, like weather conditions, it misses
other objects hidden in the fog. In Fig.@{c), the DA-Pro distinguishes the rider and the bicycle and
improves 9.3% mAP with the domain-adaptive prompt. However, it ignores one car on the left of
Fig.@c.1), suffering limited generalization ability due to insufficient domain representation learning
in the visual encoder. Our proposed DA-Ada correctly detects the missing car (labelled in green)
in the cropped region Fig. [d(d.1). By injecting cross-domain information into the visual encoder,
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Figure 4: Detection comparison on the Cross-Weather adaptation scenario. We visualize the ground
truth (a), the detection boxes of SOTA DA-Pro [31]](c) and our methods (b)(d). mAP: mean Average
Precision on the example image

(a) Target Image (b) Traditional Adapter (c) DIA (d) DSA (e) DA-Ada

Figure 5: Feature comparison on the Cross-Weather adaptation scenario. We visualize (a) the target
image and the output feature of (b) traditional adapter, (b) domain-invariant adapter (DIA), (c)
domain-specific adapter (DSA) and (d) domain-aware adapter (DA-Ada).

the DA-Ada enables the model to detect more confidently on two bicycles (83%, 98%) and one
person (91%), compared with DA-Pro’s (79%, 95%) and (89%). These comparison results reveal the
effectiveness of DA-Ada.

4.5 Feature Visualization

In Fig.[5] we visualize the output features of the traditional adapter, the domain-invariant adapter
(DIA), domain-specific adapter (DSA) and the domain-aware adapter (DA-Ada). We sample image
(a) a car and a person in the fog from Foggy Cityscapes. The traditional adapter (b) roughly extracts
the outline of the car. However, affected by target domain attributes, such as fog, background areas
are also highlighted in (b), and the person is not salient. DIA (c) mainly focuses on the object area
and extracts domain-shared task information. DSA (d) mainly focuses on factors related to domain
attributes besides the objects, such as foggy areas. By combining DIA with DSA, DA-Ada (e) extracts
the car and person while reducing the interference of fog in the background. Compared with (b),
objects are more salient in (e), indicating the effectiveness of DA-Ada.

5 Conclusion

In this paper, we propose a novel Domain-Aware Adapter (DA-Ada) for DAOD. As a small learnable
attachment, it transfers highly generalized knowledge the visual-language model provides to cross-
domain information for DAOD. Precisely, it consists of a Domain-Invariant Adapter (DIA) for
learning domain-invariant knowledge and a Domain-Specific Adapter (DSA) for recovering the
domain-specific knowledge from information discarded by the visual encoder. Extensive experiments
over multiple DAOD tasks validate the effectiveness of DA-Ada in inferring a discriminative detector.
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6 Appendix

6.1 Datasets

Cross-Weather Cityscapes [9] contains diverse street scenes captured by a mobile camera in daylight.
The regular partition consists of 2,975 training and 500 validation images annotated with eight classes.
Foggy Cityscapes [54] simulates three distinct densities of fog on Cityscapes, containing 8,925
training images and 1,500 validation images. A standard configuration for cross-weather adaptation
is to take the training set of Cityscapes as the source domain and the training set of foggy Cityscapes
as the target domain, evaluating cross-weather adaptation performance on the 1500-sized validation
set in all eight categories.

Cross-FoV KITTI [18]] is a crucial dataset for self-driving that includes 7,481 photos annotated with
cars. Collected by driving in rural areas and on highways, it provides data with a different Field of
View (FoV). To fairly compare with other methods, we migrate KITTI to Cityscapes solely on the car
category.

Sim-to-Real The synthetic dataset SIM10k [28]] has 10,000 photos from the Grand Theft Auto V
video game with labelled bounding boxes in the class car. We follow existing works to perform this
sim-to-real adaptation and report the performance on the class car.

Cross-Style Pascal VOC [13] is a widely-used real-world dataset containing 2007 and 2012 subsets,
annotated with 20 classes. Clipart [26] is collected from the website with 1000 comical images,
providing bounding box annotations with same classes as Pascal VOC. Following the mainstream
splitting, we use Pascal VOC 2007 and 2012 train-val split with a total of 16,551 images as the source
domain and all Clipart images as the target domain.

6.2 Implementation Details

Following [31], we adapt RegionCLIP(ResNet-50 [22]) with a domain classifier [7] as the baseline.
We use the Faster-RCNN [52] as the detector with the default configurations. Following [[7], one
batch of source images with ground truth and one batch of target domain images are forwarded to
the proposed DA-Ada in each iteration to calculate the detection, adversarial and decoupling loss.
The hyperparameter \g;q, Adita, Adec 18 set to 0.1, 1.0 and 0.1, respectively. We set the batch size of
each domain to 8 and use the SGD optimizer with a warm-up learning rate. Mean Average Precision
(mAP) with a threshold of 0.5 is taken as the evaluation metric. All experiments are deployed on 8
Tesla V100 GPUs.

6.3 Comparison to SOTA methods

We present representative state-of-the-art DAOD approaches for comparison, including feature
alignment and semi-supervised learning methods.

Cross-Weather Adaptation Scenario Table |l 1| (C—F) illustrates that the proposed DA-Ada sur-
passes SOTA DA-Pro [31] by a remarkable margin of 2.6%, achieving the highest mAP over eight
classes of 58.5%. Compared with existing methods, our method significantly improves seven cate-
gories (i.e. person, rider, car, truck, bus, train, and bicycle) ranging from 0.4% to 5.3%. Compared
with the SOTA decoupling method D2-UDA [84]], the DA-Ada attains an improvement of 7.9%
and promotes 3.0 ~ 10.9% on all categories. The superior performance shows modifying domain-
invariant knowledge with domain-specific knowledge could enhance the discriminative capability on
the target domain.

Cross-FOV Adaptation Scenario Table (K—C) indicates a noticeable 5.3% improvement on
SOTA DA-Pro [31]] by the DA-Ada, reaching an astounding peak of 66.7% mAP. As K—C adaptation
faces more complicated shape confusion than C—F, it requests higher discriminability of the model.
Therefore, the considerable enhancement validates that the proposed method can efficiently improve
the discriminability of the visual encoder in new scenarios.

Sim-to-Real Adaptation Scenario We report the experimental results on SIM10k — Cityscapes
benchmark in Table [11] (S—C). The proposed DA-Ada achieves the best results of 67.3% mAP,
outperforming the previous best entry HT [[11]] 65.5% with 1.8%. The performance of DA-Ada is
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Table 11: Comparison (%) with existing methods on Cross-Weather adaptation Cityscapes—Foggy
Cityscapes (C—F), Cross-Fov adaptation KITTI—Cityscapes (K—C) and Sim-to-Real adaptation
SIM10K—Cityscapes (S—C).

C—F K—C S—C
Methods Person Rider Car Truck Bus Train Motor Bicycle mAP mAP mAP
DA-Faster [[7] 29.2 404 434 197 383 285 23.7 32.7 32.0 419 38.2
VDD [68] 334 440 517 339 520 347 342 36.8 40.0 - -
DSS [65] 429 512 536 336 492 189 362 41.8 40.9 42.7 44.5
MeGA [62] 37.7 49.0 524 254 492 469 345 39.0 41.8 43.0 44.8
SCAN [36] 41.7 439 573 287 48,6 487 310 37.3 42.1 458 52.6
TIA [78] 52.1 38.1 497 3777 348 463  48.6 31.1 423 44.0 -
DDF [42] 37.6 455 56.1 307 504 470 311 39.8 423 46.0 443
SIGMA [37] 44.0 439 603 31.6 504 515 31.7 40.6 442 458 53.7
SIGMA++ [38] 46.4 451 61.0 321 522 446 348 39.9 44.5 49.5 577
CIGAR [44] 46.1 473 621 278 56.6 443 33.7 41.3 44.9 48.5 58.5
SAD [82] 38.3 472 588 349 577 483 35.7 42.0 452 - 49.2
OADA [75] 47.8 46.5 629 321 485 509 343 39.8 454 47.8 59.2
CSDA [16] 46.6 463 63.1 281 563 537 331 39.1 45.8 48.6 57.8
HT [11] 52.1 558 675 327 559 49.1 40.1 50.3 50.4 60.3 65.5
D2-UDA [84] 46.9 533 645 389 610 485 426 54.2 50.6 60.3 58.1
AT [39] 56.3 519 642 385 455 551 54.3 35.0 50.9 - -
NSA-UDA [83] 503 60.1 677 374 574 469 473 54.3 527 55.6 56.3
DA-Pro [31] 55.4 629 709 403 634 540 423 58.0 55.9 61.4 62.9

DA-Ada(Ours) 57.8 651 713 431 640 58.6 488 58.7 58.5(+£0.2) 66.7(+£0.3) 67.3(+£0.2)

Table 12: Comparison (%) with existing methods on Cross-Style adaptation task Pascal VOC—Clipart

) - ° o 5 § . = =
S o 9o B B - = 2 2 = 9 s .5
5 £ 2 E % £z 5 35 £ 25 ¢ E 2 5 5 2 £ B .
Methods < @ @ M A A O U U O QA £ =2 & B » B B & mAP

UaDAN [20] 35.0 73.7 41.0 24.4 21.3 69.8 53.5 2.3 34.261.2 31.0 29.547.9 63.6 62.2 61.3 13.9 7.6 48.6239  40.2
TFD [63] 27.9 64.8 28.4 29.5 25.7 64.2 47.7 13.5 47.5 50.9 50.8 21.3 33.9 60.2 65.6 42.5 15.1 40.545.548.6  41.2
DBGL [3] 28.552.3 34.3 32.8 38.6 66.4 38.225.339.947.423.917.9 389 783 61.251.7 262289 56.844.5 41.6
IPD [67] 41.552.7 34.528.1 43.7 58.5 41.8 15.3 40.1 54.4 26.7 28.5 37.7 75.4 63.7 48.7 16.5 30.8 54.5 48.7  42.1
FGRR [4]  30.8 52.1 35.1 32.4 42.2 62.8 42.6 21.4 42.8 58.6 33.5 20.8 37.2 81.4 66.2 50.3 21.529.3 58.247.0 433
UMT [10]  39.6 59.132.4 35.045.1 61.9 484 7.5 46.0 67.6 21.4 29.5 48.275.9 70.5 56.7 25.9 28.9 39.4 43.6  44.1

SIGMA [37] 40.1 55.4 37.4 31.1 54.9 54.3 46.6 23.0 44.7 65.6 23.0 22.0 42.8 55.6 67.2 55.2 32.9 40.8 45.0 58.6  44.5
ATMT [35] 37.563.437.929.845.162.741.2 19.543.7 57.422.9 25.3 39.6 87.1 70.9 50.6 29.1 32.2 58.4 50.5  45.2

CIGAR [44] 35.255.0 39.2 30.7 60.1 58.1 46.9 31.8 47.0 61.0 21.8 26.7 44.6 52.4 68.5 54.4 31.3 38.8 56.5 63.5  46.2
TIA [78]  42.266.0 36.9 37.3 43.7 71.8 49.7 18.2 44.9 58.9 18.2 29.1 40.7 87.8 67.4 49.7 27.4 27.8 57.1 50.6  46.3

SIGMA++ [38] 36.3 54.6 40.1 31.6 58.0 60.4 46.2 33.6 44.4 66.2 25.7 25.3 44.4 58.8 64.8 55.4 36.2 38.6 54.1 59.3  46.7
CMT [60] 39.8 56.3 38.7 39.7 60.4 35.0 56.0 7.1 60.1 60.4 35.8 28.1 67.8 84.5 80.1 55.5 20.3 32.8 42.338.2  47.0

DA-Ada(Ours) 42.3 75.1 48.9 45.9 49.0 71.8 55.6 15.4 50.7 56.6 19.9 20.6 61.3 80.7 73.0 29.2 37.5 21.5 52.5 52.9 48.0(£0.1)

superior in the difficult adaptation task, which further demonstrates that our strategy is robust not
only in appearance but also in more complex semantics adaptation tasks.

Cross-Style Adaptation Scenario Additionally, we assess DA-Ada on the more challenging Cross-
Style adaptation, where the semantic hierarchy has a broader domain gap. DA-Ada peaks with
48.0%, outperforming all the SOTA methods presented in Table It demonstrates that injecting
cross-domain information into the visual encoder could benefit the adaptation. Especially, DA-Ada
exceeds all the compared methods on six categories (aeroplane, bike, bird, boat, bus, and sheep),
which verifies the method is effective under challenging domain shifts and in multi-class problem
scenarios.

6.4 Sensitivity on £z,

Table 13: Sensitivity to hyper-parameters of initialization of Ag;,.

Cityscapes— FoggyCityscapes
Adia 0.01 0.05 0.1 0.5 1.0 10.0
mAP 57.1 57.8 58.5 58.1 58.0 53.4

To select hyper-parameters for the adversarial loss in DIA, we perform experiments of dif-
ferent choices of the weight value Ag,. We conduct the experiment on DA-Ada on
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Cityscapes—FoggyCityscapes adaptation scenarios, as shown in Table[I3] Initialized with 0.01, the
DIA suffers from insufficient learning of domain-invariant knowledge, only attaining 57.1% mAP.
When initialized with 0.05 ~ 1.0, the performance of DA-Ada is similar and achieves the best of
58.5% with \g;, = 1.0. Increasing the Ay, to 10.0 sufferers significant performance degradation.
We attribute this to the model focusing too much on alignment rather than detection.

6.5 Sensitivity on g,

Table 14: Sensitivity to hyper-parameters of initialization of £ g;+,.

Cityscapes— FoggyCityscapes
Adita 0.1 0.5 1.0 5.0 10.0
mAP 58.1 58.2 58.5 57.9 56.9

We also explicitly study the sensitivity of weight value \g4;+, for the adversarial loss in visual-guided
domain prompt, as shown in Table[I4] As the weight value increases, the performance peaks with
Adita = 1.0 and then appears to decline. Since the hand-crafted token "A photo of [CLASS]" provides
a solid prior, the learnable prompt is better initialized in the early stages of training. Therefore, the
proposed model is more robust to the \z;¢, compared to Ag;q.

6.6 Sensitivity on )\ ;..

Table 15: Sensitivity to hyper-parameters of initialization of £ 4.

Cityscapes— FoggyCityscapes
Adec 0.01 0.05 0.1 0.5 1.0
mAP 57.5 57.9 58.5 583 584

We also evaluate the sensitivity of weight value )\, for the decouple loss between DIA and DSA, as
shown in Table[T5] As the weight value increases, the performance rises rapidly until Age. = 1.0 and
then declines smoothly. £4.. decouples domain-invariant and domain-specific knowledge by driving
DIA to be orthogonal to the features extracted by DSA. Therefore, applying the decoupling loss with
the same scale as the adversarial loss can optimize the goal relatively stably.

6.7 Ablation for Multi-scale Down-projector C”

Table 16: Ablation for Different Resolution in Multi-scale Down-projector CP.

Cityscapes— FoggyCityscapes

Resolutions
1 1 1 1 1 mAP
2 1 3 16
v 57.6
v v 57.8
Ve v v 58.3
v v v v 58.5
v v v v v 58.2

Table |16 shows the impact of the different resolutions in multi-scale down-projector CP. The
results indicate that while introducing various resolutions contributes to modeling multi-scale domain
knowledge, inappropriate receptive fields may harm feature extraction performance. Concretely,
we observed that the mAP on the target domain (Foggy Cityscapes) peaks when the number of

down-projectors M is set to 4, and the scaling ratios are {1, %, %, %}, respectively. And further

applying % to CP results in slightly performance degradation. These experiments suggest that
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applying a single convolution or introducing excessive distinct resolutions is unsuitable for learning
domain knowledge, and the choice of resolution requires consideration of the difference in scale
between the source and target domains.

6.8 Image or Instance-level Visual-guided Textual Adapter?

We explore whether to apply the visual-guided textual adapter at the image or instance levels. In
DITA and DSTA, we replace the proposal embedding with the entire image as visual input, and it
achieves 57.8%, suffering a performance drop of 0.7%. This indicates that instance-level alignment
avoids the influence of background on learning domain knowledge in the foreground.

6.9 Evaluation on multiple Baselines

Table 17: Results of multiple Baselines on C—F adaptation.

Baseline w/o DA-Ada with DA-Ada Gains
DSS 40.9 48.1 +7.2
CLIP+Faster-RCNN 42.8 52.6 +9.8

To properly evaluate the method, we introduce Da-Ada to two weaker baselines in We inject DA-
Ada into DSS and attain 7.2% improvement on mAP, showing great efficiency in feature-alignment
methods. For further validation, we first adapt the classification model CLIP to Faster-RCNN to build
a vanilla VLM detector with 42.8% mAP. Then we freeze the backbone and attach DA-Ada to the
detector, achieving 52.6% mAP with an improvement of 9.8%. Experiments show that even with
weak baselines, the proposed DA-Ada shows competitiveness to SOTA methods.

6.10 Performance and Computational Overhead

Table 18: Comparison on performance and computational overhead on C—F adaptation.

Method mAP Inference time(s)/iter Training time(s)/iter Total iter Mem usg.(MB)
Global Fine-tune 53.6 0.40 2.67 25000 12977

DA-Pro 54.6 0.40 1.47 1000 4034

DA-Ada 58.5 0.42 1.61 2500 6046

To verify the effectiveness of DA-Ada, we compare the performance and computational overhead
with global fine-tune and DA-Pro on C—F adaptation. We initial the three methods with the same
VLM backbone. Global fine-tuning has the largest time and memory overhead but only achieves the
lowest performance, indicating the limitations of traditional DAOD methods in optimizing VLM.
Compared with global fine-tuning, DA-Pro significantly reduces time and memory overhead while
improving performance. Furthermore, DA-Ada significantly improves mAP with 4.9% while only
using 6% of the time and 47% of the memory, showing great efficiency in adapting cross-domain
information to VLM.

6.11 Failure Cases

We provide some examples of failure cases on the Cross-Weather adaptation scenario in Fig[6] We
visualize the ground truth (a)(b) and the detection boxes of DA-Ada (c)(d). In (c.1), DA-Ada misses
the car with its headlights on in the fog. Since the source data Cityscapes is collected on sunny days,
few cars turned on their lights in the training set. Therefore, DA-Ada missed such out-of-distribution
data. In (d.1), DA-Ada misses the bicycle and person blocked by other foreground objects. Since
occlusion causes great damage to semantics, this type of missed detection is widely seen in object
detection methods.

6.12 Limitation

Though effective, the proposed DA-Ada is specially designed for the domain adaptive object detection
task, where a labelled source domain and a unlabelled target domain are needed. Currently, the
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(b) Ground Truth . . DA-Ada (Ours)

Figure 6: Examples of failure cases on the Cross-Weather adaptation scenario. We visualize the
ground truth (a)(b) and the detection boxes of DA-Ada (c)(d). (a.1)(b.1)(c.1)(d.1) are zoomed from
corresponding region for better view.

method cannot deal with the setting of multiple source domains or no target domain. We plan to
resolve these problems in our future research.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We state the contribution in the abstract and introduction, and provide experi-
mental results in the last paragraph introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitation of the proposed method in Sec. [6.12] of the
Appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide source code in supplement material.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide source code and instructions in supplement material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detailed the setting of datasets and the implementation in Sec. [6.1]and [6.2]
of the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide error bars in Table[IT] [I2] The error bars are captured by multiple
running with given experimental conditions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the compute works in Sec. [6.2] and discuss the computation
overhead in Sec. of the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original paper that produced the code package or dataset.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

25



	Introduction
	Related Work
	Methodology
	Overview
	Domain-Invariant Adapter (DIA)
	Domain-Specific Adapter (DSA)
	Visual-guided Textual Adapter (VTA)
	Optimization Objective

	Experiment
	Datasets and Implementation
	Comparison to SOTA methods
	Ablation Studies
	Detection Visualization
	Feature Visualization

	Conclusion
	Appendix
	Datasets
	Implementation Details
	Comparison to SOTA methods
	Sensitivity on Ldia
	Sensitivity on dita
	Sensitivity on dec
	Ablation for Multi-scale Down-projector CD
	Image or Instance-level Visual-guided Textual Adapter?
	Evaluation on multiple Baselines
	Performance and Computational Overhead
	Failure Cases
	Limitation


