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Abstract

Training semantic segmenter with synthetic data has been
attracting great attention due to its easy accessibility and
huge quantities. Most previous methods focused on produc-
ing large-scale synthetic image-annotation samples and then
training the segmenter with all of them. However, such a
solution remains a main challenge in that the poor-quality
samples are unavoidable, and using them to train the model
will damage the training process. In this paper, we pro-
pose a training-free Synthetic Data Selection (SDS) strat-
egy with CLIP to select high-quality samples for building
a reliable synthetic dataset. Specifically, given massive syn-
thetic image-annotation pairs, we first design a Perturbation-
based CLIP Similarity (PCS) to measure the reliability of
synthetic image, thus removing samples with low-quality im-
ages. Then we propose a class-balance Annotation Similar-
ity Filter (ASF) by comparing the synthetic annotation with
the response of CLIP to remove the samples related to low-
quality annotations. The experimental results show that using
our method significantly reduces the data size by half, while
the trained segmenter achieves higher performance.

Code — https://github.com/tanghao2000/SDS

Introduction
Semantic segmentation is a fundamental task in computer
vision (Chen et al. 2017a; He et al. 2017; Liu et al. 2018;
Zhao et al. 2017). Its goal is to assign semantic labels to each
pixel in an image, which is crucial for applications such as
autonomous driving (Liu et al. 2020), semantic editing (Ling
et al. 2021), and medical image segmentation (Ronneberger,
Fischer, and Brox 2015).

With the increasing demand for large-scale datasets in
semantic segmentation tasks, the use of synthetic data
has attracted widespread attention from researchers. Pre-
vious researchers utilize Generative Adversarial Networks
(GANs) (Creswell et al. 2018) and their variants, like
DatasetGAN (Zhang et al. 2021) and BigDatasetGAN (Li
et al. 2022) to effectively generate synthetic dataset, thereby
reducing manual annotation. In recent years, Denoising Dif-
fusion Probabilistic Models (DDPMs) (Ho, Jain, and Abbeel
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Figure 1: Comparison of synthetic data training methods. (a)
Previous methods use all the synthetic data to train a seg-
menter. (b) Our training-free synthetic data selection method
(SDS) selects higher-quality samples to train the segmented,
where we select images with significant text-to-image simi-
larity differences before and after mixed image patches.

2020; Rombach et al. 2022) have achieved astonishing text-
to-image synthesis ability. Such models are also utilized
in sample generation for semantic segmentation and can
be divided into two pipelines: mask-to-image (Xue et al.
2023; Yang et al. 2024) and image-to-mask (Wu et al. 2023;
Nguyen et al. 2024). The mask-to-image pipeline can ensure
the accuracy of annotations, but time-consuming with man-
ual annotations. Instead, the image-to-mask method does
not need human annotation at all, providing a more effi-
cient pipeline. For example, DiffuMask (Wu et al. 2023) and
Dataset-Diffusion (Nguyen et al. 2024), which effectively
generate abundant pairs of synthetic images and annota-
tions. Specifically, DiffuMask (Wu et al. 2023) leverages the
cross-attention mapping text to image and trains the Affinity
Net (Ahn and Kwak 2018) to extend text-driven image syn-
thesis to semantic mask generation. Furthermore, Dataset-
Diffusion (Nguyen et al. 2024) makes innovations based on
DiffuMask. It rewrites prompts by a large language mode
(LLM), generating realistic images and simultaneously pro-
ducing corresponding segmentation masks. Note that after
generating massive samples, these methods use all the sam-
ples to train the segmenter.



However, it is hard to control the generation process of the
synthetic samples (synthetic image-annotation pairs), mak-
ing it inevitable to generate samples whose distribution or
domain is different from real samples, i.e., low-quality sam-
ples. In this case, training the segmenter with them makes it
easy to learn unreliable information, impeding the segmen-
tation performance, as shown in Fig. 1(a). Therefore, if we
can recognize and select high-quality samples, i.e., find im-
ages fitting the distribution of the real-world image, and with
accurate synthetic annotation, the effectiveness of the whole
training process would be better guaranteed.

Based on the above analysis, we propose a training-
free Synthetic Data Selection (SDS) strategy with the Con-
trastive Language Image Pretraining (CLIP) model (Radford
et al. 2021) to select high-quality samples, as shown in Fig. 1
(b). Our intuition is that CLIP is trained on a large amount of
real data. In theory, it fits the distribution of real data, making
it possible to distinguish whether the synthetic image (Wang,
Chan, and Loy 2023) belong to the same distribution of real
images. To evaluate it, We randomly select several synthetic
images using the Dataset-Diffusion (Nguyen et al. 2024) and
calculate the text-to-image similarity. As shown on the left
bar chart in Fig. 1 (b), we find that all of them generate high
text-to-image similarities, which is hard to regard as a con-
fidence metric directly. Then we mix up the order of the
image patches (Lee et al. 2024) and re-calculate the simi-
larities. The results show a significant difference among the
images, as shown on the right bar chart in Fig. 1(b). Con-
sidering the CLIP model is pre-trained with the natural ob-
ject order of images, using the image with mixed patches as
input, the text-to-image similarity should be low since mix-
ing operation damages object structures, the model cannot
receive common object relationships or the proper object or-
der in the image. On the contrary, if the text-to-image simi-
larity of patch-mixed images remains high, it can be treated
as that the CLIP model relies on uncommon or even incor-
rect object relationships, i.e., unrepresentative information
in the image makes the network produce high-confidence
decisions. Such samples are unreliable in training a model.
Therefore, we claim that a high-quality image should have
low text-to-image similarity after mixing patches, while a
low-quality image should have high similarity after mixing
patches.

Following our observations, we design a Perturbation-
based CLIP Similarity (PCS) approach to select reliable syn-
thetic data for training semantic segmenter. Specifically, we
first calculate text-to-image similarities for the original im-
age and the patch-mixed image, respectively. For a high-
quality image, its text-to-image similarity with the origi-
nal patches should be high to guarantee it has the correct
classes and objects. Meanwhile, its text-to-image similarity
with mixed patches should be low to ensure it shares a sim-
ilar distribution with real images. To accurately quantify the
similarity degree, we use the similarity difference between
the original patches and mixed patches to replace only con-
sidering the similarity of the mixed patches. The similarity
difference is defined as the PCS score in this paper. Only
samples that satisfy the above two rules will remain for fur-
ther processing.

Besides, it is necessary for a high-quality sample to re-
quire both high-quality images and annotations. The above
module only selects high-quality images, ignoring the an-
notation quality, as shown in Fig. 1, the PCS score of the
boat is high, but it mistakenly labeled the wave as the boat.
To solve this problem, we propose a class-balance Anno-
tation Similarity Filter (ASF) to remove low-quality anno-
tation samples by comparing the synthetic annotation with
the response of CLIP. While selecting the synthetic images,
we utilize the generation ability of CLIP to generate a set
of reference annotations. Considering that the quality of an-
notations varies among different classes, we classify them
into different groups and finally select high-quality anno-
tation samples by computing the mIoU between reference
annotations and synthetic annotations.

To evaluate the effectiveness of our selection strategy, we
use our approach to select samples from synthetic datasets
to train the segmenter and then evaluate the performance
on two real-world datasets, PASCAL VOC 2012 (Evering-
ham et al. 2015) and MS COCO 2017 (Lin et al. 2014). Ex-
perimental results show our method achieves higher perfor-
mance while significantly reducing the dataset scales.

In summary, the contributions of our work are as follows:

• We observe that CLIP has different performances on
different samples in synthetic data. Based on this, we
propose a training-free Synthetic Data Selection (SDS)
pipeline that can effectively select synthetic samples.

• We design a Perturbation-based CLIP Similarity (PCS)
method based on CLIP to select high-quality synthetic
images. In addition, we also propose a class-balance An-
notation Similarity Filter (ASF) module that compares
synthetic annotations with the response of CLIP to re-
move samples associated with low-quality annotations.

• The experiment shows that with our data selection
pipeline, the number of datasets is significantly reduced,
and better performance is achieved in training segmenter,
e.g., the synthetic training dataset can be reduced by half
but generate a 3% mIoU increase to 62.5% when evalu-
ating on the Pascal VOC 2012 dataset.

Related Work
Fully Supervised Semantic Segmentation
Semantic segmentation is a pixel-level image analysis tech-
nique aimed at identifying and differentiating objects of all
classes in an image, precisely locating them within the im-
age. Currently, mainstream semantic segmentation methods
primarily fall into two categories: fully convolutional neu-
ral networks (FCN) (Long, Shelhamer, and Darrell 2015)
and Transformer-based approaches. Among them, FCN in-
cludes models such as U-Net (Ronneberger, Fischer, and
Brox 2015), SegNet (Badrinarayanan, Kendall, and Cipolla
2017) and the DeepLab series (Liang-Chieh et al. 2015;
Chen et al. 2017a,b, 2018), and Mask2Former (Cheng et al.
2022) for Transformer-based methods. All these methods
are trained with images collected from real-world with man-
ual pixel-level annotations, while in this work, we focus on
synthetic image-annotation pairs.
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Figure 2: Overview of our Synthetic Data Selection (SDS) framework. (1) The initial synthetic dataset consists of 40k image-
annotation pairs generated by a generative model. (2) Our SDS includes two modules: PCS and ASF. In the PCS module, the text
caption and original image are encoded to feature represents Ft and Fx. For patch-mixed image, the multi-level patch-mixed
strategy are designed to obtain Fx̂j

. We calculate the text-to-image similarity and select image samples with high similarity
and high PCS scores. In the ASF module, we design the rule (a) and (b) to calculate the mIoU between synthetic annotations
and the response of CLIP. The mIoU scores are sorted and we select the Top n annotation samples. (3) The selected dataset
remaining 26k images-annotation pairs are used to train a segmenter.

Synthetic Data for Semantic Segmentation
Semantic segmentation of synthetic data is predominantly
executed through image-to-mask and mask-to-image meth-
ods. For image-to-mask, DiffuMask (Wu et al. 2023) ex-
ploits cross-attention maps between text and images and
trains an Affinity Net to generate pixel-level annotations.
Dataset-Diffusion (Nguyen et al. 2024) removes the Affinity
Net and rewrites prompts by LLM, which only utilizes the
diffusion model to generate accurate segmentation masks
for synthetic images. For mask-to-image, FreestyleNet (Xue
et al. 2023) introduces Rectified Cross-Attention (RCA),
seamlessly integrating semantic masks into the image gener-
ation process. FreeMask (Yang et al. 2024) makes improve-
ments based on FreestyleNet. It significantly improves the
performance of semantic segmenter by filtering noise and
prioritizing the sampling of hard-to-learn masks.

Method
Problem Setting
We first utilize LLM to generate captions for real images.
Then, images and their captions are input to the genera-
tive model (Nguyen et al. 2024) to synthetic the dataset
D = (Xm, Ym)Mm=1, where Xm is the image and Ym is
the corresponding annotation. These images and annotations
capture both the semantic and location information of the
target classes C = {c1, c2, ..., cL}, where L represents the
number of classes. Our objective is to select high-quality

samples from D to perform a reliable synthetic dataset
Df = (Xm, Ym)

Mf

m=1, where Mf represents the number of
selected samples. Finally, we can train a segmenter with Df .

Overview
The overall framework of our approach is shown in Fig. 2,
which can be divided into the following steps:
1) We generate massive synthetic images with correspond-

ing annotations following Dataset-Diffusion (Nguyen
et al. 2024). The original synthetic images are input to
our PCS module to evaluate their quality by comparing
the similarity and our designed PCS scores. We select
high-fidelity images that exhibit both high similarity and
PCS scores.

2) Meanwhile, the reference annotation for each image is
generated using softmax Class Activation Maps (Lin
et al. 2023). Both the reference annotations and the syn-
thetic annotations are input into the ASF module to as-
sess their quality. We select reliable annotations based
on our designed mIoU-based rule.

3) We combine the selected images from the PCS module
with annotations from the ASF module to create a reli-
able dataset for training a segmenter.

Synthetic Dataset Generation
Recent studies indicate that high-quality and diverse results
can be synthesized by training large-scale text-to-image dif-



fusion models. Motivated by this, we adopt the most recent
work Dataset-Diffusion (Nguyen et al. 2024), to synthesize
additional training image-annotation pairs based on the pro-
vided real datasets. Specifically, for each real image, we gen-
erate K captions through the LLM, such as ChatGPT (Ope-
nAI 2023), then captions are input to the diffusion model to
obtain K synthetic images. Meanwhile, the corresponding
annotations are generated using the attention maps from the
diffusion model. These synthetic samples (image-annotation
pairs) build an initial dataset.

Perturbation-based CLIP Similarity (PCS)
A straightforward way to evaluate image quality is to use
the CLIP model to calculate the cosine similarity between
the text prompt features and the corresponding image fea-
tures directly. Specifically, the text prompt T and the image
X are input into the text encoder fθ and image encoder gθ,
respectively, obtaining two feature representations:

Ft = fθ(T ), Fx = gθ(X), (1)

where Ft ∈ R1×d and Fx ∈ R1×d are the feature represen-
tations of the text prompt T and the image X , respectively,
where d is the channel number.

The common text-to-image similarity Sx ∈ [0, 1] is cal-
culated as:

Sx =
FtF

⊤
x

∥ Ft ∥ · ∥ Fx ∥
, (2)

where ⊤ represents the matrix transpose, and ∥ · ∥ repre-
sents the l2 norm. Our experiments indicate that synthetic
data usually have high text-to-image similarity, so only rely-
ing on Eq. (2) cannot evaluate the quality of synthetic data.

To address this problem, we propose Perturbation-based
CLIP Similarity (PCS). Perturbing in synthetic images can
be achieved through image transformations such as pixel-
mixed, patch-mixed, or random occlusion. Each strategy
possesses distinct characteristics. With pixel-mixed, the
mean color of the image is maintained, but it becomes diffi-
cult to discern the object feature. Patch-mixed disrupts the
shape of the object in the image but preserves local fea-
tures through the patches. Random occlusion allows for the
preservation of partial information. But, when the object is
not exceptionally large, it may fully occlude the object (Lee
et al. 2024). In our PCS module, we need both the object
features in images before and after perturbation. Therefore,
we apply the patch-mixed strategy in our method, which di-
vides an image into patches with different scales and then
mixes the order of patches as new images to keep semantic
integrity.

Specifically, given an original image X ∈ RH×W×3,
we design a multi-level patch-mixed strategy, which sets
Ns patch scales and produces No different patch orders
for each scale to mitigate the influence of the random. If
we only perform once patch-mixed on the image, differ-
ent patch sizes and orders will lead to unstable similarity
and affect the reproducibility of the experiment. Finally, we
can generate Ns ×No new mixed images. In detail, to gen-
erate the j-th mixed image, suppose the original image is

Figure 3: Visualization of selected images. High-quality im-
ages are with green box and low-quality with red box.

divided into n patches and the produced random patch or-
der is {j1, j2, ..., jn}, for example, 4 patches with the order
{2, 1, 4, 3}, then the mixed image is defined as follows:

Xj = {patchj1 , patchj2 , . . . , patchjn}, (3)

where patchj∗ means the j∗ patch in the original image. Xj

is the j-th mixed image, and j ∈ {1, 2, . . . , Ns ×No}. For
each Xj , we obtain the visual feature Fx̂j = gθ(Xj) through
Eq. (1). Then, we compute the similarity between the mixed
image and the text as follows:

Sx̂j =
FtF

⊤
x̂j

∥ Ft ∥ · ∥ Fx̂j
∥
. (4)

Finally, we average all similarities computed from Ns ×
No patch-mixed images as follows:

Sx̂ =
1

Ns ×No

Ns×No∑
j=1

Sx̂j , (5)

Sx̂ is the averaged similarity, it integrates representative in-
formation from multiple mixed images, making the similar-
ity more reliable. With the averaged similarity Sx̂ and text-
to-image similarity Sx, we design Perturbation-based CLIP
Similarity to select high-quality samples:

G(x) = {x | Sx > τs, PCS(x, x̂) > τPCS} , (6)

where
PCS(x, x̂) = Sx − Sx̂, (7)

In Eq. (6), G(x) is the selected image set that includes im-
ages maintaining both high text-to-image similarity and high
PCS score, τs and τPCS are thresholds. Eq. (7) computes
the PCS score for the images. The selected images have
two advantages: a) rich semantics of objects, the condition
Sx > τs ensures a strong correlation between the seman-
tics of the object and text prompt; b) Fit the real distribu-
tion, PCS(x, x̂) > τPCS ensures synthetic images fit in a
similar distribution with real images and contain represen-
tative information. As shown in Fig. 3, the selected images



(a)

(b)
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Figure 4: Visualization of low-quality annotation examples.
(a) Synthetic Images. (b) Synthetic Annotations. (c) Refer-
ence Annotations from CLIP.

are highlighted with the green box. We observe that the im-
ages in the green box are visually pleasant, objects in such
images contain relatively rich semantics. Yet, the images in
the red box are less realistic, and our PCS can help discard
these low-quality samples.

Class-balance Annotation Similarity Filter (ASF)
Due to the limitations of the generative models, the syn-
thetic annotations unavoidably contain multiple objects that
are relatively inaccurate (Nguyen et al. 2024). As shown in
Fig. 4(b), there are some low-quality annotation examples.
To remove these samples, we propose a class-balance An-
notation Similarity Filter (ASF). The most important met-
ric for evaluating annotations is mIoU which measures the
degree of overlap between two segmentation regions, with
higher values indicating better segmentation accuracy. Ow-
ing to the synthetic images not being manually annotated,
we generate a set of reference annotations for the selected
images in previous section from CILP, following (Lin et al.
2023).

Considering the impact of the class, our ASF module fol-
lows two rules: a) The quality of annotations containing
fewer classes is generally higher. To balance the number of
classes in an annotation, we should group the dataset ac-
cording to the class numbers in an annotation; b) The qual-
ity of annotations among the classes is unbalanced, e.g., im-
ages of the monitor have coarse annotations while images of
sheep all have accurate annotations. Thus, we should group
the dataset according to the object class in an annotation to
prevent the classes with all low-quality annotations from be-
ing completely removed in the selection process. We define
Y num and Y cls to represent two grouped annotations based
on the above two rules, respectively:

Y num =
{
Y num
1 , Y num

2 , . . . , Y num
q , . . . , Y num

Q

}
, (8)

Y cls =
{
Y cls
1 , Y cls

2 , . . . , Y cls
r , . . . , Y cls

R

}
. (9)

In Eq. (8), Y num
q is the q-th grouped annotation subset in

Y num, where q ∈ {1, 2, .., Q}. Q represents the maximum

number of simultaneous classes among all the images. For
example, Q = 6 means up to six classes appear among all
images. Y cls

r is the r-th subset in Y cls and r ∈ {1, 2, .., R}.
R represents the maximum index of classes in the dataset,
e.g., R = 20 means the 20th class in the dataset. Then for
each subset, we calculate the mIoU score as follows:

Unum
q =

{
Unum
q1 , Unum

q2 , . . . , Unum
qmax

}
, (10)

U cls
r =

{
U cls
r1 , U cls

r2 , . . . , U cls
rmax

}
, (11)

where Unum
qi is the mIOU score for the i-th image in the

Y num
q . Similarly, U cls

rj is the mIoU for the j-th image in the
Y cls
r . qmax and rmax are the maximum numbers of the cor-

responding grouped annotations. The Unum
qi and U cls

rj are
computed as follows:

Unum
qi = mIoU(Y num

qi , Ŷ num
qi ), qi ∈ {q1, q2, ..., qmax} , (12)

U cls
rj = mIoU(Y cls

rj , Ŷ cls
rj ), rj ∈ {r1, r2, ..., rmax} , (13)

where Y num
qi and Y cls

rj are synthetic annotations, Ŷ num
qi

and Ŷ cls
rj are reference annotations generated from CLIP. A

higher mIoU score means the synthetic annotation is more
reliable. Note that each element index in Y num

q and Unum
q

is a one-to-one correspondence. Hence, we can use the mIoU
set, Unum

q , to select the annotations from Y num
q , i.e., anno-

tations with Top n mIoU scores in each grouped annotation
remain to build a new subset, and all other annotations are
removed, as follows:

Topn(Y
num
q ) =

{
Y num
qk1

, Y num
qk2

, . . . , Y num
qkn

}
,

where Unum
qk1

≥ Unum
qk2

≥ · · · ≥ Unum
qkn

.
(14)

For annotation set Y cls
r , we obtain Topn(Y

cls
r ) following

the above process. The reliable annotation set is selected as:

H(Y ) =
{
Y | Y ∈ Topn(Y

num
q ) ∪ Topn(Y

cls
r )

}
(15)

where H(Y ) represents the selected annotation set which is
the union of Topn(Y

num
q ) and Topn(Y

cls
r ).

Finally, we combine the two modules to build a reliable
synthetic training dataset consisting of high-fidelity images
with their corresponding high-quality pixel-level semantic
annotations.

Experiments
Dataset and Evaluation Metrics
We evaluate our method on PASCAL VOC 2012 (Evering-
ham et al. 2015) and MS COCO 2017 (Lin et al. 2014).

PASCAL VOC 2012 has 20 object classes and 1 back-
ground class, which is augmented by SBD (Hariharan et al.
2011) to obtain 10,584 training, 1,449 validation, and 1,456
test images. For the synthetic dataset, we follow Dataset
Diffusion (Nguyen et al. 2024) to produce 40k image-
annotation pairs as the initial dataset. After applying SDS
on the initial dataset, 26k high-quality samples are selected
to form the SDS-VOC dataset.



Method Segmenter Backbone Data Size mIoU (%)

VOC’s training (Everingham et al. 2015)

DeepLabV3 (Chen et al. 2017b)

ResNet50
11.5k 77.4

Dataset Diffusion (Nguyen et al. 2024) 40k 58.1*
SDS-VOC (Ours) 26k 60.4

VOC’s training (Everingham et al. 2015)
Resnet101

11.5k 79.9
Dataset Diffusion (Nguyen et al. 2024) 40k 56.9*

SDS-VOC (Ours) 26k 59.1

VOC’s training (Everingham et al. 2015)

Mask2Former (Cheng et al. 2022) Resnet50

11.5k 77.3
DiffuMask (Wu et al. 2023) 60k 57.4

Dataset Diffusion (Nguyen et al. 2024) 40k 57.8*
SDS-VOC (Ours) 26k 59.8

Dataset Diffusion (Nguyen et al. 2024) CDL (Zhang et al. 2023) Resnet101 40k 59.6*
SDS-VOC (Ours) 26k 62.5

Table 1: Comparisons with other methods on the PASCAL VOC 2012 dataset. * means our reproduced results.

Method Segmenter Backbone Data Size mIoU (%)

COCO’s training (Lin et al. 2014)

DeepLabV3 (Chen et al. 2017b)

ResNet50
118k 48.9

Dataset Diffusion (Nguyen et al. 2024) 80k 28.7*
SDS-COCO (Ours) 50k 31.0

COCO’s training (Lin et al. 2014)
Resnet101

118k 54.9
Dataset Diffusion (Nguyen et al. 2024) 80k 29.2*

SDS-COCO (Ours) 50k 31.8

Dataset Diffusion (Nguyen et al. 2024) CDL (Zhang et al. 2023) Resnet101 80k 30.3*
SDS-COCO (Ours) 50k 33.4

Table 2: Comparisons with other methods on the MS COCO 2017 dataset. * means our reproduced results.

MS COCO 2017 contains 80 object classes and 1 back-
ground class with 118k training and 5k validation images.
Similarly, we follow Dataset Diffusion to obtain 80k syn-
thetic image-annotation pairs and then use our method to get
50k high-quality samples to form the SDS-COCO dataset.

The mean Intersection over Union (mIoU) is used as the
evaluation metric.

Implementation Details
Model settings: We employ the CLIP pre-trained model
ViT-B-16 with our method to select high-quality sam-
ples. We involve three segmenters for evaluation:
DeepLabv3 (Chen et al. 2017a), Mask2Former (Cheng
et al. 2022), and CDL (Zhang et al. 2023). All segmenters
follow the default settings in the original paper.

Hyperparatemers: In Perturbation-based CLIP Similar-
ity (PCS), Ns ∈ {8, 16, 32} represents the patch scale. No

is the number of patch orders, we set No = 3. In Eq. 6,
thresholds τs and τPCS are set to 0.8 and 0.1, respectively.
In class-balance Annotation Similarity Filter (ASF), we set
n to 0.6 × the number of samples within groups in Eq. (15),
i.e., top 60% samples are selected. All experiments are run-
ning on NVIDIA RTX 3090 GPUs.

Performance Comparison
Table 1 presents the evaluation results of three segmenters.
The datasets used in Table 1 are divided into three types, (1)
real dataset; (2) initial datasets where samples are generated

by diffusion models (Dataset Diffusion); (3) SDS dataset,
comprising only high-quality samples selected from the ini-
tial dataset. From comparison, our method achieves 62.5%
mIoU when compared to the Dataset diffusion of 59.6%
mIoU. Further, ours outperforms DiffuMask by 2.4% mIoU
using the same ResNet50 backbone. The results reveal the
diffusion model produces many noise samples which hin-
der the semantic segmentation, with our method, only high-
quality samples remain, and achieve better performance.

Fig. 5 shows our predicted annotation results on the vali-
dation set of VOC, which overall align with the ground truth.

MS COCO 2017: Table 2 shows the performance on two
segmenter. The dataset settings are the same as above. Our
method achieves a promising result of 33.4% mIoU com-
pared to 30.3% mIoU of the Dataset Diffusion.

Ablation Studies
We select DeepLabV3 (Chen et al. 2017b) with ResNet50 as
the segmenter. All experiments are conducted on the PAS-
CAL VOC 2012 dataset unless otherwise stated.

Effectiveness of Each Module in SDS: Table 3 demon-
strates the effectiveness of each module in SDS by progres-
sively adding PCS and ASF. It can be seen both PCS and
ASF bring increased performance. By combining PCS and
ASF to select a dataset for training segmenter, the segmenter
has the best result, reaching 60.4% mIoU. PCS module se-
lects high-quality images and the ASF module selects high-
quality annotations, which are complementary and consis-
tent with our design targets.



(a)

(b)

(c)
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Figure 5: Segmentation results on the PASCAL VOC 2012
validation set. (a) Images. (b) Ground-truth annotation. (c)
Predicted annotation from Dataset Diffusion. (d) Our pre-
dicted annotation.

base PCS ASF mIoU (%)

✓ 58.1
✓ ✓ 59.5
✓ ✓ ✓ 60.4

Table 3: Effectiveness of PCS and ASF modules.
“base” means the synthetic dataset of Dataset
Diffusion.

Ns No mIoU (%)

{8} 3 59.9
{16} 3 60.2
{32} 3 59.5

{8, 16, 32} 3 60.4

Table 4: Ablation studies of multi-
level patch-mixed strategy.

Moreover, we make a comparison of our proposed PCS
score between the real dataset and the initial synthetic
dataset. As shown in Fig. 6, the proportion of low PCS
scores in the synthetic dataset is much higher than that in
the real dataset, which indicates that using PCS is an effec-
tive method to evaluate the image quality.

Multi-level Patch-mixed Strategy: Table 4 illustrates the
influence of Ns and No in Multi-level Patch-mixed Strat-
egy. Ns represents the scales of patches in the image and
No represents the number of orders for each scale. It can be
observed that the optimal result is achieved when we take
average of Ns patch scales and set the No = 3.

Effectiveness of Rules in ASF Module: Table 5 demon-
strates the effectiveness of each rule in the ASF module. We
observe that both Rule (a) and Rule (b) bring increased per-
formance, which indicates the necessity of our class-balance
strategy.

Data Size and the Performance of Segmenter: Table 6
illustrates the relationship between data size and the seg-
menter performance. Our method can reduce the synthetic

51%
45%

5%

37%

19%

44%

PCS in Real Dataset PCS in Synthetic Dataset

Figure 6: A significant difference in PCS scores between the
real dataset and the synthetic dataset.

Direct Rule (a) Rule (b) mIoU (%)

✓ 57.5
✓ 59.2

✓ 59.6
✓ ✓ 60.4

Table 5: Effectiveness of rules in ASF module.
“Direct” means calculating the mIoU in all syn-
thetic annotations and taking annotations with
Top n mIoU scores.

Data Size 40k 30k 26k 15k

mIoU (%) 58.1 59.7 60.4 58.0

Table 6: The relationship between data size and the per-
formance of segmenter.

training dataset by half but generate a 2.3% mIoU increase.

Conclusion
In this work, we propose a training-free Synthetic Data Se-
lection (SDS) method with CLIP to select high-quality sam-
ples from synthetic dataset. To achieve this, we design two
novel modules: the PCS module, which introduces Pertur-
bation in images and selects high-quality images without
incorrect object relationships, and the ASF module, which
applies a class-balance strategy and selects high-quality an-
notations based on mIoU scores. With our two process-
ing strategies, the segmenter trained on the selected dataset
achieves a better performance.
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