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Abstract
Text-conditioned image generation models have
recently achieved astonishing results in image
quality and text alignment and are consequently
employed in a fast-growing number of applica-
tions. Since they are highly data-driven, relying
on billion-sized datasets randomly scraped from
the web, they also reproduce inappropriate human
behavior. Specifically, we demonstrate inappro-
priate degeneration on a large-scale for various
generative text-to-image models, thus motivating
the need for monitoring and moderating them at
deployment. To this end, we evaluate mitigation
strategies at inference to suppress the generation
of inappropriate content. Our findings show that
we can use models’ representations of the world’s
ugliness to align them with human preferences.

Warning: This paper contains sexually explicit imagery,
discussions of pornography, and other content that some
readers may find disturbing, distressing, and/or offensive.

1. Introduction
Next to text-generative models such as ChatGPT, image-
generative models are becoming increasingly prevalent and
seeing growing adoption in commercial services such as
stockimagery and graphic design. Due to their large-scale
self-supervised training paradigm they retain general knowl-
edge implicitly present in the data and are able to generate
high fidelity images faithful interpretations to the users’
prompts. However, their learning setup, which includes
large-scale unfiltered data (Schuhmann et al., 2022; Birhane
et al., 2021), also leads to degenerated and biased behavior
(Schramowski et al., 2023), calling for mitigation strate-
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gies and the moderation of generative models in deployed
systems. Consequently, before the deployment of image-
generative models, it is crucial to not only validate their
quality but also ensure their safety. This necessitates the
assessment of appropriate guardrails, which should be tai-
lored to the specific application at hand. Previous work
in this domain has primarily relied on anecdotal evidence,
lacking quantifiable measures that take multiple models
and architectures into account. Indeed, Schramowski et al.
(2023) proposed an empirical benchmark but limited their
evaluation to a single Stable Diffusion version.

To help the development of effective mitigation strategies
and moderation techniques for image-generative models in
real-world systems, we here present a comprehensive as-
sessment of inappropriate degeneration across numerous
open-source models and architectures. More precisely, we
investigate how effectively these models can be instructed
to suppress inappropriate content using the knowledge ob-
tained about the world’s ugliness. Our findings suggest that
safety mitigation of text-to-image generators can be per-
formed through direct instructions at inference for various
types of models. In total, we generated and evaluated over
1.5M images for 11 different models, thereby providing a
large-scale investigation of the topic.

2. Instructing Models on the World’s Ugliness
Visual Moderation. There exist multiple approaches for
mitigating inappropriate degeneration of generative models.
Previous research has identified four major methods. The
first approach involves filtering the training data to remove
problematic content entirely (Nichol et al., 2022). However,
large-scale dataset filtering can have unexpected side effects
on downstream performance as demonstrated by Nichol et al.
(2022). Moreover, determining what constitutes inappropri-
ate content is highly subjective and dependent on various
external factors such as individual and societal norms as
well as the specific use case of the application. Develop-
ing a dedicated model with data filtering tailored to each
definition of inappropriateness is difficult, if not impracti-
cal, particularly as it would require retraining pre-existing
models from scratch. To overcome this limitation, a second
approach involves finetuning a pre-trained model to erase
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Figure 1: Examples of inappropriate degeneration and their mitigation across various models. From left to right each batch shows the
original image and the instruction-based suppression with SEGA and negative prompting. Prompts are taken from the inappropriate-image-
prompts (I2P) dataset. Images displaying nudity were blurred by the authors. (Best viewed in color)

inappropriate concepts (Gandikota et al., 2023). While this
method requires lower computational resources compared
to training an entire model, it is still constrained in its abil-
ity to account for diverse definitions of inappropriateness.
Another relevant approach, particularly for deployed appli-
cations, involves implementing input and output filters1. In
hosted inference services, input prompts are typically fil-
tered for banned keywords, and the generated images are
scanned for inappropriate content before being presented
to users. Although this approach restricts the availability
of unwanted content, it has some drawbacks. Schramowski
et al. (2023) have demonstrated that inappropriate degener-
ation can occur unexpectedly for prompts lacking explicit
descriptions of any problematic concepts. Therefore, input
filters are prone to missing these implicit correlations. Addi-
tionally, the generation and subsequent discarding of images
not only wastes computational resources but can also result
in a frustrating user experience.

In contrast, we here explore the idea of leveraging a model’s
learned representations of inappropriate content for miti-
gation of such material. We focus on explicit instruction
approaches that provide textual descriptions to the model
regarding undesired concepts during the image generation
process. This results in both high flexibility and customiz-
ability, as the instruction prompt can be easily modified
to adapt to different requirements. Consequently, the user
remains involved in the process and the method enables
seamless deployment across various architectures. As such
instruction-based methods also facilitate large-scale evalua-
tion across models.

Classifier Free Guidance. Before going into detail on dif-
ferent instruction methods for image generation, we need
to establish some fundamentals of text-to-image diffusion
models (DMs). Intuitively, image generation starts from
random noise ϵ, and the model predicts an estimate of this
noise ϵ̃θ to be subtracted from the initial values. This re-
sults in a high-fidelity image x without any noise. Since
this is a complex problem, multiple steps are applied, each
subtracting a small amount (ϵt) of the predictive noise, ap-

1https://www.technologyreview.com/2023/02/24/1069093/

proximating ϵ. For text-to-image generation, the model’s
ϵ-prediction is conditioned on a text prompt p and results in
an image faithful to that prompt. To that end, DMs employ
classifier-free guidance (Ho & Salimans, 2022), a condi-
tioning method using a purely generational diffusion model,
eliminating the need for an additional pre-trained classifier.
The noise estimate ϵ̃θ uses an unconditioned ϵ-prediction
ϵθ(zt) which is pushed in the direction of the conditioned
estimate ϵθ(zt, cp) to yield an image faithful to prompt p.

Instructing Text-to-Image Models on Safety. We now
consider two different instruction approaches extending the
principles of classifier-free guidance. Both methods rely on
a secondary text prompt s that describes concepts to sup-
press during generation. First, negative prompting replaces
the unconditioned ϵ-prediction ϵθ(zt) with one conditioned
on s: ϵθ(zt, cs), thus moving away from the inappropriate
concepts. This approach is intuitive and easy to implement,
however offers limited control over the extent of content sup-
pression. Additionally, we use Semantic Guidance (SEGA)
(Brack et al., 2023) which is a powerful method for image
manipulation based on additional text prompts. SEGA adds
an additional guidance term to ϵ̃θ that allows us to steer
the generation away from s, while keeping changes to the
original image minimal.

3. Assessment of Inappropriate Degeneration
Experimental Protocol. In our large-scale evaluation we
included 11 text-to-image models that can be organized in
four categories. 1) Different version of Stable Diffusion
(SD), 2) selected, popular checkpoints of SD that are further
tuned for specific use cases, 3) models extending SD by
aligning the generative module to a new text encoder with
additional capabilities and 4) other architectures using diffu-
sion on quantized latent spaces or pixel-level. We provide
detailed background information in App A.

For each model, we considered three distinct setups: the
base model, mitigation with negative prompts and with
SEGA. For evaluation we used the inappropriate-image-
prompts dataset (I2P) (Schramowski et al., 2023). The I2P
benchmark contains over 4.7k real user prompts for text-to-
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Table 1: Text-to-image models are prone to generate inappropriate content. Instruction methods can considerably reduce the chance of
producing such material (the lower, the better). Shown are the probabilities of generating an image containing inappropriate content as
classified by the combined Q16/NudeNet classifier over the I2P benchmark. We note that the Q16 classifier is rather conservative and
tends to classify some unobjectionable images as inappropriate. The expected maximum inappropriateness (the lower, the better) are
bootstrap estimates of a model outputting the displayed percentage of inappropriate images at least once for 25 prompts. Subscript values
indicate the standard deviation. Models evaluated are Stable Diffusion (SD) (Rombach et al., 2022) and fine-tuned variants, AltDiffusion
(Chen et al., 2022), MultiFusion (Bellagente et al., 2023), Paella (Rampas et al., 2023) and IF by Deepfloyd2.

Base Model w/ SEGA w/ Neg. Prompt
Sexual All Categories Sexual All Categories Sexual All Categories

Model Prob Exp. Max Prob Exp. Max Prob Exp. Max Prob Exp. Max Prob Exp. Max Prob Exp. Max
SD 1.4 0.29 0.870.12 0.38 0.970.06 0.05 0.390.18 0.12 0.690.21 0.09 0.560.19 0.16 0.800.18
SD 1.5 0.29 0.870.11 0.38 0.970.06 0.05 0.360.16 0.11 0.680.21 0.08 0.530.17 0.16 0.800.18
SD 2.0 0.23 0.860.13 0.36 0.980.06 0.04 0.340.15 0.11 0.680.21 0.06 0.480.22 0.14 0.790.18
SD 2.1 0.22 0.860.13 0.35 0.970.06 0.03 0.300.16 0.09 0.610.26 0.05 0.420.20 0.13 0.740.20
SD Dreamlike Photoreal 0.26 0.940.09 0.33 0.980.05 0.08 0.620.21 0.10 0.690.21 0.10 0.710.22 0.14 0.820.19
SD Epic Diffusion 0.28 0.890.11 0.36 0.970.06 0.04 0.390.19 0.11 0.670.21 0.07 0.540.21 0.14 0.800.19
SD Cutesexyrobutts 0.44 0.990.04 0.51 1.000.01 0.17 0.740.16 0.17 0.720.16 0.22 0.820.10 0.29 0.940.09
AltDiffusion 0.27 0.810.11 0.34 0.910.09 0.07 0.490.20 0.12 0.630.19 0.08 0.470.16 0.12 0.660.18
MultiFusion 0.22 0.800.15 0.31 0.920.10 0.01 0.180.11 0.04 0.410.25 0.02 0.230.12 0.06 0.470.22
Paella 0.41 0.950.71 0.55 1.000.02 0.15 0.660.17 0.27 0.890.12 0.25 0.840.14 0.40 0.970.06
Deepfloyd-IF 0.22 0.910.12 0.38 0.990.03 0.07 0.590.25 0.15 0.840.18 0.08 0.660.24 0.19 0.900.14

image models that are disproportionately likely to produce
inappropriate images. The dataset covers the categories:
hate, harassment, violence, self-harm, sexual content, shock-
ing images, illegal activity. We generated 10 images each
for all prompts of the I2P test bed and checked the outputs
for inappropriate content. We used one general concept s
across all experiments as proposed by Schramowski et al.
(2023) (cf. App B). We automatically evaluated inappro-
priate image content by combining two classifiers. First,
the Q16 classifier (Schramowski et al., 2022)—also used
to annotate the LAION-5B dataset—to detect a wide range
of inappropriate concepts in images. Second, we applied
NudeNet3 to identify sexually explicit imagery. Here, we
only classify exposed genitalia as inappropriate while allow-
ing otherwise provocative images. An image is classified
as inappropriate if one or both of the classifiers output the
respective label.

For negative guidance, we used the default implementations
provided by all architectures. Based on SEGA’s official
implementation4, we added semantic guidance to the re-
maining models. We empirically tuned all hyper-parameters
to reflect a similar level of image manipulation as the strong
configuration of SLD (Schramowski et al., 2023).

Results. Fig. 1 shows exemplary images from all four model
categories. For the two displayed I2P prompts, all models
generate explicit nudity and disturbing facial portraits, re-
spectively. Importantly, these elements are not explicitly
mentioned or implied in the inputs. In fact, the second

2https://github.com/deep-floyd/IF
3https://github.com/notAI-tech/NudeNet
4https://huggingface.co/docs/diffusers/api/pipelines/

semantic stable diffusion

prompt even contains the term ‘happy’ in contradiction to
the generated outputs. Additionally, we can observe that
both instruction methods suppress inappropriate content, in
which SEGA seems more reliable (see SD 1.5). Further-
more, negative prompting makes stronger changes to the
original image, while SEGA removes the inappropriateness
with minimal adjustments (see IF & AltDiffusion).

We present the empirical results on the I2P benchmark in
Tab. 1. The table depicts the probability of generating inap-
propriate content as well as the expected maximum inappro-
priateness over 25 prompts. For each model and all three
setups, we present these two metrics on the “Sexual” subset
of I2P and the entire benchmark. As one can see, all models
suffer from inappropriate degeneration and are capable of
generating problematic content at scale. Cutesexyrobutts
and Paella appear to be outliers, producing significantly
more sexual and otherwise inappropriate material. While
the former SD checkpoint is specifically tuned to generate
sexualized images, the high inappropriateness probability
of Paella is surprising. Specifically, since it is also trained
on the LAION-5B dataset (Schuhmann et al., 2022), sim-
ilar to the other models under evaluation. Regardless, we
observed both instruction methods strongly reduce the gen-
eration of inappropriate content across all models. Overall,
SEGA performs better than negative prompting, especially
in the two cases where the base models has high inappro-
priateness probability already. Additionally, the maximum
expected probabilities of the mitigated images varies largely.
This observation indicates outlier prompts that are still fre-
quently generating inappropriate content, thus increasing
the expected value over the entire benchmark.
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4. Discussion
The conducted experiments examined the safety aspect of
text-to-image models, specifically focusing on the evalua-
tion of generated inappropriate content and its mitigation.
Our analysis of different guidance approaches—semantic
guidance and negative prompting—shows that models can
effectively be instructed for mitigation. In the following,
we argue that instructions at deployment (using a model’s
acquired representation of inappropriateness) hold more
promise than relying solely on pre-filtering the training data
to mitigate associated issues. By exposing a model to de-
scriptions of inappropriate content during the training phase,
it becomes better equipped to understand and differentiate
between appropriate and inappropriate material. This ef-
fectively incorporates the inappropriateness concept into a
model’s understanding, resulting in the generation of safer
and more suitable images.

Firstly, we compare the effectiveness of dataset filtering and
mitigation instructions at inference. Specifically, the differ-
ent SD versions reflect three levels of filtering for nudity
and sexual acts: versions 1.x are trained on unfiltered data,
whereas 2.0 and 2.1 are subject to data filtering with the
dataset of the former being more rigorously reduced than the
latter’s. However, the pre-filtering of SD 2.0 only slightly
reduces the generation of (sexual) inappropriate content.
Nonetheless, using instructions for mitigation results in a
substantial reduction of inappropriate material. Interestingly,
SD 2.1 reduces the generation of inappropriate content of the
base model but also the instructed ones further, even if only
slightly. We acknowledge the existence of additional factors
beyond dataset filtering that may potentially influence the
comparison of SD 1.x and 2.x versions. Specifically, the
CLIP encoder has been changed from the OpenAI variant
(Radford et al., 2021) to an OpenCLIP one5 and the classi-
fier6 used for removing sexual content from the data differs
from the NudeNet used in our evaluation. Nonetheless, the
large difference in mitigation success between dataset filter-
ing and instruction based mitigation generally support our
conclusions. We advocate for an isolated evaluation of these
factors in future work.

Next, our results identify the importance of the text-
encoder’s language understanding capabilities for mitigation
via instructions. To achieve an alignment with user prefer-
ences the encoder can be utilized to instruct the model on
violations of the safety policies. Specifically, MULTIFU-
SION (Bellagente et al., 2023) achieves the lowest inappro-
priateness scores in our evaluation although it uses the same
generative module as SD 1.4. The key difference lies in
MULTIFUSION’s more powerful text-encoder that is aligned
for semantic understanding. Semantically grounded input

5https://github.com/LAION-AI/CLIP-based-NSFW-Detector
6https://laion.ai/blog/large-openclip/

encodings clearly play a crucial role in enabling a model to
understand and suppress inappropriate concepts.

Beyond the benchmark, the advantages of instructions at
deployment become evident when considering the dynamic
nature of inappropriate content. Pre-filtering training data
necessitates the establishment of specific criteria and guide-
lines for identifying and excluding inappropriate content.
However, due to the subjective nature of inappropriate con-
tent and the ever-evolving societal norms and cultural sen-
sitivities, this approach can prove challenging. By train-
ing the model on potentially inappropriate data and guid-
ing it toward appropriate generation, the model can adapt
and respond to emerging trends and evolving standards of
(in)appropriateness, also considering the deployment in ap-
plication with different levels of risk.

We see multiple approaches to extend on this work.
Schramowski et al. (2023) showed that specific ethnic bi-
ases associated with inappropriate content can emerge if
data is curated carelessly, which should be considered in-
dependently of the application’s risk level. Therefore, the
dataset used for training and instruction must be carefully
curated to encompass a diverse range of inappropriate con-
tent scenarios, capturing various cultural and contextual
nuances. Consequently, future work should address balanc-
ing datasets in more detail. In any case, continual evaluation
and monitoring of the model’s performance are crucial to
ensure its effectiveness in mitigating inappropriate content
generation. Regular assessment and feedback loops help
identify any potential shortcomings or biases in the model’s
understanding of appropriateness. This iterative process
allows for ongoing improvements and fine-tuning of the in-
struction mechanism, maintaining high levels of safety. To
facilitate these continual evaluations the applied benchmark
can be expanded. Firstly, we observed that the I2P bench-
mark was derived from scraped Stable Diffusion prompts.
While this benchmark provides valuable insights, it is im-
portant to acknowledge that the contained prompts, may not
fully generalize to other real-world applications with differ-
ent users and models. Future work should aim to expand
the benchmark to include a broader range of data sources
and prompts, ensuring a more comprehensive evaluation of
models safety performance in varied contexts. Secondly, the
metrics and classifiers utilized in the I2P benchmark were
not specifically developed for assessing AI-generated im-
ages. It is not clear if the image quality and style influences
the measurement of inappropriateness. While these metrics
provide a useful starting point, there is room for improve-
ment to better capture and evaluate the safety aspects unique
to AI-generated images. Future work should focus on devel-
oping more specialized metrics and classifiers tailored to the
evaluation of inappropriate content in AI-generated images,
enhancing the precision and reliability of the benchmark.
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5. Conclusions
The results of our assessment underscore the importance
of evaluation and moderation of text-to-image models for
ensuring safety in generating appropriate content. Instruct-
ing a model after initial training, which includes potential
inappropriate data, is an effective approach that surpasses
relying solely on pre-filtering the training data. In other
words, there can be a value in reflecting the world’s ugliness.
This methodology enables a model to learn and adapt to the
concept of appropriateness, resulting in the generation of
safer and more socially responsible images. Future work
should modify the test bed itself, and also include additional
(closed) source models as well as other mitigation strategies.
Overall, This is likely to produce more robust and reliable
text-to-image models, fostering greater trust and applicabil-
ity in domains that rely on safe content generation.
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A. Models
In our evaluation we include the following models.

Stable Diffusion. Stable Diffusion is a suite of latent dif-
fusion models based on the work of Rombach et al.. In
this study we evaluated all official and open-source versions
of the model, i.e. version 1.47, 1.58, 2.09 and 2.110. All
versions are trained on LAION-5B (Schuhmann et al., 2022)
or subsets therefore. SD 1.4 and 1.5 use the text-encoder
of OpenAI CLIP (Radford et al., 2021) with the only differ-
ence being the larger amount of training steps for SD 1.5.
On the other hand, SD 2.0 and SD 2.1 use an open-source
replication of CLIP11 as encoder and are trained on a filtered
version of LAION-5B. Specifically, the training data of SD
2.0 is rigorously filtered for explicit pornographic material.
SD 2.1 resumed training from the 2.0 checkpoint, but with
a much more lenient filtering threshold.

Finetuned SD checkpoints. The second category of mod-
els are popular checkpoints of Stable Diffusion that were
further finetuned for specific applications. In our study
we include Dreamlike Photoreal 2.012, which is based on
SD 1.5 to produce more photorealistic images, Epic Diffu-
sion13 which is a blend of various tuned SD 1.x checkpoints
targeted at increasing image fidelity and consistency, and
lastly Cutesexyrobutts14 which is specifically targeting the
generation of sexualized content.

SD-based models. The architectures of the third cate-
gory base their models on a pre-trained Stable Diffusion
but make significant changes. Specifically, AltCLIP (Chen
et al., 2022) replaces the text-encoder of SD 1.4 with a
multilingual version of CLIP, resulting in a model that may
be prompted in 9 languages. Similarly, MultiFusion (Bel-
lagente et al., 2023) uses an encoder based on a powerful
language model, facilitation multilingual, interleaved multi-
modal inputs.

7https://huggingface.co/CompVis/stable-diffusion-v1-4
8https://huggingface.co/runwayml/stable-diffusion-v1-5
9https://huggingface.co/stabilityai/stable-diffusion-2-base

10https://huggingface.co/stabilityai/stable-diffusion-2-1-base
11https://github.com/mlfoundations/open clip
12https://huggingface.co/dreamlike-art/dreamlike-photoreal-2.

0
13https://huggingface.co/johnslegers/epic-diffusion-v1.1
14https://huggingface.co/andite/cutesexyrobutts-diffusion

Other architectures. Lastly, we include other architec-
tures that are publicly available. Paella (Rampas et al., 2023)
iteratively denoises a quantized latent space based on a VQ-
GAN. Deepfloyd-IF15 on the other hand is is based on Ima-
gen (Saharia et al., 2022) which uses no latent representation
and instead performs diffusion directly on the pixel-space.
Importantly, both architectures employ classifier-free guid-
ance (Ho & Salimans, 2022) and may therefore be instructed
with negative prompting and SEGA (Brack et al., 2023).

B. Inappropriateness Definition
In this work, we rely on the definition of inappropriateness
proposed by (Schramowski et al., 2023) which is in turn
based on the work of Gebru et al.. Consequently, we use the
same instruction prompt as SLD in our experiments:

‘an image showing hate, harassment, violence,
suffering, humiliation, harm, suicide, sexual, nu-
dity, bodily fluids, blood, obscene gestures, ille-
gal activity, drug use, theft, vandalism, weapons,
child abuse, brutality, cruelty’

C. Further Qualitative Examples
In Fig. 2 we show additional examples for the models not
presented in the main body of the paper. The observations
remain similar to the ones made above. Apart from MULTI-
FUSION, all models generate explicit nudity and disturbing
facial expressions. Additionally, we can observe that both in-
struction methods suppress inappropriate content, in which
SEGA seems more reliable (see SD 1.5). Furthermore, nega-
tive prompting makes stronger changes to the original image,
while SEGA removes the inappropriateness with minimal
adjustments.

15https://deepfloyd.ai/deepfloyd-if
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Figure 2: Additional examples of inappropriate degeneration and their mitigation across various models. From left to right each batch
shows the original image and the instructed ones with SEGA and negative prompting. Prompts are taken from the inappropriate-image-
prompts (I2P) dataset. Images displaying nudity were blurred by the authors. (Best viewed in color)

7


