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Abstract

Variational inference (VI) is a popular approach
in Bayesian inference, that looks for the best ap-
proximation of the posterior distribution within a
parametric family, minimizing a loss that is typ-
ically the (reverse) Kullback-Leibler (KL) diver-
gence. Despite its empirical success, the theoreti-
cal properties of VI have only received attention
recently, and mostly when the parametric fam-
ily is the one of Gaussians. This work aims to
contribute to the theoretical study of VI in the
non-Gaussian case by investigating the setting of
Mixture of Gaussians with fixed covariance and
constant weights. In this view, VI over this spe-
cific family can be casted as the minimization of a
Mollified relative entropy, i.e. the KL between the
convolution (with respect to a Gaussian kernel)
of an atomic measure supported on Diracs, and
the target distribution. The support of the atomic
measure corresponds to the localization of the
Gaussian components. Hence, solving variational
inference becomes equivalent to optimizing the
positions of the Diracs (the particles), which can
be done through gradient descent and takes the
form of an interacting particle system. We study
two sources of error of variational inference in
this context when optimizing the mollified rela-
tive entropy. The first one is an optimization re-
sult, that is a descent lemma establishing that the
algorithm decreases the objective at each iteration.
The second one is an approximation error, that
upper bounds the objective between an optimal
finite mixture and the target distribution.
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1. Introduction
A fundamental problem in computational statistics and ma-
chine learning is to compute integrals with respect to some
target probability distribution µ⋆ on Rd whose density is
known only up to a normalization constant. For instance
in Bayesian inference, µ⋆ is the posterior distribution over
the parameters of complex models. The general goal of
sampling methods is thus to provide an approximate distri-
bution for which the integrals are easily computed. A large
number of methods have been developed to tackle this prob-
lem. The classical approach is to sample the posterior using
Markov Chain Monte Carlo (MCMC) algorithms, in which
a Markov chain designed to converge to µ⋆ is simulated for
a sufficiently long time (Roberts & Rosenthal, 2004). These
methods use the discrete measure over past iterates of the
algorithm as an approximation of the posterior to compute
integrals of interest. However, MCMC algorithms are gener-
ally computationally expensive, and it is an open problem to
diagnose their convergence in practice (Moins et al., 2023).
Variational inference (VI) (Blei et al., 2017) has emerged as
a powerful and versatile alternative in Bayesian inference.
By framing the problem as an optimization task, VI aims
to find an approximate candidate distribution within a para-
metric family of distributions C that minimizes the (reverse)
Kullback-Leibler (KL) divergence to the target:

ν̂ := argmin
µ∈C

KL(µ|µ⋆), (1)

where KL(µ|µ⋆) =
∫
log(dµ/dµ⋆)dµ if µ is absolutely

continuous with respect to µ⋆ denoting dµ/dµ⋆ its Radon-
Nikodym density, and +∞ else; and ν̂ is referred to as the
optimal approximation within the variational family.

While VI methods can only return an approximation of
the target, they are much more tractable in the large scale
setting, since they benefit from efficient optimization meth-
ods, e.g. parallelization or stochastic optimization (Zhang
et al., 2018). Hence, VI has proven effective in numer-
ous applications and is a popular paradigm especially in
high-dimensional scenarios. Still, the understanding of its
theoretical properties remains a challenging and active area
of research. Fundamentally, there are two sources of errors
in VI: the approximation error that quantifies how far ν̂ is
from µ⋆, and the optimization error that comes from the
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optimization of the objective in (1) to approach ν̂.

Even among the recent literature on theoretical guarantees
for VI, most efforts have been concentrated in the case
where C is the set of non-degenerate Gaussian distributions.
Recently, Katsevich & Rigollet (2023) studied the approxi-
mation quality (in total variation) of the approximate poste-
rior ν̂, i.e., minimizers of the objective (1), and show that
it better estimates the true mean and covariance of the pos-
terior than the well-known Laplace approximation (Helin
& Kretschmann, 2022). Regarding the optimization of (1),
still restricted to Gaussians, several recent works leverage
the geometry of Wasserstein gradient flows, more precisely
the equivalence between Bures-Wasserstein gradient flows
on the space of probability distributions and Euclidean flows
on the space of parameters of the variational approximation.
They derive novel algorithms with convergence guarantees
e.g. through gradient-descent (Lambert et al., 2022) or
forward-backward (Diao et al., 2023; Domke et al., 2023)
time discretizations; and precise connections with Black-
Box Variational Inference (BBVI) (Yi & Liu, 2023).

However, to the best of our knowledge, the study of approx-
imation and computational guarantees when C is a set of
mixture of Gaussians has not been tackled yet. Mixture
models are a widely used class of probabilistic models that
capture complex and multi-modal data distributions by com-
bining simpler components. Moreover, they are dense in
the space of probability distributions with p bounded mo-
ments in the Wasserstein-p metric (Delon & Desolneux,
2020, Lemma 3.1).

In this study, we propose to consider a simplified setting
where the Gaussian components have equal weights and
share the same diagonal covariance. This regime breaks
down the complexity of the problem, and is still theoreti-
cally challenging, but remains a practically relevant scenario.
In this setting, variational inference aims to optimize the lo-
cations of the means of the Gaussian mixture to approximate
the target distribution.

Contributions. In this paper, we derive theoretical guaran-
tees for variational inference for some mixture of Gaussians
family. We leverage the framework of Wasserstein gradient
flows as well as the smoothness of the optimization objec-
tive to derive a descent lemma, showing that the objective
decreases at each discrete time iteration. Regarding the ap-
proximation quality of Gaussian mixtures in (reverse) KL
divergence, we use a similar technique than (Li & Barron,
1999) that established exact rates for the (forward) KL diver-
gence, and we obtain upper bounds on the approximation
error of VI in that setting.

This paper is organized as follows. Section 2 provides the
relevant background on optimization over the space of prob-
ability distributions and introduces the mollified relative

entropy that is the objective functional minimized in our con-
text. In Section 3 we derive a descent lemma, establishing
that the Wasserstein gradient descent algorithm decreases
the objective at each iteration. In Section 4 we focus on the
approximation error that quantifies how well minimizers of
the VI objective approach the target distribution, for a given
number of mixture components. In Section 5 we connect
our results with relevant works in the Variational Inference
literature.

Notations. We denote by P2(Rd) the set of probabil-
ity distributions on Rd with bounded second moments.
Given a Lebesgue measurable map T : X → X and
µ ∈ P2(X), T#µ is the pushforward measure of µ by
T . For any µ ∈ P2(Rd), L2(µ) is the space of func-
tions f : Rd → Rd such that

∫
∥f∥2dµ < ∞. We de-

note by ∥ · ∥L2(µ) and ⟨·, ·⟩L2(µ) respectively the norm
and the inner product of the Hilbert space L2(µ). We
consider, for µ, ν ∈ P2(Rd), the 2-Wasserstein distance
W2(µ, ν) = infs∈S(µ,ν)

∫
∥x−y∥2ds(x, y), where S(µ, ν)

is the set of couplings between µ and ν. The metric space
(P2(Rd),W2) is called the Wasserstein space. We use
Ck(Rd) to denote continuously k-differentiable functions
and C∞(Rd) to indicate the smooth functions. The space of
continuous k-differentiable functions with compact support
on X is Ck

c (Rd). If ψ : Rd → Rp is differentiable, we de-
note by Jψ : Rd → Rp×d its Jacobian. If p = 1, we denote
by ∇ψ the gradient of ψ. Moreover, if ∇ψ is differentiable,
the Jacobian of ∇ψ is the Hessian of ψ denoted by Hψ. If
p = d, ∇ · ψ denotes the divergence of ψ. We also denote
by ∆ψ the Laplacian of ψ, where ∆ψ = ∇ · ∇ψ. The
Hilbert-Schmidt norm is denoted ∥ · ∥HS .

In the following, we assume that µ⋆ admits a density pro-
portional to exp(−V ) with respect to the Lebesgue measure
over Rd.

2. The mollified relative entropy
Writing µ⋆ = e−V /Z with Z the unknown normalization
constant, the (reverse) Kullback-Leibler divergence (or rela-
tive entropy) can be written as

KL(µ|µ⋆) =

∫
V dµ+

∫
log(µ)dµ+ log(Z)

:= GV (µ) + U(µ) + log(Z),

for µ absolutely continuous with respect to µ⋆, and +∞
else. Hence, it decomposes as the sum of a potential energy
GV , i.e. a linear functional, and the negative entropy U ,
up to an additive constant that is fixed in the optimization
problem.

We now consider the minimization problem of Variational
Inference (1) for mixture of Gaussians. We will study a
specific setting where the variational family is the set of
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mixture of n Gaussians with equally weighted components,
and where these components have the same diagonal covari-
ance ϵ2 Id, for some n ∈ N∗, ϵ > 0.

Cn =

{
1

n

n∑
i=1

qi, qi = N (xi, ϵ
2 Id), xi ∈ Rd

}
,

where Id denotes the d-dimensional identity matrix. In
our setting, only the positions (the means) of the mix-
ture components will be optimized. Hence, searching for
the optimal distribution in the variational family approx-
imating the target µ∗ consists in finding the optimal lo-
cations of the Gaussian components in Rd. We will de-
note kϵ the normalized Gaussian kernel, i.e. kϵ(x) =
exp
(
−∥x∥2/(2ϵ2)

)
Z−1
ϵ , where

∫
kϵ(x)dx = 1 and Zϵ ∝

(ϵ2)d/2. It is a specific example of mollifiers, i.e. smooth
approximations of the Dirac delta at the origin, as intro-
duced in (Friedrichs, 1944). For µ a given probability
distribution on Rd, we denote by kϵ ⋆ µ its convolution
with the Gaussian kernel that writes kϵ ⋆ µ =

∫
kϵ(· −

x)dµ(x). Equipped with these notations, we can write
Cn =

{
kϵ ⋆ µn, µn = 1

n

∑n
i=1 δxi , x1, . . . , xn ∈ Rd

}
.

Irrespective of the number of components n, VI with Gaus-
sian mixtures whose components share the same variance
can be written more generally as minimizing (1) restricted to
the family C =

{
kϵ ⋆ µ, µ ∈ P(Rd)

}
. The latter problem

can be then reformulated as the optimization over P(Rd) of
the following objective functional, that we will refer to as
the mollified relative entropy (or mollified KL):

Fϵ(µ) =

∫
V d(kϵ ⋆ µ) +

∫
log(kϵ ⋆ µ)d(kϵ ⋆ µ)

:= GVϵ
(µ) + Uϵ(µ), (2)

where GVϵ is a potential energy with respect to a convoluted
potential Vϵ = kϵ ⋆V (using the associativity of the convolu-
tion operation), and Uϵ(µ) = U(kϵ ⋆ µ) is a functional that
we will refer to as the mollified negative entropy. In contrast
with the negative entropy defined above, the mollified one
is well-defined for discrete measures.

2.1. Algorithm

We now discuss the optimization of the mollified relative
entropy, starting from the continuous time dynamics to the
practical discrete-time particle scheme.

A Wasserstein gradient flow of Fϵ (Ambrosio et al., 2008)
can be described by the following continuity equation:

∂µt

∂t
= ∇ · (µt∇W2Fϵ(µt)), ∇W2Fϵ(µt) := ∇F ′

ϵ(µt),

(3)
where F ′

ϵ denotes the first variation of Fϵ. Recall that if it
exists, the first variation of a functional F at ν is the function

F ′(ν) : Rd → R s. t. for ν, µ ∈ P(Rd): limϵ→0
1/ϵ[F(ν +

ϵ(µ−ν))−F(ν)] =
∫
F ′(ν)(x)(dµ(x)−dν(x)). Wasser-

stein gradient flows are paths of steepest descent with re-
spect to the W2 metric, and can be seen as analog to Eu-
clidean gradient flows on the space of probability distribu-
tions (Santambrogio, 2017).

Starting from some initial distribution µ0 ∈ P(Rd), and for
some given step-size γ > 0, a forward (or explicit) time-
discretization of (3) corresponds to the Wasserstein gradient
descent algorithm, and can be written at each discrete time
iteration l ∈ N as:

µl+1 = (Id−γ∇F ′
ϵ(µl))#µl (4)

where Id is the identity map in L2(µl).

For discrete measures µn = 1/n
∑n

i=1 δxi , we can define
the finite-dimensional objective F (Xn) := Fϵ(µn) where
Xn = (x1, . . . , xn), since the functional Fϵ is well defined
for discrete measures. The Wasserstein gradient descent
dynamics of Fϵ (4) then correspond to standard gradient
descent of the (finite-dimensional) function F , i.e., gradient
descent on the position of the particles. In that setting, we
recall that particles correspond to the means of the Gaussian
components of the mixture. The gradient of F is readily
obtained as

∇xjF (Xn) =

∫
Rd

∇V (y)kϵ(y − xj)dy

+

∫
Rd

∑n
i=1 ∇kϵ(y − xi)∑n
i=1 kϵ(y − xi)

kϵ(y − xj)dy. (5)

Notice that the gradient above involves integrals over Rd.
However, using a Gaussian kernel kϵ, since ∇kϵ(x) =
− x

ϵ2 kϵ(x), these integrals can be easily approximated
through Monte Carlo using Gaussian samples. A particle
version of (4), e.g., starting with µ0 discrete, can then be
written as the following gradient descent iterates:

xjl+1 = xjl − γ∇xj
l
F (Xn

l ) (6)

for j = 1, . . . , n and where Xn
l = (x1l , . . . , x

n
l ). Hence,

minimizing Fϵ on discrete measures results in a a particle
system that interact through the gradient of the objective.
The reader may refer to Appendix A for the detailed compu-
tations leading to the particle scheme. Notice that it recovers
the scheme mentioned in (Lambert et al., 2022, Section 5)
where the covariance of the mixture components are fixed,
see Appendix B for a detailed discussion.

Remark 1. Notice that the Wasserstein gradient at µ ∈
P2(Rd) of the mollified KL in Equation (3), ∇F ′

ϵ(µt) :
Rd → Rd writes for any w ∈ Rd:

∇F ′
ϵ(µt)(w) = kϵ ⋆∇V (w)+kϵ ⋆∇ log(kϵ ⋆ µ)(w), (7)
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see Appendix A. Hence, it differs from the Wasserstein gradi-
ent of the (standard) KL w.r.t. µ⋆ ∝ e−V , i.e. KL(·|µ⋆)
evaluated at the convoluted distribution that writes as
∇ log (kϵ⋆µ/µ⋆), see (Wibisono, 2018, Section 3.1.3).

2.2. Non-smoothness of the KL

In Euclidean optimization, it is standard that the con-
vergence of gradient descent is guaranteed when the ob-
jective function is convex and smooth, which relates to
a lower bound and upper bound on the Hessian of the
objective when the latter is twice differentiable (Garri-
gos & Gower, 2023). Analogously, when optimizing
a functional on the Wasserstein space, lower and upper
bounds on the Hessian characterize respectively convex-
ity and smoothness on the functional F with respect to
the Wasserstein-2 geometry (see Villani (2009, Proposition
16.2)). The Wasserstein space has a Riemannian geometry
(Otto, 2001), where one can define for any µ the tangent
space TµP2(Rd) = {∇ψ, ψ ∈ C∞

c (Rd)} ⊂ L2(µ) (Am-
brosio et al., 2008, Definition 8.4.1). The W2 Hessian of a
functional F , denoted HF|µ is an operator over TµP2(Rd)

verifying ⟨HF|µvt, vt⟩L2(µ) =
d2

dt2

∣∣∣
t=0

F(ρt) if t 7→ ρt is a

geodesic starting at µ with vector field t 7→ vt. Consider-
ing ψ ∈ C∞

c (Rd) and the path ρt from µ to (I +∇ψ)#µ
given by: ρt = (I + t∇ψ)#µ, for all t ∈ [0, 1], the Hes-
sian of F at µ, HF|µ, is defined as a symmetric bilin-
ear form on C∞

c (Rd) associated with the quadratic form
Hessµ F(ψ,ψ) := d2

dt2

∣∣∣
t=0

F(ρt).

We now recall the formula of the Wasserstein Hessian of the
(standard) Kullback-Leibler divergence (or relative entropy).
Proposition 2. (Villani, 2021, Section 9.1.2). Assume that
µ⋆ has a density µ⋆ ∝ e−V where the potential V : X → R
is C2(Rd). The Hessian of KL(·|µ⋆) at µ is given, for any
ψ ∈ C∞

c (Rd), by:

Hessµ KL(ψ,ψ)

=

∫ [
⟨HV (x)∇ψ(x),∇ψ(x)⟩+ ∥Hψ(x)∥2HS

]
dµ(x)

= Hessµ GV (ψ,ψ) + Hessµ U(ψ,ψ), (8)

where HV is the Hessian of V .

The proof of Proposition 2 is provided in Appendix E.1 for
completeness. The reader may also refer to (Korba et al.,
2021; Duncan et al., 2023) for similar computations on
Wasserstein Hessians.

The KL divergence inherits the convexity of the target poten-
tial V in the Wasserstein geometry. Indeed, if HV ⪰ λ Id,
then KL(·|µ⋆) is λ-displacement convex, i.e. it is λ-convex
along Wasserstein-2 geodesics, the underlying geometry for
Wasserstein gradient flows. Yet, the Kullback-Leibler diver-
gence is not a smooth objective in the Wasserstein sense,

since its (Wasserstein) Hessian is not upper bounded even if
the potential V is smooth. Indeed, assume HV ⪯M Id, i.e.,
the potential of the target distribution is M -smooth. This
enables to control the first term in (8) by M∥∇ψ∥2L2(µ),
but the second term due to the negative entropy cannot be
controlled similarly for any ψ (Wibisono, 2018; Korba et al.,
2020).

Hence in this context, it is not possible to prove a descent
lemma along (Wasserstein) gradient descent for the KL,
unless restricting to smooth directions (Korba et al., 2020).
The non-smoothness of the KL is also the reason why many
algorithms aiming to minimize the KL in the Wasserstein
geometry rely on splitting-schemes such as the forward-
backward algorithm, to perform a gradient descent (explicit)
step on the potential energy part, and a JKO (implicit) step
on the entropy part (Salim et al., 2020; Diao et al., 2023;
Domke et al., 2023). In contrast, we will leverage the fact
that the mollified KL enjoys some smoothness properties
that will allow us to derive a descent lemma in Section 3, at
the price of loosing some convexity.

Still, we next show that Fϵ recovers displacement convexity
(of the standard KL) as ϵ → 0, since its Hessian recovers
the one of the KL.

Proposition 3. Let µ ∈ P2(Rd). For any ψ ∈ C∞
c (Rd),

the Wasserstein Hessian of Fϵ converges to the one of the
regular KL, i.e:

Hessµ Fϵ(ψ,ψ) −−−→
ε→0

Hessµ KL(ψ,ψ). (9)

The proof of Proposition 3 can be found in Appendix E.2;
the main technical difficulties arise when dealing with the
negative entropy term. This result shows that as ϵ→ 0, one
can recover the geometric properties of the KL.

Proposition 3 serves as an auxiliary finding within our study,
not directly influencing other results, yet it enables us to
illustrate key conceptual distinctions. Specifically, it demon-
strates that while the standard Kullback-Leibler (KL) diver-
gence is convex in the Wasserstein geometry for log-concave
targets—exhibiting even strong convexity for targets that
are strongly log-concave—it loses this convexity when mol-
lified, although it gains smoothness with a positive ϵ. This
transition is typically delineated through lower and upper
bounds on the Hessians within the Wasserstein framework.
Getting a non-asymptotic, quantitative bounds on the Hes-
sian of the mollified KL in terms of ϵ is the subject of future
work. Such research could potentially offer insights into
how small ϵ may be selected relative to the strong convexity
constant of the target potential, ensuring the optimization
objective maintains convexity.
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3. Optimization Guarantees
We now turn to the analysis of the optimization error for VI
in our setting, i.e. the optimization of Fϵ. Under a smooth-
ness assumption on the target potential, as well as moment
conditions on the trajectory, one can obtain a descent lemma
for the Wasserstein gradient descent iterates.
Assumption 1. The potential V is L-smooth, i.e. for any
x, y ∈ Rd, ∥∇V (x)−∇V (y)∥ ≤ L∥x− y∥.
Assumption 2. µ0 is supported on n Diracs, and the second
moments of (µl)l≥0 are bounded by h > 0 along gradient
descent iterations, i.e.

∫
∥x∥2dµl(x) < h ,∀l ≥ 0.

Bounded moment assumptions such as these are commonly
used in stochastic optimization, for instance in some anal-
ysis of the stochastic gradient descent (Moulines & Bach,
2011). We also verified empirically this assumption in a spe-
cific setting outlined afterwards. The target µ⋆ is a mixture
of 100 Gaussians that we approximate with a mixture of
10 Gaussians. Then we run (6) (equivalently (4)) for 1000
iterations. The expectations in (5) with respect to the Gaus-
sian kernel are estimated by Monte Carlo with 100 samples.
Figure 1 displays the second moments of the particle distri-
butions along iterations, for various dimensions. The 95%
confidence interval displayed in Figure 1 is calculated based
on 50 runs, and represents the randomness corresponding
to Monte Carlo approximations, initialization of the target
and initialization of our mixture. Our experiment shows
that Assumption 2 holds for any dimension, i.e., the second
moment of the particles distribution is bounded along the
(discrete-time) flow. Further details on the setup are pro-
vided in Appendix F. We now turn to one of our main results
regarding the optimization of the mollified KL.
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Figure 1. Second moment along Wasserstein gradient descent iter-
ations.

Proposition 4. Suppose Assumption 1 and Assumption 2
hold. Consider the sequence of iterates of Wasserstein gra-
dient descent of Fϵ defined by (4). Then, the following
inequality holds:

Fϵ(µl+1)−Fϵ(µl) ≤ −γ
(
1− γ

2
M
)
∥∇F ′

ϵ(µl)∥2L2(µl)
.

whereM = L+Kϵ,n,h, andKϵ,n,h is a constant depending
on ϵ, n, h.

Hence, for a small enough step-size γ, the latter proposition
shows that the objective decreases at each iteration. We now
provide a proof for this result, using similar techniques as
(Arbel et al., 2019; Korba et al., 2020). The main technical
difficulties are left in the appendix and are related to showing
the descent for the mollified entropy part, see Appendix D
for details.

Proof of Proposition 4. Consider a path between µl and
µl+1 of the form ρt = (ψt)#µl with ψt = (Id+t∇F ′

ϵ(µl)).
We have ∂ρt

∂t = ∇·(ρtvt) with vt = −∇F ′
ϵ(µl)◦ψ−1

t . The
latter continuity equation holds in the sense of distributions
(Ambrosio et al., 2008, Chapter 8) and holds for discrete
measures. The function t 7→ Fϵ(ρt) is differentiable and
hence absolutely continuous. Therefore one can write:

Fϵ(ργ) = Fϵ(ρ0) + γ
d

dt

∣∣∣∣
t=0

Fϵ(ρt)

+

∫ γ

0

[
d

dt
Fϵ(ρt)−

d

dt

∣∣∣∣
t=0

Fϵ(ρt)

]
dt. (10)

Moreover, using the chain rule in the Wasserstein space, we
have successively:

d

dt
Fϵ(ρt) = ⟨∇F ′

ϵ(ρt), vt⟩L2(ρt),

and
d

dt

∣∣∣∣
t=0

Fϵ(ρt) = −∥∇F ′
ϵ(µl)∥2L2(µl)

. (11)

Then, since Fϵ = Uϵ + GVϵ
, we have first under Assump-

tion 1 that kϵ ⋆ V is L-smooth and by Proposition 11 that:

d

dt
GVϵ(ρt)−

d

dt
GVϵ(ρt)

∣∣∣
t=0

≤ L t∥∇F ′
ϵ(µl)∥2L2(µl)

,

(12)
and by Proposition 12 and Assumption 2:

d

dt
Uϵ(ρt)−

d

dt
Uϵ(ρt)

∣∣∣
t=0

≤ Kϵ,n,ht∥ϕ∥2L2(µl)
,

where Kϵ,n,h = 1/ϵ2 + 2
√
hn/ϵ3 +

√
n/ϵ2 + n

√
h/2ϵ3. Hence,

the result follows directly by applying the above expressions
to Equation (10) where M = L+Kϵ,n,h.

As a corollary, we obtain the convergence of the average of
squared gradient norms along iterations.

Corollary 5. Let cγ = γ(1− γM
2 ). Under the assumptions

of Proposition 4, one has

1

L

L∑
l=1

∥∇F ′
ϵ(µl)∥2L2(µl)

≤ Fϵ(µ0)

2cγL
. (13)

In contrast with the KL that is non-smooth as explained
in Section 2.2, the mollified KL is smooth, which is why
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we can prove the descent lemma in Proposition 4 and the
rate on average gradients. The descent lemma and its corol-
lary imply that the sequence of squared gradient norms is
summable and hence converges to zero.

We illustrate the validity of the rate derived in Corollary 5
with simple experiments. The variational family there is a
family of Gaussian mixtures with 10 components, while
the target is a Gaussian mixture with 100 components.
Figure 2 shows the convergence of the cumulative sum
1
L

∑L
l=1 ∥∇F ′

ϵ(µl)∥2L2(µl)
along iterations, for various di-

mensions and in log scale. Similarly to the previous ex-
periment, the expectations involved in the gradient descent
schemes are estimated using Monte Carlo with 100 sam-
ples. The 95% confidence interval displayed in Figure 2
is computed based on 50 runs, representing the random-
ness due to Monte Carlo approximations, randomization
of the target and ininital distribution for the scheme. The
term ∥∇F ′

ϵ(µl)∥2L2(µl)
also involves expectations that are

estimated by Monte Carlo with 1000 samples. Figure 2 illus-
trates that the cumulative sum is indeed of order 1

L as stated
by Corollary 5. A detailed description of the experimental
setup can be found in Appendix F.
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Figure 2. Illustration of the rate of 1
L

∑L
l=1 ∥∇F ′

ϵ(µl)∥2L2(µl)
de-

rived in Corollary 5

Remark 6. Non-convex rates similar to our Corollary 5
have been obtained for Langevin Monte-Carlo (Balasub-
ramanian et al., 2022) or Stein Variational Gradient De-
scent (SVGD) algorithm (Korba et al., 2020) leveraging
similar techniques and smoothness of the potential. How-
ever, since Langevin Monte Carlo and SVGD optimizes
the (standard) KL divergence, the squared gradient norm
correspond to the Fisher Divergence and Kernel Stein Dis-
crepancy respectively, that are valid probability divergences.
In our setting, Corollary 5 implies the following. If µl

converges weakly to some distribution µ∞ (up to a sub-
sequence) as l → ∞, the Wasserstein gradient of Fϵ

given in Equation (7) is zero on the support of µ∞, as-
suming µ 7→ ∥∇F ′

ϵ(µ)∥2L2(µ) is lower semi continuous with
respect to the weak topology of measures. This can be
rewritten ∇kϵ ⋆ (log(kϵ ⋆ µ∞)− log(µ⋆)) = 0 µ∞-a.e, i.e.
kϵ ⋆ (log(kϵ ⋆ µ∞) − log(µ⋆)) = c µ∞−a.e. for some
constant c.

4. Approximation Guarantees
In this section, we investigate the approximation accuracy of
a finite mixture of Gaussians to the posterior, i.e. minimizers
of the objective functional Fϵ (assuming we are able to find
these minimizers, e.g. after optimization). We obtain non-
asymptotic rates with respect to the number of components
in the mixture. For ease of notation, we will denote by
kxϵ := kϵ(· − x) for any x ∈ Rd. We first consider the
following assumption on the target distribution.

Assumption 3. The target posterior distribution µ⋆ has a
mixture representation form, i.e. there exists P on Rd such
that

µ⋆ =

∫
Θ

kwϵ dP (w).

Notice that Assumption 3 is a relatively weak assumption,
as mixture of Gaussians are dense in the space of probability
distributions (Delon & Desolneux, 2020). We now state our
second main result.

Theorem 7. Suppose Assumption 3 holds and define

C2
µ⋆ =

∫ ∫
(kmϵ (x))2dP (m)∫
kwϵ (x)dP (w)

dx. (14)

Define Cn =
{
kϵ ⋆ µn, µn ∈ Pn(Rd)

}
, where Pn(Rd) is

the set of discrete probability distributions supported on n
Dirac masses. Then,

min
µn∈Pn(Rd)

KL(kϵ ⋆ µn|µ⋆) ≤ C2
µ⋆

log(n) + 1

n
.

Our result is novel and quantifies the approximation qual-
ity of the family of mixtures of n Gaussian distributions
(with equal weight and constant covariance) in the (reverse)
Kullback-Leibler sense.

A major limitation in the use of Gaussian distributions in
VI arises from the inherent simplicity of this family. In
particular, the unimodality of the Gaussian distribution be-
comes a critical stumbling block when the target distribution
is multimodal. A notable exception exists in the work of
Katsevich & Rigollet (2023), which provides an error bound
for cases where the target is a posterior distribution in the
Bayesian inference context. As the sample size goes to
infinity, the Bernstein Von-Mises theorem shows that the
posterior distribution asymptotically converges to a Gaus-
sian distribution, thereby lending some predictability to the
approximation error in this specific scenario. In stark con-
trast, Theorem 7 offers a more versatile result, applicable
to any target distribution, including those encountered in
Bayesian inference with a fixed sample size. It shows that
increasing the number of components in a Gaussian mixture
can significantly mitigate the limitations of Gaussian VI. As
we expand the mixture, the approximation error not only
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decreases, it converges to zero. This result highlights the
potential of complexifying the variational family to achieve
more accurate approximations of the target distribution.

The proof of Theorem 7 follows the steps of (Li & Barron,
1999), that proved similar guarantees for the forward KL
(akin to likelihood maximization), while we focus on the
reverse KL, i.e. the one considered in variational inference.
Hence our proof requires non-trivial different inequalities
and intermediate lemmas that are deferred to Appendix C.

Proof of Theorem 7. We will prove the previous result by
induction. We denote by νn the minimizer of the Kullback-
Leibler divergence to the target within this family, i.e.,

νn := argmin
µn∈Pn(Rd)

KL(kϵ ⋆ µn|µ⋆),

and Dn = KL(kϵ ⋆ µn|µ⋆). For any m ∈ Rd, we consider
the distribution ρmn+1 ∈ Cn+1 defined as

ρmn+1 = (1− α)(kϵ ⋆ µn) + αkmϵ

where α = 1/n+1. Therefore we have Dn+1 = KL(kϵ ⋆
µn+1|µ⋆) ≤ KL(ρmn+1|µ⋆). By definition of the Kullback-
Leibler divergence, denoting f(x) = x log x, we have

KL(ρmn+1|µ⋆) =

∫
f(rn+1)dµ

⋆ ,

where we define rn+1 and r0 as:

rn+1 :=
ρmn+1

µ⋆
= (1− α)

(kϵ ⋆ µn)

µ⋆
+ α

kmϵ
µ⋆

:= r0 + α
kmϵ
µ⋆

.

DefineB(x) = (x log x−x+1)/(x−1)2 for x ∈ [0,+∞[.
Note that rn+1(x) ≥ r0(x) for any x, then using that
B is decreasing (see Lemma 8), we have B(rn+1(x)) ≤
B(r0(x)). It follows that

rn+1 log(rn+1)

≤ rn+1 − 1 +B(r0)(rn+1 − 1)2

= r0 + α
kmϵ
µ⋆

− 1 +B(r0)

(
r0 + α

kmϵ
µ⋆

− 1

)2

= r0 + α
kmϵ
µ⋆

− 1

+B(r0)
{
(r0 − 1)2 +

(
α
kmϵ
µ⋆

)2

+ 2α(r0 − 1)
kmϵ
µ⋆

}
= α

kmϵ
µ⋆

+ r0 log(r0) +

(
α
kmϵ
µ⋆

)2

B(r0)

+ 2αB(r0)(r0 − 1)
kmϵ
µ⋆

. (15)

Moreover, we have the following inequality:

Dn+1 =

∫
Dn+1dP (m)

≤
∫

KL(ρmn+1|µ)dP (m)

= α+

∫
r0(x) log(r0(x))dµ

⋆(x)

+ α2

∫∫
kmϵ (x)2

µ⋆(x)2
B(r0(x))dµ

⋆(x)dP (m)

+ 2α

∫
B(r0(x))(r0(x)− 1)dµ⋆(x),

where we used Equation (15) in the last equality. We now
focus on bounding each term on the r.h.s. of the previous
inequality. By definition of r0, the second term can be
rewritten∫

r0 log(r0)dµ
⋆ = (1− α) log(1− α) + (1− α)Dn.

We now turn to the third term. For any x ∈ R+, since B
is monotone decreasing, B(r0(x)) ≤ B(0) = 1. Under
Assumption 3, it follows that∫ ∫

kmϵ (x)2

µ⋆(x)2
B(r0(x))dµ

⋆(x)dP (m)

≤
∫ ∫

kmϵ (x)2

µ⋆(x)
dP (m)dx = C2

µ⋆ .

Finally let’s focus on the last term. We have B(x)(x −
1) ≤

√
x − 1 using Lemma 9. Denoting H2(f, g) = 1 −∫ √

f(x)g(x)dx ∈ [0, 1] the squared Hellinger distance
between f and g, we have∫

B(r0)(r0 − 1)dµ⋆ ≤
∫

(
√
r0 − 1)dµ⋆

=
√
1− α(1−H2(kϵ⋆µn, µ

⋆))−1 ≤
√
1− α−1.

Finally, we have

Dn+1 ≤ α+ (1− α) log(1− α) + (1− α)Dn+

α2C2
µ⋆ + 2α(

√
1− α− 1) ≤ (1− α)Dn + α2C2

µ⋆ ,

where the last inequality uses that −α+(1−α) log(1− α)+
2α

√
1− α ≤ 0 (see Lemma 10).

Now, recall that α = 1/(n+ 1). Denoting Un = nDn, our
previous computations imply that Un+1 ≤ Un + C2

µ⋆/n+1,
which by telescoping yields Un − U0 ≤ C2

µ⋆Hn, where
Hn denotes the harmonic number and is upper bounded by
1 + log(n). The rate on Dn follows.

Our result is analog to the one of Li & Barron (1999) that
bounds the forward Kullback-Leibler divergence to the tar-
get. Indeed under Assumption 3, their Theorem 1 states

7
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that

argmin
µn∈Pn(Rd)

KL(µ⋆|kϵ ⋆ µn) ≤
C2

µ⋆h

n
(16)

where h = 4 log(3
√
e+ a) is a constant depending on ϵ

since a = supm1,m2∈Rd log (km1
ϵ (x)/km2

ϵ (x)). In our case,
the constant in the rate does not involve h as we do not rely
on the same functions (our B ≤ 1 instead of B ≤ h in their
case).

When Assumption 3 does not hold, they also show in Theo-
rem 2 that for every gP =

∫
kϵ(· − w)dP (w),

argmin
µn∈Pn(Rd)

KL(µ⋆|kϵ ⋆µn) ≤ KL(µ⋆|gP )+
C2

µ⋆,Ph

n
(17)

where C2
µ⋆,P =

∫ ∫
km
ϵ (x)2dP (m)

(
∫
kw
ϵ (x)dP (w))2

dµ⋆(x). However, they
can easily obtain this result as a consequence of their first
theorem along with the linearity of the forward KL. In con-
strast, the reverse KL does not verify linearity nor triangular
inequality hence we cannot obtain readily such a generaliza-
tion.

Notice that the forward KL rate obtained in (Li & Barron,
1999) is of order 1/n, outpacing the one we attained. This
is due to our chosen variational family, which is a Gaussian
mixture with fixed weights. However, considering non-fixed
weights (i.e. non-equally weighted mixtures) allows us to
set α = 2/(n + 1), thus achieving the exact same rate as
(Li & Barron, 1999) for the reverse KL.

Since the Total Variation can be written as an Integral prob-
ability metric over measurable functions f : Rd → [−1, 1],
we deduce from Pinsker’s inequality and Theorem 7 that
a minimizer µn of KL(kϵ ⋆ ·|µ⋆) achieves the following
bound for the integral approximation error among this set
of functions:∣∣∣∣∫ fd(kϵ ⋆ µn)−

∫
fdµ⋆

∣∣∣∣ ≤
√
C2

µ⋆(log(n) + 1)

2n
.

The latter is then comparable to the integral approximation
error of MCMC methods which is known to be of order
O(n−

1
2 ) when using n particles (Łatuszyński et al., 2013).
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Figure 3. Illustration of the rates of Theorem 7, where νn =
argminν∈Cn

KL(ν|µ⋆) is approximated by ν̃n.

We finally test numerically the validity of Theorem 7 in
a simple setting. The target distribution considered is
a Gaussian mixture with 100 components. We denote
by (x⋆i )i≤100 the mean of these components. For any
n ∈ [1, 100], the objective is to solve (1) and find νn :=
argminν∈Cn

KL(ν|µ⋆), where Qn represents the family of
Gaussian mixtures with n components. This minimizer
is approximated by selecting only the first n components
(x⋆i )i≤n of µ⋆, and we denote ν̃n the resulting approximate
distribution. Note that in that specific setting, the variational
family Cn and the target distribution µ⋆ share the same stan-
dard deviation. Figure 3 shows the convergence rate of
KL(ν̃n|µ⋆) with respect to the number of components n,
for various dimensions. The objective is estimated by Monte
Carlo with 1000 samples. The 95% confidence interval dis-
played in Figure 3 is approximated based on 100 samples,
representing the randomness corresponding to Monte Carlo
approximation of the KL, and the initialization of the target.
Figure 3 illustrates that the Kullback-Leibler divergence
between ν̃n and the µ⋆ is indeed decreasing linearly with
n. This result proves the validity of the rates derived in
Theorem 7 for this specific setting. A full description of the
experimental setup can be found in Appendix F.

5. Related work
In this section we discuss relevant related work.

Theoretical guarantees for Variational Inference. For the
variational inference optimization problem in (1), frequently
employed constraint sets C in existing literature encompass
the set of non-degenerate Gaussian distributions, location-
scale families, mixtures of Gaussian components, and the
set of product measures. In the Gaussian setting, (Lambert
et al., 2022; Diao et al., 2023) have been the first to lever-
age the geometry of Wasserstein gradient flows to study the
convergence properties of variational inference, and provide
convergence rates when the target µ∗ ∝ e−V has a smooth
and strongly convex potential V . In Mean-Field Variational
inference (MFVI), the space C in (1) is taken to be the class
of product measures over Rd, written P(R)⊗d. Several
works have proposed algorithms in this context via wasser-
stein gradient flows (Yao & Yang, 2022; Lacker, 2023).
(Jiang et al., 2023) consider a smaller subset of C, namely
a polyhedral subset for which they can derive optimization
and approximation guarantees. However the previous work
do not tackle mixture of Gaussians for the variational family.

Mollified Relative entropies. A closely related line of work
to this paper is the one of (Carrillo et al., 2019; Craig et al.,
2023a;b; Carrillo et al., 2024) that study Wasserstein gradi-
ent flows of mollified relative entropies and the associated
particle systems, that are of particular interest in the lit-
erature of partial differential equations and kinetic theory.
In (Carrillo et al., 2019), the authors mention the molli-
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fied negative entropy Uϵ that we define in (2) as a reg-
ularization of the negative entropy U(µ) =

∫
log(µ)dµ

(or entropy of order 1), but they do not study it. In-
stead, they focus on a closely related functional, defined
as Ũϵ(µ) =

∫
log(kϵ ⋆ µ)dµ (i.e. with only one convolution

inside the logarithm, while Uϵ involves two convolutions).
While they mention the possible choice of Uϵ as a regular-
ization of the entropy U , they choose to study the alternative
regularization Ũϵ(µ) for numerical reasons, as the Wasser-
stein gradient of the latter functional writes as an integral
over the distribution of the particles, while the one of Uϵ

(hence Fϵ) writes as an integral over the whole space w.r.t.
Lebesgue measure, as explained in Section 2.1. Hence their
results on λ-convexity1 of the functional or the particle sys-
tem differ from our setting. (Craig et al., 2023a) focus
on a mollified chi-square divergence that corresponds to a
weighted second order entropy; (Li et al., 2022) studies an-
other mollified approximation of the chi-square divergence.
(Carrillo et al., 2024) also study λ-convexity of entropies
but only for entropies of order strictly greater than 1. Fi-
nally (Craig et al., 2023b) study functionals of the form∫
fϵ(kϵ ⋆ µ)dL as approximations of

∫
f(µ)dL where L

denotes the Lebesgue measure. In their case fϵ is a specific
function depending on f and ϵ, which excludes Uϵ and thus
also differs from our setting.

VI on mixtures. Several works have tackled VI on mix-
tures on a computational aspect. Gershman et al. (2012)
optimize (with L-BFGS, that is a quasi Newton method)
an approximate ELBO (recall that the ELBO is the reverse
KL we consider up to an additive constant), using several
consecutive approximations of ELBO terms for the case
of mixture of Gaussians. In the end, their optimization ob-
jective differs a lot from the original KL objective from
VI, that is a valid divergence between probability distribu-
tions - in contrast with their objective. Arenz et al. (2018)
adopt an Expectation-Maximization (EM) approach. As
noted in (Aubin-Frankowski et al., 2022; Kunstner et al.,
2021) EM can be seen as mirror descent scheme on the KL.
Also, this algorithm can be seen as an Euler discretization
of the gradient flow of the KL in the Fisher-Rao geometry
(Domingo-Enrich & Pooladian, 2023; Chopin et al., 2024).
The parallel can be seen from eq (5) or (8) in (Arenz et al.,
2018), that take a similar form as eq (6) in (Chopin et al.,
2024), i.e. a geometric update on the distributions, i.e. that
act directly on updating densities (in a ”vertical” manner),
equivalently weights. In contrast, we focus on gradient de-
scent dynamics, that correspond to a time discretization of
the KL gradient flow in the Wasserstein geometry. This
correspond to ”horizontal” updates, where particles are dis-
placed at each iteration. Lin et al. (2019) use natural gradient
updates for VI in the natural parameter space (e.g. means

1λ-convexity for λ ≥ 0 recovers displacement convexity, while
λ ≤ 0 recovers smoothness.

for Gaussians). However, from (Raskutti & Mukherjee,
2015; Kunstner et al., 2021), it is known that this is equiva-
lent to mirror descent on the exponential family parameters,
which again is related to Fisher-Rao dynamics on the space
of probability distributions (see eq (13) in (Chopin et al.,
2024)).

6. Conclusion
The goal of this paper is to improve our theoretical un-
derstanding of variational inference algorithms in the non-
Gaussian case. We consider here a specific family of distri-
butions, a mixture of Gaussians with constant covariance
and equally weighted components, that enables us to derive
novel results for the approximation and optimization error
for Variational Inference. We derive theoretical guarantees
regarding gradient descent of the objective (i.e. a descent
lemma proving that the objective decreases at each iteration)
leveraging smoothness of the objective and the Wasserstein
geometry. We also derive novel approximation results for
minimizers of the objective.

In our study, we chose to simplify our exploration of Vari-
ational Inference (VI) within the context of Gaussian Mix-
tures by assuming uniform weights for each Gaussian com-
ponent and by fixing the covariances. Extending our find-
ings to more complex scenarios, where the weights of each
Gaussian are dynamically optimized and the covariances are
variable, represents a significant challenge that goes beyond
the scope of our current research. For instance, the task
of optimizing the weights attached to each Gaussian com-
ponent introduces a shift from the Wasserstein dynamics,
which are central to our current discussion, to Fisher-Rao
dynamics. Achieving a counterpart to our current optimiza-
tion result Proposition 4 under these conditions would not
only require the adoption of alternative proof techniques but
also a deep dive into the intricacies of Fisher-Rao dynam-
ics, which diverge significantly from those of Wasserstein.
Furthermore, the optimization of covariance matrices in-
troduces another level of complexity. Such an endeavor
requires a unique analytical framework, primarily due to the
constraints imposed by the requirement that these matrices
be positive definite. While this aspect of the analysis is
crucial for a comprehensive understanding of VI in Gaus-
sian mixtures, it requires a specialized approach that our
current methodology does not cover. The exploration of dy-
namic weight optimization and variable covariance matrices
within the context of Gaussian Mixtures in VI presents a
rich avenue for future work.

Impact statement
Variational inference is a crucial tool for modern and large-
scale Bayesian inference, as it can approximate complex
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posterior distributions in a computationally efficient manner.
However, its theoretical properties are poorly understood
outside the setting where the variational family is a set of
Gaussians. Studying the theoretical foundations of varia-
tional inference is essential for understanding the method’s
limitations, and guiding users in making informed choices
about model assumptions and optimization strategies.
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Duncan, A., Nüsken, N., and Szpruch, L. On the geometry
of Stein variational gradient descent. Journal of Machine
Learning Research, 2023.

Friedrichs, K. O. The identity of weak and strong extensions
of differential operators. Transactions of the American
Mathematical Society, 55:132–151, 1944.

Garrigos, G. and Gower, R. M. Handbook of conver-
gence theorems for (stochastic) gradient methods. arXiv
preprint arXiv:2301.11235, 2023.

Gershman, S., Hoffman, M., and Blei, D. Nonparamet-
ric variational inference. International Conference of
Machine Learning, 2012.

Helin, T. and Kretschmann, R. Non-asymptotic error esti-
mates for the laplace approximation in bayesian inverse
problems. Numerische Mathematik, 150(2):521–549,
2022.

10



Theoretical Guarantees for Variational Inference with Fixed-Variance Mixture of Gaussians

Jiang, Y., Chewi, S., and Pooladian, A.-A. Algorithms
for mean-field variational inference via polyhedral op-
timization in the Wasserstein space. arXiv preprint
arXiv:2312.02849, 2023.

Katsevich, A. and Rigollet, P. On the approximation ac-
curacy of gaussian variational inference. arXiv preprint
arXiv:2301.02168, 2023.

Korba, A., Salim, A., Arbel, M., Luise, G., and Gretton, A.
A non-asymptotic analysis for Stein variational gradient
descent. Advances in Neural Information Processing
Systems, 33:4672–4682, 2020.

Korba, A., Aubin-Frankowski, P.-C., Majewski, S., and
Ablin, P. Kernel Stein discrepancy descent. In Interna-
tional Conference on Machine Learning, pp. 5719–5730.
PMLR, 2021.

Kunstner, F., Kumar, R., and Schmidt, M. Homeomorphic-
invariance of EM: Non-asymptotic convergence in KL
divergence for exponential families via mirror descent. In
International Conference on Artificial Intelligence and
Statistics, pp. 3295–3303. PMLR, 2021.

Lacker, D. Independent projections of diffusions: Gradient
flows for variational inference and optimal mean field
approximations. arXiv preprint arXiv:2309.13332, 2023.

Lambert, M., Chewi, S., Bach, F., Bonnabel, S., and Rigol-
let, P. Variational inference via Wasserstein gradient flows.
Advances in Neural Information Processing Systems, 35:
14434–14447, 2022.
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The appendix is organized as follows. Appendix A details the computations for the Wasserstein gradients and the particle
scheme corresponding to the optimization of the mollified relative entropy. Appendix B discusses the connection with the
algorithm and framework presented in (Lambert et al., 2022). Appendix C contains the intermediate lemmas needed for
the proof of Theorem 7. Appendix E contains the proofs of the Propositions regarding Wasserstein Hessians. Appendix F
outlines the setup used for the numerical experiments.

A. Particle implementation of the gradient flow
A solution of (3) is implemented by the Mac-Kean Vlasov process:

ṁt = −(∇U ′
ϵ(µt)(mt) +∇G′

Vϵ
(µt)(mt)). (18)

Here we detail the computation of the vector field in (18) and its particle implementation.

For the negative entropy part, we can rewrite Uϵ(µ) =
∫
U(kϵ ⋆ µ(θ))dθ where U : x 7→ x log(x). We have that

U ′
ϵ(µ)(·) = kϵ ⋆ (U

′ ◦ (kϵ ⋆ µ))(·) =
∫
Rd

kϵ(θ − ·)U ′
(∫

kϵ(θ − y)dµ(y))

)
dθ

where U ′ : x 7→ log(x)+ 1. Hence, computing U ′
ϵ requires an integration over Rd. Then, we have, since kϵ is smooth, using

an integration by parts with ∇U ′(x) = ∇ log(x) and symmetry of kϵ, for any w ∈ Rd we have:

∇wU ′
ϵ(µ)(w) = ∇wkϵ ⋆ (U

′ ◦ (kϵ ⋆ µ))(w) =
∫
Rd

∇wkϵ(θ − w)U ′
(∫

kϵ(θ − y)dµ(y)

)
dθ

= −
∫
Rd

∇θkϵ(θ − w)U ′
(∫

kϵ(θ − y)dµ(y)

)
dθ

= +

∫
Rd

kϵ(θ − w)∇θU
′
(∫

kϵ(θ − y)dµ(y)

)
dθ

=

∫
Rd

kϵ(θ − w)∇θ log

(∫
kϵ(θ − y)dµ(y)

)
dθ

=

∫
Rd

kϵ(θ − w)

∫
∇kϵ(θ − y)dµ(y)∫
kϵ(θ − y)dµ(y)

dθ. (19)

Finally, if µt is an atomic measure of the form µt = 1
N

∑N
i=1 δm(i)

t
, then a particle implementation of (21) reduces to

solving a system of ordinary differential equations for the locations of the Dirac masses:

ṁ
(j)
t = −

∫
Rd

∇V (y)kϵ(y −m
(j)
t )dy −

∫
Rd

∑N
i=1 ∇kϵ(y −m

(i)
t )∑N

i=1 kϵ(y −m
(i)
t )

kϵ(y −m
(j)
t )dy. (20)

For the potential energy part, we can rewrite

GVϵ
(µ) =

∫
Rd

V (θ)d(kϵ ⋆ µ)(θ) =

∫
Rd

V (θ)

∫
kϵ(θ −m)dµ(m)dθ

=

∫∫
Rd

kϵ(θ −m)V (θ)dθdµ(m) :=

∫
Rd

Vϵ(m)dµ(m),

where Vϵ(m) =
∫
Rd kϵ(θ −m)V (θ)dθ = kϵ ⋆ V (m). Hence, we have successively for any w ∈ Rd

G′
Vϵ
(µ)(w) = Vϵ(w),

∇wG′
Vϵ
(µ)(w) = ∇wVϵ(w) =

∫
Rd

∇wkϵ(θ − w)V (θ)dθ = −
∫
Rd

∇θkϵ(θ − w)V (θ)dθ =

∫
Rd

kϵ(θ − ·)∇V (θ)dθ

using again an integration by parts. Hence, (18) becomes:

ṁt = −
∫
Rd

kϵ(θ −mt)∇V (θ)dθ −
∫
Rd

kϵ(θ −mt)

∫
∇kϵ(θ − y)dµt(y)∫
kϵ(θ − y)dµt(y)

dθ. (21)
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B. Mixture of Gaussians optimization
Lambert et al. (2022) consider a Gaussian approximation of the Langevin diffusion given by Saarka’s heuristic, i.e. Xt ∼ µt

where µt is the solution of Fokker-Planck equation is replaced by Yt ∼ N (mt,Σt) where

ṁt = −E[∇V (Yt)]

Σ̇t = 2 Id−E[∇V (Yt)⊗ (Yt −mt) + (Yt −mt)⊗∇V (Yt)]

They prove that the law of Yt is the gradient flow of the KL on the Bures-Wasserstein manifold BW(Rd) ∼= Rd × S++
d (the

space of Gaussians equipped with the W2 distance); which is a submanifold of P2(Rd). It can be seen as ”Projected WGF”
where the Wasserstein gradient of the KL is projected onto the tangent space of the submanifold; another way to view it is to
see that its the GF of the KL on the Bures-Wasserstein manifold.

Then, they propose to write a Gaussian mixture ρ on Rd as ρν(θ) =
∫
BW(Rd)

p(θ)dν(p)2 where ν is a measure over
BW(Rd); hence MOG is isomorphic to P2(BW(Rd)). Then the WGF of ν 7→ KL(ρν |µ⋆), ie the GF of this functional
over P2(BW(Rd)) is implemented through a particle system νt =

1
N

∑N
i=1 δ(m(i)

t ,Σ
(i)
t )

:

ṁ
(i)
t = −E

[
∇ log

(
ρνt

µ⋆

)(
Y

(i)
t

)]
(22)

Σ̇
(i)
t = −E

[
∇2 log

(
ρνt

µ⋆

)(
Y

(i)
t

)]
Σ

(i)
t − Σ

(i)
t E

[
∇2 log

(
ρνt

µ⋆

)(
Y

(i)
t

)]
(23)

where Y (i)
t ∼ N (m

(i)
t ,Σ

(i)
t ).

In contrast, in this work we restrict ourselves to Gaussian mixtures ρ that write ρµ =
∫
Rd kϵ(θ−y)dµ(y) where µ is a measure

over Rd. Then the WGF of µ 7→ KL(ρµ|π), i.e. the GF of this functional over P2(Rd) is equivalent to the update above
from (Lambert et al., 2022). Indeed if we fix ν = µ⊗ δϵ Id, a Gaussian mixture writes ρν(θ) = ρµ(θ) =

∫
Rd kϵ(θ−y)dµ(y).

In this case we consider the particle system µt =
1
N

∑N
i=1 δm(i)

t
, we have ρµt

(θ) = 1
N

∑N
i=1 kϵ(θ−m

(i)
t ). The update (22)

becomes:

ṁ
(j)
t = −E

[
∇ log

(ρνt

π

)(
Y

(j)
t

)]
= −E[∇V (Y

(j)
t )]− E

[
∇ log (ρµt

)
(
Y

(j)
t

)]
= −E[∇V (Y

(j)
t )]− E

[∑N
i=1 ∇kϵ(Y

(j)
t −m

(i)
t )∑N

i=1 kϵ(Y
(j)
t −m

(i)
t )

]

= −
∫

∇V (y)kϵ(y −m
(j)
t )dy −

∫ ∑N
i=1 ∇kϵ(y −m

(i)
t )∑N

i=1 kϵ(y −m
(i)
t )

kϵ(y −m
(j)
t )dy

since Y (j)
t ∼ N (m

(j)
t , ϵ Id) has density kϵ(· −m

(j)
t ) hence we obtain the same update as (20).

C. Lemmas for the proof of Theorem 7
Lemma 8. For any x ∈ R+, the function defined on [0,+∞[ by

B(x) =
x log x− x+ 1

(x− 1)2
if x > 0,

and B(0) = 1 is monotone decreasing in r.
2We can rewrite it as

∫
Rd×S++

d
py,Σ(θ)dν(y,Σ)

13
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Proof. Firstly, the derivative of f is given by

B′(x) =
2− x+1

x−1 log(x)

(x− 1)2
.

Recall some inequalities of the log function derived in (Topsøe, 2007):

∀x ∈ [1,+∞[ ,
2(x− 1)

x+ 1
≤ log(x),

∀x ∈ [0, 1] , log(x) ≤ 2(x− 1)

x+ 1
.

Consequently, combining those two inequalities and multiplying by 1/(x− 1) which is positive on [1,+∞[ and negative on
[0, 1[ we obtain for any x ∈ [0,+∞[

log(x)

x− 1
≥ 2(x− 1)

It implies that the derivative f ′(x) is always negative and f is monotone decreasing.

Lemma 9. For any x ∈ R+ we have

C(x) = B(x)(x− 1) =
x log(x)− x+ 1

x− 1
≤

√
x− 1

Proof. Recall the inequalities derived in (Topsøe, 2007)

1. for any x ∈ [1,+∞[, log(x) ≤ x−1√
x

2. for any x ∈ [0, 1], log(x) ≥ x−1√
x

.

Combining those inequalities and multiplying by 1/(x− 1) which is positive on [1,+∞[ and negative on [0, 1[, we obtain
for any x ∈ [0,∞[,

log(x)

x− 1
≤ 1√

x
.

Moreover,

C(x)−
√
x− 1 =

x log(x)

x− 1
−

√
x.

Consequently, by multiplying the previous inequality by x, we obtain that C(x)− (
√
x+ 1) ≤ 0

Lemma 10. For any α ∈ [0, 1], we have

−α+ (1− α) log(1− α) + 2α
√
1− α ≤ 0.

Proof. Let’s start by applying the classical inequality ∀x > −1, log(1 + x) ≤ x at x = −α, we obtain log(1− α) ≤ −α.
Hence,

−α+ (1− α) log(1− α) + 2α
√
1− α ≤ −α− α(1− α) + 2α

√
1− α

= α(2
√
1− α− 2 + α)

:= αg(α)

Moreover,

g(α) = 2
√
1− α− 2 + α and g′(α) =

−1√
1− α

− 1 ≤ 0,

hence g is decreasing. Consequently,

−α+ (1− α) log(1− α) + 2α
√
1− α ≤ αg(0) ≤ 0 .
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D. Proof of Proposition 4
We first deal with the potential energy term. Notice that under Assumption 1, Vϵ is also L-smooth, since for any x, y ∈ Rd

∥∇Vϵ(x)−∇Vϵ(y)∥ ≤
∫
kϵ(θ)∥∇V (x− θ)−∇V (y − θ)∥dθ ≤ L∥x− y∥ (24)

since
∫
kϵ(θ)dθ = 1. Hence we have the following.

Proposition 11. Let ρ in P2(Rd) and ρt = Tt#ρ where Tt = Id+tϕ.

d

dt
GVϵ(ρt)−

d

dt
GVϵ(ρt)

∣∣∣
t=0

≤ Lt∥ϕ∥2L2(ρ).

Proof. By the chain rule in Wasserstein space we have

d

dt
GVϵ

(ρt) = ⟨∇G′
Vϵ
(ρt), vt⟩L2(ρt) = ⟨∇Vϵ, vt⟩L2(ρt).

Hence, using the transfer Lemma and Cauchy-Schwarz successively,

d

dt
GVϵ(ρt)−

d

dt
GVϵ(ρt)

∣∣∣
t=0

=⟨∇Vϵ, vt⟩L2(ρt) − ⟨∇Vϵ, ϕ⟩L2(ρ) = ⟨∇Vϵ ◦ Tt −∇Vϵ, ϕ⟩L2(ρ)

≤ Ew∼ρ[L∥∥Tt(x)− x∥∥∥ϕ(w)∥] ≤ Lt∥ϕ∥2L2(ρ) .

We now turn to the mollified entropy term that is the most challenging.
Proposition 12. Let ρ denote a mixture of n Diracs and ρt = Tt#ρ where Tt = Id+tϕ. We have:

d

dt
Uϵ(ρt)−

d

dt
Uϵ(ρt)

∣∣∣
t=0

≤

(
1

ϵ2
+

√
m2(ρ)n

ϵ3
+

√
n

ϵ2
+
n
√
m2(ρ)

2ϵ3

)
t∥ϕ∥2L2(ρ)

where m2(ρ) denotes the second moment of ρ.

Proof. By the chain rule in Wasserstein space, we have

d

dt
Uϵ(ρt) = ⟨∇U ′

ϵ(ρt), vt⟩L2(ρt).

Consequently,

d

dt
Uϵ(ρt)−

d

dt
Uϵ(ρt)

∣∣∣
t=0

=⟨∇U ′
ϵ(ρt), vt⟩L2(ρt) − ⟨∇U ′

ϵ(ρ), ϕ⟩L2(ρ)

= ⟨∇U ′
ϵ(Tt#ρ) ◦ Tt −∇U ′

ϵ(ρ), ϕ⟩L2(ρ)

≤ Ew∼ρ[∥∇U ′
ϵ(Tt#ρ)(Tt(w))−∇U ′

ϵ(ρ)(w)∥∥ϕ(w)∥] (25)

where in the second line we have used the transfer Lemma and in the last inequality Cauchy-Schwarz. Now, let’s focus on
the term ∥∇U ′

ϵ(Tt#ρ)(Tt(w))−∇U ′
ϵ(ρ)(w)∥, that we will decompose as

∇U ′
ϵ(Tt#ρ) ◦ Tt −∇U ′

ϵ(ρ) = ∇U ′
ϵ(Tt#ρ)(Tt(w))−∇U ′

ϵ(ρ)(Tt(w)) +∇U ′
ϵ(ρ)(Tt(w))−∇U ′

ϵ(ρ)(w)

:= BTt(w)(ρt, ρ) +Aρ(Tt(w), w). (26)

In the rest of the proof, we will show the Lipschitzness on w for A and in ρ for B.

Using Proposition 13 and Proposition 14, we have

d

dt
Uϵ(ρt)−

d

dt
Uϵ(ρt)

∣∣∣
t=0

≤ Ew∼ρ

[
(∥Aρ(Tt(w), w)∥+ ∥BTt(w)(ρt, ρ)∥)∥ϕ(w)∥

]
≤

(
1

ϵ2
+

√
m2(ρ)n

2ϵ3

)
t∥ϕ∥2L2(ρ) +

(√
n

ϵ2
+

√
nm2(ρ)

2ϵ3
+
n
√
m2(ρ)

2ϵ3

)
t∥ϕ∥2L2(ρ)

≤

(
1

ϵ2
+

2
√
m2(ρ)n

ϵ3
+

√
n

ϵ2
+
n
√
m2(ρ)

2ϵ3

)
t∥ϕ∥2L2(ρ).
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Proposition 13. Let ρ denote a mixture of n Diracs and ρt = Tt#ρ where Tt = Id+tϕ. It holds that

∥Aρ(Tt(w), w)∥ ≤

(
1

ϵ2
+

√
2m2(ρ)n

ϵ3

)
t∥ϕ(w)∥ (27)

Proof. Recalling the definition of ∇U ′
ϵ in (19), we obtain

∇U ′
ϵ(ρ)(w) =

∫
kϵ(θ − w)

∫
∇kϵ(θ − y)dρ(y)∫
kϵ(θ − y)dρ(y)

dθ =
1

ϵ2

∫
kϵ(θ − w)

∫
ykϵ(θ − y)dρ(y)∫
kϵ(θ − y)dρ(y)

dθ − w

ϵ2
.

Then from the definition of A in (26) we have

∥Aρ(Tt(w), w)∥ =
1

ϵ2

∥∥∥∥∫ (kϵ(θ − Tt(w)) + kϵ(θ − w))

∫
ykϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)
dθ − Tt(w) + w

∥∥∥∥
≤ 1

ϵ2

∫
|kϵ(θ − Tt(w))− kϵ(θ − w)|

∫
∥y∥kϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)
dθ +

t∥ϕ(w)∥
ϵ2

Moreover, recall that ρ is a mixture of n Diracs. Therefore, we have

∫
∥y∥kϵ(θ − y)dρ(y) ≤

√∫
∥y∥2dρ(y)

√∫
kϵ(θ − y)2dρ(y) =

√
m2(ρ)

√√√√ 1

n

n∑
i=1

kϵ(θ − yi)2

≤
√
m2(ρ)

1√
n

n∑
i=1

kϵ(θ − yi) ≤
√
m2(ρ)n kϵ ⋆ ρ(θ). (28)

Consequently,

∥Aρ(Tt(w), w)∥ ≤
√
m2(ρ)n

ϵ2
2TV(N (Tt(w), ϵ

2 Id), N (w, ϵ2 Id) +
t∥ϕ(w)∥

ϵ2

≤
√
m2(ρ)n

ϵ2

√
2KL(N (Tt(w), ϵ2 Id), N (w, ϵ2 Id) +

t∥ϕ(w)∥
ϵ2

=

(
1

ϵ2
+

√
2m2(ρ)n

ϵ3

)
t∥ϕ(w)∥.

Proposition 14. Let ρ denote a mixture of n Diracs and ρt = Tt#ρ where Tt = Id+tϕ. We have:

Ew∼ρ[∥BTt(w)(ρt, ρ)∥∥ϕ(w)∥] ≤

(√
n

ϵ2
+

√
nm2(ρ)

ϵ3
+
n
√
m2(ρ)

ϵ3

)
t∥ϕ∥2L2(ρ).

Proof. Recalling the definition of Equation (19), we have

Ew∼ρ[∥BTt(w)(ρt, ρ)∥∥ϕ(w)∥] =
∫ ∥∥∥∥ 1

ϵ2

∫
kϵ(θ − Tt(w))

∫
ykϵ(θ − y)dρt(y)

kϵ ⋆ ρt(θ)
−
∫
ykϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)

∥∥∥∥ .∥ϕ(w)∥dθdρ(w)
≤ 1

ϵ2

∫ (∫
kϵ(θ − Tt(w))∥ϕ(w)∥dρ(w)

) ∥∥∥∫ ykϵ(θ − y)dρt(y)

kϵ ⋆ ρt(θ)
−
∫
ykϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)

∥∥∥dθ. (29)

Then, we can use Cauchy Schwarz inequality and that ρt is supported on n Diracs to obtain

∫
∥ϕ(w)∥kϵ(θ − Tt(w))dρ(w) ≤ ∥ϕ∥L2(ρ)

√∫
kϵ(θ − w)2dρt(w) =

√
n∥ϕ∥L2(ρ) kϵ ⋆ ρt(θ). (30)
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Moreover, recall that∥∥∥∫ ykϵ(θ − y)dρt(y)

kϵ ⋆ ρt(θ)
−
∫
ykϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)

∥∥∥
≤

∥∥∥ ∫ ykϵ(θ − y)dρt(y)−
∫
ykϵ(θ − y)dρ(y)

∥∥∥
kϵ ⋆ ρt(θ)

+
∥∥∥∫ ykϵ(θ − y)dρ(y)

∥∥∥ ∣∣∣ 1

kϵ ⋆ ρt(θ)
− 1

kϵ ⋆ ρ(θ)

∣∣∣
≤
∫
∥Tt(y)kϵ(θ − Tt(y))− ykϵ(θ − y)∥dρ(y)

kϵ ⋆ ρt(θ)
+

∫
∥y∥kϵ(θ − y)dρ(y)

∣∣∣kϵ ⋆ ρ(θ)− kϵ ⋆ ρt(θ)

kϵ ⋆ ρ(θ) kϵ ⋆ ρt(θ)

∣∣∣
:= C1(θ) + C2(θ). (31)

We can now combine inequalities 29, 30 and 31 to obtain

Ew∼ρ[∥BTt(w)(ρt, ρ)∥∥ϕ(w)∥] ≤
√
n∥ϕ∥L2(ρ)

ϵ2

∫
kϵ ⋆ ρt(θ)(C1(θ) + C2(θ))dθ.

We first focus on the C1 term:∫
kϵ ⋆ ρt(θ)C1(θ)dθ =

∫ ∫
∥Tt(y)kϵ(θ − Tt(y))− ykϵ(θ − y)∥dρ(y)dθ

≤
∫ ∫

∥Tt(y)− y∥kϵ(θ − Tt(y)) + ∥y∥ |kϵ(θ − Tt(y))− kϵ(θ − y)|dρ(y)dθ

≤ tEy∼ρ[∥ϕ(y)∥] +
∫

∥y∥2TV(N (Tt(y), ϵ
2 Id),N (y, ϵ2 Id))dρ(y)

≤ t∥ϕ∥L2(ρ) +

∫
t∥y∥ ∥ϕ(y)∥

ϵ
dρ(y)

≤ t∥ϕ∥L2(ρ) +
t∥ϕ∥L2(ρ)

2ϵ

√∫
∥y∥2dρ(y)

=

(
1 +

√
m2(ρ)

ϵ

)
t∥ϕ∥L2(ρ).

Finally, we focus on the C2 term. We obtain using the same computations as in (28):∫
kϵ ⋆ ρt(θ)C2(θ)dθ =

∫ ∫
∥y∥kϵ(θ − y)dρ(y)

kϵ ⋆ ρ(θ)
|kϵ ⋆ ρ(θ)− kϵ ⋆ ρt(θ)|dθ

≤
√
m2(ρ)n

∫
|kϵ ⋆ ρ(θ)− kϵ ⋆ ρt(θ)|dθ

≤
√
m2(ρ)n

∫ ∫
|kϵ(θ − y)− kϵ(θ − Tt(y))|dρ(y)dθ

≤
√
m2(ρ)n

∫
t∥ϕ∥L2(ρ)

ϵ
dρ(y)dθ

≤
t
√
m2(ρ)n

ϵ
∥ϕ∥L2(ρ).

Combining the previous inequalities, we obtain

Ew∼ρ[∥BTt(w)(ρt, ρ)∥∥ϕ(w)∥] ≤

(√
n

ϵ2
+

√
nm2(ρ)

ϵ3
+
n
√
m2(ρ)

ϵ3

)
t∥ϕ∥2L2(ρ).

E. Wasserstein Hessians of relative entropies
E.1. Proof of Proposition 2

Proof. Let µt = (Id+t∇ψ)#µ where ψ ∈ C∞
c (Rd). Let µt, µ

∗ be the densities of µt and µ∗ respectively. We denote
by ϕt = Id+tg where g = ∇ψ. Hence we have Jϕt = Id+tJg. Time derivatives are denoted as ϕ′t =

dϕt

dt . Notice that
(Jϕt)

′ = Jϕ′t = Jg = Hessψ.

17
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For any f -divergence,

hµ(t) =

∫
f

(
µt(x)

µ∗(x)

)
µ∗(x)dx =

∫
f̃

(
µt(x)

µ∗(x)

)
µt(x)dx.

where f̃(t) = f(t)/t. By the transfer lemma and change of variables formula, we have

hµ(t) =

∫
f̃

(
µ(x)

µ∗(ϕt(x))|Jϕt(x)|

)
dµ(x).

Let us rewrite
hµ(t) =

∫
f̃
(
µ(x)ent(x)

)
dµ(x), where nt(x) = V (ϕt(x))− log |Jϕt(x)|.

We have consecutively:

h′µ(t) =

∫
f̃ ′
(
µ(x)ent(x)

)
µ(x)n′t(x)e

nt(x)dµ(x)

h′′µ(t) =

∫ [
f̃ ′′(µ(x)ent(x))

(
µ(x)n′t(x)e

nt(x)
)2

f̃ ′(µ(x)ent(x))
(
n′′t (x) + n′t(x)

2
)
µ(x)ent(x)

]
dx

where

n′t(x) = ⟨∇V (ϕt(x)), ϕ
′
t(x)⟩ − Tr

(
(Jϕt(x))

−1Jϕ′t(x)
)
,

n′′t (x) = ⟨HV (ϕt(x))ϕ
′
t(x), ϕ

′
t(x)⟩+Tr

(
(Jϕt(x))

−1Jϕ′t(x))
2
)
,

since ϕ′′t = 0. At time t = 0, we have

n0(x) = V (x) = − log(µ∗(x))

n′0(x) = ⟨∇V (x),∇ψ(x)⟩ −∆ψ(x),

n′′0(x) = ⟨HV (x)∇ψ(x),∇ψ(x)⟩+ ∥Hψ(x)∥2HS

since Tr(Hψ) = ∆Ψ and Tr
(
(Hψ)2

)
= ∥Hψ∥2HS . Notice that n′0(x) = Lµ∗ψ(x) where Lµ∗ : ψ 7→ ⟨∇V,∇ψ⟩ − ∆ψ

denotes the (negative) generator of the standard Langevin diffusion with stationary distribution µ∗ with density µ∗ ∝ e−V ,
see Pavliotis (2014, Section 4.5).

Now we get at time t = 0:

h′′µ(0) =

∫ [(
f̃ ′′
(
µ(x)

µ∗(x)

)(
µ(x)

µ∗(x)

)2

+ f̃ ′
(
µ(x)

µ∗(x)

)(
µ(x)

µ∗(x)

))
(Lµ∗ψ(x))

2

+f̃ ′
(
µ(x)

µ∗(x)

)(
µ(x)

µ∗(x)

)(
⟨HV (x)∇ψ(x),∇ψ(x)⟩+ ∥Hψ(x)∥2HS

)]
µ(x)dx.

Hence if V is convex, and that min(f̃ ′(t), tf̃ ′(t) + t2f̃ ′′(t)) ≥ 0, then h′′µ(0) ≥ 0. Now let f(t) = t log t − t, then
hµ(t) = KL(µt|µ∗)− 1. Then, f̃(t) = log(t)− 1; f̃ ′(t) = 1/t, f̃ ′′(t) = −1/t2, hence tf̃ ′(t)+ t2f̃ ′′(t) = 0 and we obtain
more precisely:

Hessµ KL(ψ,ψ) =

∫ [
⟨HV (x)∇ψ(x),∇ψ(x)⟩+ ∥Hψ(x)∥2HS

]
µ(x)dx.

E.2. Hessian of the mollified relative entropy

Recall that Fϵ(µ) = GVϵ
(µ)+Uϵ(µ). Hence, for any ψ ∈ C∞

c (Rd), Hessµ Fϵ(ψ,ψ) = Hessµ GVϵ
(ψ,ψ)+Hessµ Uϵ(ψ,ψ).

We directly have for the potential energy part that

d2GVϵ
(ρt)

dt2

∣∣∣
t=0

=

∫
⟨HVϵ

(x)∇ψ(x),∇ψ(x)⟩dµ(x). (32)

18
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using again our computation from Appendix E.1. Since HVϵ
= kϵ ⋆HV and kϵ converges to a Dirac at origin as ϵ goes to

zero, we get Hessµ GVϵ(ψ,ψ) −−−→
ε→0

∫
⟨HV (x)∇ψ(x),∇ψ(x)⟩dµ(x).

We now turn to the mollified entropy part. We rewrite it along a geodesic (ρt, vt)t∈[0,1] as

Uϵ(ρt) =

∫
log(kϵ ⋆ ρt)d(kϵ ⋆ ρt) =

∫
θ

U(kϵ ⋆ ρt(θ))dLd(θ),

denoting U : x 7→ x log(x). The first time derivative of t 7→ Uϵ(ρt) is:

dUϵ(ρt)

dt
=

∫
U ′(kϵ ⋆ ρt(θ))

d

dt
kϵ ⋆ ρt(θ)dθ (33)

=

∫
(1 + log(kϵ ⋆ ρt(θ))

∫
⟨∇kϵ(θ − x), vt(x)⟩dρt(x)dθ (34)

Since by an integration by parts,

d

dt
kϵ ⋆ ρt(θ)dθ =

∫
kϵ(θ − x)

∂ρt(x)

∂t
dx =

∫
∇kϵ(θ − x)ρt(x)vt(x)dx.

From Equation (33) we obtain

d2Uϵ(µt)

dt2
=

∫ [
U

′′
(kϵ ⋆ ρt(θ))

(
dkϵ ⋆ ρt(θ)

dt

)2

+ U
′
(kϵ ⋆ ρt(θ))

d2kϵ ⋆ ρt(θ)

dt2

]
dθ

=

∫
θ

[
(kϵ ⋆ ρt(θ))

−1

(
dkϵ ⋆ ρt(θ)

dt

)2

+ (1 + log(kϵ ⋆ ρt(θ)))
d2kϵ ⋆ ρt(θ)

dt2

]
dθ. (35)

The first term in (37) is always positive but the second may not because of the logarithmic term. However, as ϵ→ 0, we
recover the geodesic convexity of the negative entropy, as stated in the following proposition.
Proposition 15. Let µ ∈ P2(Rd). Let ψ ∈ C∞

c (Rd). As ϵ → 0, the Wasserstein Hessian of the regularized entropy Uϵ

converges to the one of the regular negative entropy U(µ) =
∫
log(µ)dµ, i.e:

Hessµ Uϵ(ψ,ψ) −−−→
ε→0

Hessµ U(ψ,ψ) =
∫

∥Hψ(x)∥2HSdµ(x). (36)

Proof. For each term, we will first take the limit as t→ 0 to recover the definition of the Hessian at µ (limiting distribution
of ρt as t goes to 0), then ϵ→ 0 to recover the case of the standard (non-regularized) relative entropy. Denote hϵµ(t, θ) =
kϵ ⋆ ρt(θ) =

∫
kϵ(θ − x)dρt(x) =

∫
kϵ(θ − ϕt(x))dµ(x) by the transfer lemma. We have

d2Uϵ(µt)

dt2
=

∫ [
U

′′
(hϵµ(t, θ))

(
dhϵµ(t, θ)

dt

)2

+ U
′
(hϵµ(t, θ))

d2hϵµ(t, θ)

dt2

]
dθ

=

∫
θ

[
(hϵµ(t, θ))

−1

(
dhϵµ(t, θ)

dt

)2

+
(
1 + log

(
hϵµ(t, θ)

)) d2hϵµ(t, θ)
dt2

]
dθ. (37)

We firstly have
hϵµ(t, θ) = kϵ ⋆ ρt(θ) −−−→

t→0
kϵ ⋆ µ(θ) −−−→

ε→0
µ(θ).

Recall that the continuity equation along Wasserstein geodesics write:

∂ρt(x)

∂t
+∇ ·

(
ρt(x)∇ψ ◦ ϕ−1

t (x)
)
) = 0. (38)

Then, using ∇ · (aB) = ⟨∇a,B⟩+ a∇ · (B), the first time derivative of t 7→ hϵµ(t, θ) writes

dhεµ(t, θ)

dt
=

∫
kϵ(θ − x)

∂ρt(x)

∂t
dx (39)

= −
∫
kϵ(θ − x)∇ ·

(
ρt(x)∇ψ(ϕ−1

t (x))
)
dx (40)

−−−→
t→0

−
∫
kϵ(θ − x)∇ · (µ(x)∇ψ(x))dx, (41)
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Hence for the first term in (37) we have:

∫
(hϵµ(t, θ))

−1

(
dhεµ(t, θ)

dt

)2

dθ (42)

−−−→
t→0

∫
(kϵ ⋆ µ(θ))

−1

(∫
kϵ(θ − x)∇ · (µ(x)∇ψ(x))dx

)2

dθ (43)

−−−→
ε→0

∫
µ(θ)−1∇ · (µ(θ)∇ψ(θ))2dθ (44)

=

∫
µ(θ)−1⟨∇µ(θ),∇ψ(θ)⟩2dθ +

∫
∆ψ(θ)2dµ(θ) + 2

∫
∆ψ(θ)⟨∇µ(θ),∇ψ(θ)⟩dθ (45)

= (a) + (b) + (c). (46)

We now turn to second term in (37). Using (39), the second time derivative of hϵµ writes:

d2hεµ(t, θ)

dt2
= −

∫
kϵ(θ − x)∇ ·

(
d

dt
(ρt(x)∇ψ(ϕ−1

t (x)))

)
dx

= −
∫
kϵ(θ − x)∇ ·

(
∂ρt(x)

∂t
∇ψ(ϕ−1

t (x))

)
dx−

∫
kϵ(θ − x)∇ ·

(
ρt(x)

d∇ψ(ϕ−1
t (x))

dt

)
dx

= (d) + (e).

Then using ∂ρt(x)
∂t = −∇ ·

(
ρt(x)∇ψ(ϕ−1

t (x))
)
= −⟨∇ρt(x),∇ψ(ϕ−1

t (x))⟩ − ρt(x)∆ψ(ϕ
−1
t (x)), we have

(d) =

∫
kϵ(θ − x)∇ ·

(
⟨∇ρt(x),∇ψ(ϕ−1

t (x))⟩+ ρt(x)∆ψ(ϕ
−1
t (x))

)
∇(ψ(ϕ−1

t (x)))dx

−−−→
t→0

∫
kϵ(θ − x)∇ · (⟨∇µ(x),∇ψ(x)⟩+ µ(x)∆ψ(x))∇(ψ(x))dx

−−−→
ϵ→0

∇ ·
(
⟨∇µ(θ),∇ψ(θ)⟩∇ψ(θ)

)
+∇ ·

(
µ(θ)∆ψ(θ)∇(ψ(θ))

)

Now, using ϕ−1
t ≈ Id−t∇ψ for t ≈ 0:

(e) = −
∫
kϵ(θ − x)∇ ·

(
ρt(x)

d

dt
(∇ψ(ϕ−1

t (x)))

)
dx

−−−→
t→0

∫
kϵ(θ − x)∇ · (µ(x)Hψ(x)∇ψ(x))dx −−−→

ϵ→0
∇ · (µ(θ)Hψ(θ)∇ψ(θ))dx.

Finally, for the second term in (37) we have

∫
(1 + log(hϵµ(t, θ)))

d2hϵµ(t, θ))

dt2
dθ

−−−−→
t,ϵ→0

∫
(1 + log(µ(θ)))

{
∇ · (⟨∇µ(θ),∇ψ(θ)⟩∇ψ(θ) + µ(θ)∆ψ(θ)∇ψ(θ) + µ(θ)Hψ(θ)∇ψ(θ))

}
dθ

= −
∫
⟨∇ log(µ(θ)), ⟨∇µ(θ),∇ψ(θ)⟩∇ψ(θ) + µ(θ)∆ψ(θ)∇ψ(θ) + µ(θ)Hψ(θ)∇ψ(θ)⟩dθ

= −
∫
µ(θ)−1⟨∇µ(θ),∇ψ(θ)⟩2dθ −

∫
∆ψ(θ)⟨∇µ(θ),∇ψ(θ)⟩dθ −

∫
⟨∇µ(θ),Hψ(θ)∇ψ(θ)⟩dθ

= −(a)− 1

2
(c)−

∫
⟨∇µ(θ),Hψ(θ)∇ψ(θ)⟩dθ.
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Moreover, by an integration by parts, using the divergence of matrix vector product ∇ · (Ab) = ∇ · (A)b+Tr(A∇b):

−
∫
⟨∇µ(θ),Hψ(θ)∇ψ(θ)⟩dθ =

∫
∇ · (Hψ(θ)∇ψ(θ))dµ(θ)

=

∫
⟨∇ ·Hψ(θ),∇ψ(θ)⟩+Tr(Hψ(θ)Hψ(θ))

⊤
dµ(θ)

=

∫
⟨∇(∆ψ(θ)),∇ψ(θ)⟩+ ∥Hψ(θ)∥2Fdµ(θ),

where ∫
⟨∇(∆ψ(θ)),∇ψ(θ)⟩dµ(θ) = −

∫
∆ψ(θ)∇ · (µ(θ)∇ψ(θ))dθ

= −
∫

∆ψ(θ)(⟨∇µ(θ),∇ψ(θ)⟩ − µ(θ)∆ψ(θ))dθ

= −1

2
(c)− (b).

Consequently,∫
(1 + log

(
hϵµ(t, θ)

)
)
d2hϵµ(t, θ)

dt2
dθ −−−−→

t,ϵ→0
−(a)− 1

2
(c)− 1

2
(c)− (b) +

∫
∥Hψ(θ)∥2Fdµ(θ). (47)

Finally combining (46) and (47) we get the result.

F. Experimental setting
The target distribution The target distribution µ⋆ is chosen to be a Gaussian mixture with 100 components:

µ⋆ =
1

100

100∑
i=1

N (x⋆i , ϵ
2Id)

The components (x⋆i )i≤100 are randomly sampled from a normal distribution N (0, σ2Id), where σ = 5 in all experiments.
The standard deviation of the target is set to ϵ = ϵ0

√
d, where ϵ0 = 1 in our setting. This standard deviation scales with

√
d

because the term ∥x⋆i ∥2 also scales with
√
d. Without this scaling, the term N (x⋆i , ϵ

2Id) would be very close to a Dirac
mass in high dimensions.

Variational family The variational family used for the experiments is the family of Gaussian mixtures with 10 components:

Cn =

{
1

n

n∑
i=1

N (xi, ϵ
2Id), xi ∈ Rd

}

At the beginning of the training, the mean of each component (xi)i≤10 is randomly initialized, sampled from a normal
distribution N (0, ζ2Id), where ζ = 15 in all experiments. Note that these components are initialized further than the
parameters (x⋆i )i≤100 of the target µ⋆, ie, ζ ≥ σ. It seems that this setting allows to slightly improve the performances and
the mode coverage of the algorithm. For simplicity, the variational family shares the same standard deviation ϵ than the
target.

Training parameters The step-size is set as γ = γ0 · d, where γ0 = 0.01. According to Proposition 4, the step-size
should satisfy γ ≤ 2/M to ensure a decrease in the objective of each iteration, where the constant M scales inversely with
d. Therefore, we opted for γ to scale with d accordingly.

Monte Carlo approximation of the cumulative mean Let µ a Gaussian mixture with n components. We denote by
(xi)i≤n the mean of those components. Therefore, the term ∥∇F ′

ϵ(µ)∥2L2(µ) can be approximated by Monte Carlo with B
samples using
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∥∇F ′
ϵ(µ)∥2L2(µ) =

∫
∥∇F ′

ϵ(µ)(w)∥22dµ(w)

=
1

n

n∑
i=1

∥∇F ′
ϵ(µ)(xi)∥22

=
1

n

n∑
i=1

∥
∫

∇ log

(
µ(y)

µ⋆(y)

)
dkxi

ϵ (y)∥22

≈ 1

n

n∑
i=1

∥ 1

B

B∑
j=1

∇ log

(
µ(yij)

µ⋆(yij)

)
∥22 ,

where yij ∼ N (xi, ϵ
2Id).

Monte Carlo approximation of the KL Let νn a Gaussian mixture with n components. We denote by (xi)i≤n the mean
of those components. Therefore, the Kullback-Leibler divergence between νn and the target µ⋆ can be approximated by
Monte Carlo with B samples using

KL(νn, µ
⋆) =

∫
log

(
νn(y)

µ⋆(y)

)
dµ(y)

=
1

n

n∑
i=1

∫
log

(
νn(y)

µ⋆(y)

)
dkxi

ϵ (y)

≈ 1

B · n

n∑
i=1

B∑
j=1

log

(
νn(y

i
j)

µ⋆(yij)

)
,

where yij ∼ N (xi, ϵ
2Id).

22


