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Abstract001

Question-Answering (QA) models for low-002
resource languages like Bangla face challenges003
due to limited annotated data and linguistic004
complexity. A key issue is determining whether005
models rely more on pre-encoded (parametric)006
knowledge or contextual input during answer007
generation as existing Bangla QA datasets lack008
the structure required for such analysis. We009
introduce BanglaCQA, the first Counterfactual010
QA dataset in Bangla by integrating counter-011
factual passages and answerability annotations012
into an existing dataset. In addition, we propose013
prompting-based pipelines for LLMs to disen-014
tangle parametric and contextual knowledge015
in both factual and counterfactual scenarios.016
Furthermore, we apply LLM-based evaluation017
techniques that measure answer quality based018
on semantic similarity. Our work not only intro-019
duces a novel framework for analyzing knowl-020
edge sources in Bangla QA but also uncovers021
critical findings that open up broader directions022
for counterfactual reasoning in low-resource023
language settings.024

1 Introduction and Related Work025

The domain of Question Answering (QA) is a fun-026

damental area within Natural Language Process-027

ing , which aims to train models that emulate hu-028

man reasoning by mimicking human comprehen-029

sion and response generation. With the arrival of030

Large language models (LLMs), this emulation has031

reached new heights for high-resource languages,032

as these models demonstrate competitive perfor-033

mance based solely on their pre-encoded knowl-034

edge. However, challenges arise in generating ac-035

curate responses in contextual QA settings, par-036

ticularly in counterfactual contexts, due to the in-037

terplay of two distinct “knowledge sources”: (i)038

Parametric knowledge, embedded within model pa-039

rameters through pretraining, and (ii) Contextual040

knowledge, derived from input contexts at execu-041

tion time (Neeman et al., 2023). Previous work in042

Figure 1: Parametric vs Contextual Question Answering
(QA)in Factual and Counterfactual Settings

English QA models has shown that prioritization 043

of parametric knowledge, which occurs because 044

of the imbalance between extensive pre-encoded 045

data and limited contextual input, can lead to the 046

generation of hallucinated answers (Krishna et al., 047

2021). Some work further shows that contextual 048

questions that contain incorrect assumptions dis- 049

rupt generation performance (Kim et al., 2021). 050

While some studies show that integrating counter- 051

factual or random contexts into factual datasets 052

improves robustness by disentangling knowledge 053

sources (Hwang et al., 2023), such methods re- 054

main largely unexplored for Bangla, a widely spo- 055

ken yet under-resourced language. Although mod- 056

els evaluated on BanglaRQA (Ekram et al., 2022) 057

and Squad-BN (Bhattacharjee et al., 2022) achieve 058

strong factual QA scores, key challenges remain un- 059

solved: the absence of benchmarks for evaluating 060

parametric and contextual biases as distinct factors, 061

limited insight into counterfactual contexts and un- 062

clear methods for tracing knowledge sources. 063

To address these issues, we present the 064

first Bangla Counterfactual Question-Answering 065

dataset, BanglaCQA, by extending an existing 066

BanglaRQA (Ekram et al., 2022) dataset with an- 067

swerability, random and counterfactual contexts to 068

probe knowledge prioritization. Moreover, we in- 069

troduce disentanglement pipelines by leveraging 070
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Figure 2: Implementation Pipeline of Large Language
Models (LLMs) for Disentangling Parametric and Con-
textual Knowledge in QA

multiple open-sourced LLMs (LLaMA-3.3B (Tou-071

vron et al., 2023), DeepSeek-R1 (DeepSeek-AI072

et al., 2025), Qwen-2.5-32B (Yang et al., 2024))073

with few-shot (Brown et al., 2020) and chain-of-074

thought (CoT) (Wei et al., 2022) prompting to dif-075

ferentiate parametric and contextual reasoning. To076

evaluate the results, we use Gemini 2.0 Flash for077

semantic similarity scoring, which outperforms tra-078

ditional metrics to evaluate the semantic accuracy079

of Bangla QA responses. Our analysis reveals that080

integrating counterfactual contexts exhibits strong081

parametric generation similarity. These findings082

not only establish a blueprint for low-resource lan-083

guages and advance QA systems for Bangla, but084

also emphasizes transparency in knowledge utiliza-085

tion in counterfactual scenarios.086

2 BanglaCQA Dataset087

The BanglaCQA dataset comprises both factual088

and counterfactual contexts, along with questions089

and their corresponding parametric and contextual090

answers. The factual contexts are sourced from091

the BanglaRQA (Ekram et al., 2022) dataset (li-092

censed under cc-by-nc-sa-4.0), one of the largest093

human-annotated Bangla QA factual datasets with094

contextual answers. However, it lacked distinct095

parametric and contextual answers to train models096

in disentangling knowledge sources. Our primary097

enhancement involves introducing rich, NER-based098

counterfactual contexts for the low-resource Bangla099

language, expanding the dataset by 42.28% to sig-100

nificantly accelerate model performance through101

alternative scenarios that demand deeper under-102

standing of named entities and their relationships.103

Dataset Attribute Setting
Total QA pairs 21,211
Factual Contexts 14,900
Counterfactual Contexts 6,300
Average Question Word Count 8.26
Average Context Word Count 215.27

Table 1: BanglaCQA dataset summary statistics

2.1 Counterfactual Context Generation 104

Counterfactual contexts are generated by modi- 105

fying named entities (e.g., names, dates, quanti- 106

ties) in factual contexts using the NER replace- 107

ment script (Sarker, 2020), followed by manual 108

validation to ensure semantic coherence. When a 109

named entity appeared in the answer column, it 110

was replaced with alternative entities in both the 111

context and answer columns to ensure consistency. 112

Moreover, the numeric values are altered using reg- 113

ular expressions. To avoid duplication, the data 114

IDs were updated, and each modification was man- 115

ually reviewed by two of the authors as annota- 116

tors to ensure contextual relevance and correctness. 117

The whole process ensures precise modification 118

in counterfactual contexts with the aim of chal- 119

lenging LLMs to adapt to contrasting information. 120

Each counterfactual context is paired with its corre- 121

sponding contradictory parametric and contextual 122

responses, which enables models to learn the dis- 123

entanglement of knowledge sources. 124

3 Implementation Pipeline 125

We propose a systematic framework to investigate 126

how LLMs handle parametric and contextual rea- 127

soning across factual and counterfactual settings. 128

As shown in Figure 2, each input consists of a con- 129

text and a question, paired with a system prompt 130

and formatted using either few-shot or CoT (Chain- 131

of-thought) prompting, which instructs models to 132

explicitly articulate intermediate reasoning steps 133

before producing final answers. The full prompt 134

structure and sample outputs are provided in Ap- 135

pendix A for reference. All models were decoded 136

using the same decoding hyperparameters to en- 137

sure fair comparison: temperature = 0.1, top-p 138

= 0.1, repetition penalty = 1.02, and max tokens 139

= 1500. Qwen-2.5 and DeepSeek-R1 were used 140

in their non-quantized versions, while LLAMA- 141

3.3 was configured using fp16 quantization due 142

to hardware constraints. All models were hosted 143

on Kaggle with 4xNVIDIA L4 GPUs, each offer- 144
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Models Prompting
F Contextual

Similarity
F Parametric

Similarity
CF Contextual

Similarity
CF Parametric

Similarity
LLAMA-3.3 Few-shot 0.84 0.27 0.77 0.24
DeepSeek-R1 Few-Shot 0.88 0.32 0.81 0.31

Qwen-2.5 Few-Shot 0.88 0.35 0.79 0.27
LLAMA-3.3 COT 0.91 0.69 0.83 0.55

DeepSeek-R1 COT 0.94 0.79 0.89 0.70
Qwen-2.5 COT 0.92 0.81 0.86 0.74

Table 2: Performance of different models under Factual (F) and Counterfactual (CF) settings, evaluated with
parametric and contextual similarity. "F" denotes Factual contexts and "CF" denotes Counterfactual contexts.
Bold values indicate the best-performing configurations in each category.

ing 22.5GB of VRAM. Each model generated two145

distinct outputs: a parametric answer, reflecting146

pre-trained knowledge, and a contextual answer, re-147

flecting the given input context.Answers generated148

in non-Bangla languages were reformatted auto-149

matically using the Gemini API to ensure cross-150

lingual consistency in the evaluation phase. Gem-151

ini 2.0 Flash was used in a zero-shot evaluation152

setting to compute semantic similarity between153

the model’s generated answers and gold targets.154

Two metrics—parametric similarity and contextual155

similarity—were computed separately to measure156

alignment between the generated and gold answers157

across factual and counterfactual settings.1158

4 Results159

We investigate how prompting strategies and model160

design influence model behavior across factual (F)161

and counterfactual (CF) settings, by discussing the162

following research questions:163

RQ1: How does the prompting strategy (CoT164

vs Few-shot) affect the parametric and contex-165

tual performance of language models in Bangla166

across factual and counterfactual settings?167

Contextual similarity remains consistently high168

across both prompting strategies (0.77-0.94) which169

indicates that both CoT and Few-shot prompting170

are similarly effective at utilizing contextual171

information in both factual (F) and counterfactual172

(CF) settings. In contrast, parametric similarity173

improves substantially with CoT prompting,174

particularly in counterfactual settings. Few-shot175

prompting results in low parametric similarity176

scores (0.24-0.35), whereas CoT prompting in-177

creases this range to 0.55-0.81. This indicates that178

CoT prompting enhances a model’s ability to gen-179

erate correct answers from pre-encoded knowledge180

1https://anonymous.4open.science/r/banglacqa/

while maintaining strong contextual understanding. 181

182

RQ2: How do architectural differences 183

among language models affect their ability to 184

integrate contextual and parametric knowl- 185

edge across factual and counterfactual tasks in 186

Bangla? Qwen-2.5 achieves high similarity scores 187

across both dimensions (F parametric : 0.81, CF 188

parametric : 0.74; F contextual: 0.92, CF con- 189

textual: 0.86). This is likely aided by its design for 190

handling long-sequences processing, which aligns 191

well with Bangla’s complex and fragmented tok- 192

enization. DeepSeek-R1 shows similar improved 193

performance. However, LLAMA-3.3 exhibits a 194

steep decline in CF contextual similarity (0.55) de- 195

spite a strong factual similarity score (0.91). These 196

findings suggest that architectures optimized for 197

longer contexts are better suited for Bangla’s lin- 198

guistic structure. 199

RQ3: How well do LLMs adapt to counterfac- 200

tual contexts in Bangla, and what does this re- 201

veal about their sensitivity to narrative contra- 202

diction? All models struggle with counterfactual 203

contextual understanding under few-shot prompt- 204

ing for instance: contextual similarity drops below 205

0.32, which suggests poor sensitivity to narrative 206

contradiction. CoT prompting alleviates this as 207

it enables models like Qwen-2.5 and DeepSeek- 208

R1 to achieve 0.74 and 0.70 contextual similarity, 209

respectively. This shows that Bangla’s syntactic 210

structure requires explicit reasoning to resolve con- 211

tradictions, and that LLMs, without such support, 212

default to parametric recall even when the context 213

logically invalidates it. This exposes a fundamental 214

limitation in LLMs’ default handling of counterfac- 215

tual semantics. 216

3

https://anonymous.4open.science/r/banglacqa/


4.1 Error Analysis217

While Gemini 2.0 Flash offers a scalable, fast ap-218

proximation of parametric answer similarity, our219

evaluation exposes key limitations in counterfac-220

tual QA for Bangla. To assess metric reliability,221

we qualitatively compared its outputs with human222

judgments—widely regarded as the gold standard223

in QA (Clark et al., 2021)—revealing three primary224

sources of discrepancy:225

I) Temporal Mismatch (Outdated Targets):226

We observed that approximately 4% of the ran-227

domly selected 200 model-generated answers were228

more up-to-date than the dataset’s reference an-229

swers. As shown in Figure 3, Qwen-2.5 produced230

factually accurate responses, but these were penal-231

ized due to the mismatch with stale reference data.232

This temporal mismatch underscores the limita-233

tions of using static reference data. This mismatch234

may vary across different batches but underscores235

the need for more dynamic evaluation frameworks.236

Figure 3: Example of temporal mismatch where a
model-generated answer is penalized for being more
up-to-date than the reference

237

II) Solution Variation (Multiple Valid An-238

swers): Around 7% of the randomly selected 200239

input demonstrate cases where different valid an-240

swers are penalized due to lack of lexical over-241

lap. For example, Figure 4 shows a case where the242

model predicts "23.5°" while the target is "66.5°",243

both correct, as they represent complementary an-244

gles of Earth’s axial tilt, but the metric assigns a low245

score due to the lexical mismatch. This issue may246

vary across different batches, but it highlights the247

challenge of accounting for multiple valid solutions248

in the evaluation process.249

III) Length Discrepancy (Verbose but Cor-250

rect CoT): Around 54% of the randomly selected251

200 inputs demonstrate cases where Qwen-2.5 gen-252

erates longer, more detailed explanations using253

Chain-of-Thought (CoT) prompting. Even when254

the final answer is accurate, the inclusion of reason-255

Figure 4: Example showing multiple valid answers
due to variations in model interpretation and reference
grounding.

ing reduces the similarity score due to the length 256

discrepancy. As shown in Figure 5, this highlights 257

a mismatch between surface-level similarity and 258

semantic correctness. 259

Figure 5: Example where the model generates a fac-
tually relevant but longer answer than the reference,
highlighting penalization due to length mismatch.

5 Conclusion 260

We propose a study to disentangle knowledge 261

sources in Bangla contextual QA models by 262

introducing a counterfactual extension to the 263

BanglaRQA dataset. This enables differentia- 264

tion between contextual and parametric answers, 265

which often overlap in factual contexts. We 266

trained encoder-decoder models on the extended 267

dataset and evaluated LLMs (LLAMA-3.3, Qwen- 268

2.5, DeepSeek-R1) using Few-shot and Chain-of- 269

Thought prompting. CoT prompting proved most 270

effective, with Qwen-2.5 excelling in generating 271

parametric answers even under counterfactual set- 272

tings. Our findings reveal a unique trend in low- 273

resource Bangla, where contextual inputs outweigh 274

parametric knowledge, highlighting Qwen-2.5’s ro- 275

bustness for real-world Bangla QA applications. 276
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Limitations277

Our work provides valuable insights into Bangla278

question answering with large language models,279

but there are naturally some areas to explore fur-280

ther. For example, a few models occasionally gave281

numeric answers in English even when prompted282

in Bangla, which reflects the complex multilingual283

nature of these systems. This is an interesting as-284

pect to investigate more deeply in future work, es-285

pecially around how models handle different lan-286

guages during reasoning. In some cases, models287

produced intermediate reasoning steps without a288

clear final answer. While this didn’t affect the289

overall evaluation, it suggests there’s more to learn290

about how these models arrive at their conclusions.291

Our dataset covers a range of question types that292

mix contextual and knowledge-based information,293

providing a solid testbed, though future datasets294

could help sharpen the distinction between these295

types even more. Finally, because of hardware lim-296

its, we ran the larger models using efficient quan-297

tization techniques, which worked well for our ex-298

periments but leaves room to explore full-precision299

versions down the line.300

Ethics Statement301

This research involved manual annotation carried302

out by the two authors. One author handled the303

primary annotation, refining the BanglaNER por-304

tion to ensure named entity replacements preserved305

both syntactic and semantic integrity. The other306

author independently reviewed these edits for con-307

textual and factual consistency across the context308

and answer fields. For numerical entities, we ap-309

plied controlled modifications using regular expres-310

sions to introduce variation while preserving the311

original meaning. Additionally, we used AI tools312

to assist with coding and grammatical corrections313

throughout the research.314
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Figure 7: An example user prompt showing how a Ben-
gali context and question are provided to the model for
generating structured answers.

Figure 8: Output output of QwQ-2.5-32B, displaying
the full reasoning process along with the final answers,
produced according to the prompt format.
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