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Abstract
The emergence of powerful language models in
Natural Language Processing (NLP) has sparked
a wave of excitement for their potential to revo-
lutionize decision-making. However, this excite-
ment should be tempered by their vulnerability to
adversarial attacks, which are carefully perturbed
inputs able to fool the model into inaccurate de-
cisions. In this paper, we present AdversNLP, a
practical framework to assess the robustness of
NLP applications against text-based adversaries.
Our framework combines and extends upon the
technical capabilities of established NLP adver-
sarial attacking tools (i.e. TextAttack) and tailors
an audit guide to navigate the landscape of threats
to NLP applications. AdversNLP illustrates best
practices and vulnerabilities through customized
attacking recipes, and presenting evaluation met-
rics in the form of Key Performance Indicators
(KPIs). Our study demonstrates the severity of the
threat posed by adversarial attacks and the need
for more initiatives bridging the gap between re-
search contributions and industrial applications.

1. Introduction
NLP and Large Language Models (LLMs) have gained in-
creasing attention in recent years due to their breakthroughs
in numerous applications. Today, generative AI and its pio-
neers (e.g., GPT-3/4, T5...) started the age of AI (stated Bill
Gates 1), transforming the way we interact with machines
and each other. The latter models were trained on massive
amounts of text data, allowing them to learn the complex-
ities of language and make accurate predictions about the
meaning of text (Brown et al., 2020; Raffel et al., 2019).
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In financial services, NLP and language models have seen
widespread adoption for tasks such as risk analysis, fraud
detection and automation of critical back-office operations.
Recently, Bloomberg released BloombergGPT, a new large-
scale generative Artificial Intelligence (AI) model specifi-
cally trained on a wide range of financial data to support a
diverse set of NLP tasks within the financial industry (Wu
et al., 2023). However, NLP applications are highly vul-
nerable to adversarial attacks, i.e. perturbed input samples
forcing the model to make false decisions, compromising
their accuracy and trustworthiness. As such, the issue of
adversarial robustness has become increasingly critical for
ensuring the reliability and trustworthiness of NLP systems.
To that aim, multiple contributions emerged either exploit-
ing or mitigating text adversaries. For instance, leveraging
accessible insights of the target systems (e.g., decision/score,
loss-function...) in crafting efficient adversarial text samples
(Li et al., 2020; Jin et al., 2020). On the other hand, multiple
active and passive defenses (e.g., misspelling check, adver-
sarial training) have been proposed to detect text attacks and
limit their impact (Yoo et al., 2022; Wang et al., 2021b).

In terms of understanding and communicating the threat
landscape, The ATLAS MITRE initiative provides a com-
mon language and reference point for organizations to better
understand the different threats and techniques used2. While
open-source frameworks like OpenAttack and TextAttack
help testing attacking algorithms, there still is a pressing
need for a standardized methodology that allows understand-
ing of the threats, simulation of attacks and the ability to
draw customer-friendly conclusions for each particular NLP
application (Morris et al., 2020; Zeng et al., 2021). Inspired
by the latter, we summarize our main contributions within
AdversNLP:

• A horizontal view of the state-of-the-art text adversarial
attack techniques, including toolkits and frameworks.

• A practical guide that assists in comprehending poten-
tial threats posed by adversarial attacks, automate the
simulation and evaluation of personalized attacks and
tests the effectiveness of shielding techniques.

• A performance evaluation using real-world cases from
the financial industry, such as fake news detection and
stock index classification.
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By combining these contributions, AdversNLP can help
organizations to gain a comprehensive understanding of
threats to their NLP applications, simulate personalized at-
tacking techniques and present the results in a user-friendly
manner using KPIs. This enables proactive mitigation of
vulnerabilities and enhances the overall robustness of NLP
systems.

2. Related works
The field of text adversarial attacks has seen significant
growth in recent years, with different contributions from
crafting adversarial attacks to shielding techniques to miti-
gate their threat. In this section we provide a brief overview
of the adversarial text attacks state-of-the-art.

2.1. Threat models

A plethora of attack methods have been proposed to ma-
nipulate the text input of NLP models and eventually fool
them, each with their own objective function, search - and
perturbation method. While the literature names multiple
families, Whitebox and Blackbox threat models represent
the main two and any attack can be narrowed down to one
of them (Table.1 General summary).

2.1.1. WHITEBOX THREAT MODELS

Representing the category of attacks where the attacker has
complete knowledge of the underlying NLP model and its
inner workings. In other words, the attacker has full access
to the model’s architecture, its parameters and training data.
These can be used to craft adversarial examples that are most
effective in fooling the model. For instance, (Ebrahimi et al.,
2018) relies on flip operation, which swaps one token for
another, based on the gradients of the one-hot input vectors,
highlighting that character-level models are highly sensitive
to adversarial perturbations. Meanwhile, (Ren et al., 2019)
proposes assigning probability weights to each word in a
sentence based on their contribution to the loss function and
target the most important ones with perturbations leading to
a derail of the model from its true prediction. TextBugger, an
adversarial attack framework, when under Whitebox settings,
finds important words by computing the Jacobian matrix
of the target classifier, generates five possible substitutions
and chooses the optimal one based on the change of the
confidence value (Li et al., 2019).

2.1.2. BLACKBOX THREAT MODELS

While Whitebox attacks assume access to the target model’s
architecture and parameters, Blackbox attacks are designed
to be more practical and better represent real-world sce-
narios. Blackbox adversarial attacks are particularly chal-
lenging since the attacker does not have access to the inner

workings of the model and can only leverage at most the de-
cision and score. (Li et al., 2020) proposes BERT-ATTACK,
identifying high importance words with Masked Language
Model (MLMs) and using a BERT architecture to generate
substitutions preserving the context of the sentence. Mean-
while, (Ren et al., 2019), introduced a greedy algorithm
called Probability Weighted Word Saliency (PWWS), where
word replacement order is determined by the classification
probability and word saliency.

TextFooler, a two-fold adversarial attacking framework, gen-
erates semantically similar adversarial examples, that are
also grammatically correct and fluently phrased. The lat-
ter technique computes an importance score per token, and
then selects a suitable replacement word that has similar se-
mantic meaning, fits within the surrounding context and
forces the target model to make wrong predictions (Jin
et al., 2020). On the extreme side of Blackbox attacks (a.k.a
Blind-attacks), VIPER uses a Bernoulli distribution to de-
cide which character to change and Character Embedding
Spaces (CES) presenting visually similar substitution for
multiple original characters that will be sampled once a
given character is chosen for perturbation (Eger et al., 2020).

2.2. Text Adversarial Attacks Toolkits & Frameworks

In recent years, several toolkits have been developed to aid
in the generation and evaluation of text adversarial attacks.
We briefly mention two main examples:

2.2.1. OPENATTACK

An open-source toolkit for implementing and evaluating
adversarial attacks in Natural Language Processing (NLP)
models (Zeng et al., 2021). It provides implementations in
Python of a range of attack algorithms, as well as evaluation
metrics such as attack success rate and semantic similarity.
OpenAttack’s architecture is based on a modular design,
which allows users to customize attacking techniques and
evaluation metrics. OpenAttack is flexible and extendable
for various deep learning models (i.e., Transfomers 3).

2.2.2. TEXTATTACK

An open-source Python-based framework for generating
adversarial examples in NLP. It provides a collection of
pre-defined attacks and metrics to evaluate the robustness of
NLP models against adversarial examples. The framework
supports a wide range of NLP models, including transform-
ers, RNNs/LSTMs and is designed to be extensible (Morris
et al., 2020). TextAttack’s architecture is based on a uni-
fied framework which allows users to easily compare and
contrast different attack algorithms.
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Table 1. Text adversarial attacks related works
References Knowledge Targeted Granularity Task Dataset

(Belinkov & Bisk, 2018) Blackbox No Char Machine Translation (MT) TED Corpus
(Iyyer et al., 2018) Blackbox No Sentence Sentiment/Entailment SST/ SICK
(Jin et al., 2020) Blackbox No Word Classification/Entailement AG’s/IMDB/Yelp
(Li et al., 2020) Blackbox No Sentence Classification/NLI AG’s/FAKE/IMDB

(Eger et al., 2020) Blackbox No Multiple POS/Toxic Comments Combilex
(Alzantot et al., 2018) Blackbox No Multiple Sentiment/Entailment IMDB/SNLI

(Gao et al., 2018) Blackbox No Char Sentiment/Classification AG’s/AmazonReviews
(Ebrahimi et al., 2018) Whitebox No Mulitple Classification AG

(Li et al., 2019) Whitebox No Word Sentiment/ToxiComments IMDB/RottenTomato
(Liang et al., 2018) Whitebox Yes Multiple Classification DBpedia/MR
(Cheng et al., 2020) Whitebox Yes Word MT/Summarization DUC/WMT’16

(Samanta & Mehta, 2017) Whitebox No Word Sentiment/GenderDetection IMDB/ Twitter
(Sato et al., 2018) Whitebox No Word Sequence Labeling DBpedia/FCEpublic

2.2.3. ATLAS MITRE

While the previous tools provide a useful starting point for
generating and evaluating adversarial examples, frameworks
such as ATLAS MITRE offer a more comprehensive and
structured best practices for testing and evaluating AI mod-
els. The Adversarial Tactics, Techniques, and Common
Knowledge (ATT&CK4) framework is a publicly-available
knowledge base of adversary tactics and techniques based
on real-world observations. The ATT&CK knowledge base,
created by the MITRE corporation, is used as a founda-
tion for the study, development of specific threat models
and methodologies in the cybersecurity field. The ATLAS
MITRE matrix specifically targets adversarial attacks on
machine learning systems. It is intended to help researchers
and practitioners better understand the various types of ad-
versarial attacks,ntheir objectives and to develop effective
defense mechanisms against these attacks.

The ATLAS MITRE matrix consists of two axes: tactics and
techniques. The tactics axis contains the high-level goals of
an attacker, such as ML model access, discovery, collection,
and ML attack staging. The techniques axis contains specific
methods that attackers may use to accomplish their goals,
such as ML model inference API access or leveraging ML-
enabled product or services (model access), identify models
artifacts or documentation and profiling outputs (discovery),
information repositories to mine valuable information or
data from local systems (collection), and White/Blackbox
attacks (ML attack staging).

Although TextAttack and OpenAttack are powerful toolkits
for generating adversarial examples, it can be challenging
for non-experts to use effectively. Additionally, the ATLAS
MITRE framework is a valuable resource for assessing cy-
bersecurity risks, but it is not specifically tailored to NLP
applications. To address these limitations, we propose Ad-
versNLP, an audit framework that combines and extends

upon the technical capabilities of previous toolkits, while tai-
loring an assessment questionnaire focusing specifically on
NLP applications and assessment of adversarial robustness.

3. AdversNLP
With the increasing deployment of NLP applications in var-
ious domains, including finance, healthcare and security,
the damage of text adversarial attacks can be enormous.
Moreover, organisations still lack tangible and less technical
tools to asses, understand and mitigate the vulnerabilities of
their NLP systems. To that aim, we present AdversNLP, a
user-friendly framework with the following core contribu-
tions: (i) A practical audit guide, describing the landscape
of adversarial threats an NLP system might face, (ii) a UI
automating customized attacking recipes and presenting
robustness KPIs.

3.1. Audit guide

The audit guide can be summarized in six steps, aiming
to identify risks, generate adversarial attacks, evaluate the
model and provide shielding techniques assessment. The
initial three steps are performed offline to understand vulner-
abilities, while the latter three steps form an iterative process
of generating and evaluating adversarial inputs, applying
shielding methods, and repeating for enhanced robustness.
After simulating and evaluating customized attacks, a dash-
board with various Key Performance Indicators (KPIs) is
available, providing insights into the model’s robustness
performance.

3.1.1. DEFINE THE SCOPE

The first step towards auditing or assessing the robustness
of NLP applications is to define the scope and the specific
assets to be evaluated:
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• What is the purpose of the NLP application and target
domain?

• What are the input and output formats of the NLP
application?

• What are the potential impact and consequences of
successful adversarial attacks on the NLP application?

• Who are the users of the NLP application, and what
are their expectations and requirements?

• What are the legal and ethical implications of the NLP
application and its potential vulnerabilities?

Answering these questions helps understanding the target
system purpose and the potential attack surface.

3.1.2. IDENTIFY ACCESSIBLE ATTACK ASSETS

This section puts in perspective the assets that can be lever-
aged by an attacker to craft efficient adversarial examples.
This includes determining the various data sources, such
as training, consumer or scored by the NLP application, as
well as any state of the art architectures used to build the
model in question (e.g., BERT, T5 ...).

• What types of access do you have to the NLP model
(e.g., source code, API, hosted service)?

• What type of data can be used to test/valuate/probe
the model (e.g., publicly available datasets, custom
datasets)?

• What are the resources used to build the application
(e.g., fine-tuning datasets, architectures)?

By identifying the accessible attack assets, it becomes easier
to determine the range of possible attack vectors and to
select appropriate attack methods.

3.1.3. SELECT ATTACKS TO SIMULATE

This step involves choosing a set of adversarial attacks that
are relevant to the application being tested, and can effec-
tively simulate potential attack scenarios. The selection
should be based on the scope of the application and the
accessible assets identified in the previous steps.

• What kind of attacks to simulate: Blackbox/Whitebox?
Targeted or Untargeted?

3.1.4. IDENTIFY TARGET SAMPLES

This step focuses on the selection of the dataset used to
craft adversarial examples. If the dataset to attack is already
available, it can be used directly. However, if no dataset pro-
vided, one can probe the model for a representative dataset.
The goal is to obtain a diverse set of examples that can
effectively evaluate the robustness of the NLP application.

3.1.5. EVALUATE RESULTS

The evaluation of the generated attacks is two-fold: one part
is assessing the attack success, the other part is the fluency
of adversarial examples.

Model performances: Starting with the standard evaluation
metrics (e.g., accuracy, precision/recall) up to success rate,
processing time and number of queries.

Fluency: Measuring the fluency of generated samples, us-
ing metrics such as the word modification rate, semantic
similarity and grammatical errors.

3.1.6. SHIELDING

Based on the analysis of the previously mentioned results,
AdversNLP will eventually provide recommendations to
improve the robustness of NLP applications (feature under
developement, see Future works). Here are some examples
of shielding techniques that can be suggested:

• Adversarial Training: Augmenting the training data
with adversarial examples to force the model to learn
semantics of adversarial perturbations (Jin et al., 2020;
Li et al., 2019).

• Input Sanitization: Pre-processing the input data to
remove potential adversarial triggers (e.g., special char-
acters, mislead words...) (Pruthi et al., 2019; Zhou
et al., 2019).

• Adversary Detection: Training a binary classifier to
serve as a filter for adversaries (Yin et al., 2022).

3.2. AdversNLP architecture

AdversNLP is designed to be hosted on the Azure cloud
platform and incorporates various Azure services to achieve
scalability, reliability, and seamless integration 8. The so-
lution consists of a Streamlit-based front-end for user in-
teraction, with a back-end leveraging libraries like TextAt-
tack and OpenAttack for adversarial NLP capabilities (Yoo
et al., 2022; Zeng et al., 2021). The entire application is
containerized using Docker and deployed through Azure
App Services and Azure Kubernetes Service (AKS). Ac-
cess to the application is secured and managed by Azure
Active Directory and Azure Application Gateway. The NLP
models supported by AdversNLP can be stored on Azure
Machine Learning, while Azure Blob Storage and Azure
SQL Database handle storage and database requirements.

In Figure.1, we dive into the functional architecture of Ad-
versNLP, and highlight main components of its integration
flow within the Azure Cloud Platform:

• (Front/Back)-end: The front-end of the AdversNLP
application is built using Streamlit, a popular Python li-
brary for creating interactive web applications for data
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Figure 1. The AdversNLP architecture (Azure)
TextAttack OpenAttack ATLAS AdversNLP

Attack Classification Models ✓ ✓ ✓
Provides text pre-processing capabilities ✓ ✓ ✓
Provides a wide array of metrics to evaluate the attacks ✓ ✓ ✓
Provides adversarial tactics/techniques & recommendations ✓ ✓
Customized for NLP applications ✓ ✓ ✓
Provides a friendly User Interface (UI) ✓
Provides user-friendly KPI’s ✓
Cloud-based ✓

Table 2. AdversNLP and state-of-the-art toolkits and frameworks.

science and machine learning. The back-end is pow-
ered by the TextAttack and OpenAttack (highlighted
in Section. 2).

• Azure Deployment: AdversNLP is deployed on Azure
using Azure App Services and Azure Kubernetes Ser-
vice (AKS). Azure App Services allows for easy de-
ployment of web applications, while AKS provides a
managed Kubernetes environment for container orches-
tration and scaling.

• Access Management: Azure Active Directory (Azure
AD) is used to manage user identities and access to
the AdversNLP application. Azure Application Gate-
way acts as a web traffic load-balancer and provides
an additional layer of security and protection to the
application.

The application interface (see Appendix), helps customize
attacking recipes, including the upload of a model, and the
selection of attacks to simulate (based on first 3 steps of the
audit guide). The latter triggers a series of events, simulating
attacks, generation of robustness KPIs and deep-dive into
adversarial examples. Overall, the AdversNLP framework
is not about reinventing the wheel but rather about taking
the state-of-the-art advancements in terms of toolkits and
extending them in a way that makes them accessible to a
broader audience (see Table. 2).

4. Experiments
We evaluate the effectiveness of AdversNLP on 4 different
NLP use cases. The chosen use-cases put in perspective sen-
sitive and trending applications of NLP in financial services
(not limited), ranging from document-level ESG classifi-
cation and sentiment scoring to Fake news detection and
multi-modal stock index classification using both historical
prices and news feed from social media. To summarize,
Table. 3 highlights the use cases covered, target models and
their original performance evaluation.

4.1. Simulated attacks

Based on the insights collected from the first 3 steps of the
audit guide, different attacking recipes can be customized.
For the use cases described in Table. 3, we orchestrate a
standard attacking campaign, focusing on Blackbox attack-
ing methods (Li et al., 2020; Ren et al., 2019; Jin et al.,
2020). The selected attacks, simulate a pseudo-real threat
scenario, exploiting accessible assets such as architecture,
loss function and input samples. Moreover, and to show-
case the relevancy and effectiveness of Blind and Whitebox
attacks we also consider, respectively, VIPER and TextBug-
ger (Eger et al., 2020; Li et al., 2019). For each dataset,
we evaluate the different attacking recipes on 100 randomly
selected samples that the model is able to classify correctly.
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Use Case Dataset Model F1
FakeNews Detection Labelled combination of fake/reel news5 BERT(Sigmoid) 90%
DowJones Closing Combination of Reddit news and DJ stats6 Universal Sentence Encoder (Sigmoid) 82%

ESG Topic E/S/G labelled articles (Python News API7) BERT (Softmax) 87%
ESG Sentiment ESG articles with sentiment BERT (Sigmoid) 73%

Table 3. Use cases, target models and performance evaluation
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Figure 2. Adversarial attacks success rate

Consider Figure. 2, showing the success rate of all five
simulated attacks per use case. Regardless of the family of
attack Blackbox/Whitebox, all four fine-tuned models can
be fooled by all recipes. However, we do notice that the
success rate differs for each model and that there is no silver
bullet. The Whitebox attack (TextBugger) naturally achieves
the highest success rate since it has the most knowledge.
Similarly, we notice that the blind attack (VIPER) has the
most difficulty tricking the model. The best of the three
Blackbox recipes is use-case dependant.

Another metric to consider is the fluency of the adversaries.
To highlight this, we use the universal sentence encoder
and the cosine similarity score to compute the semantic
resemblance of successful adversarial examples. Shown in
Figure. 3, we illustrate the distribution of the similarity score
across the different attacks and use-cases. Overall, most
recipes perform fairly well at maintaining the semantics of
the sentence, nevertheless we see that the variance is lower
for TextBugger. Meanwhile, VIPER, is the poorest when it
comes to creating semantically similar adversaries, mainly
because of its techniques which replaces characters with
visually similar ones.

5. Shielding
In this section, we present the logic and results of our ex-
periments testing the effectiveness of adversarial training
and binary adversarial filters. For space constraint, we only
highlight results over the Fake News and Stock Index use
cases.

Table 4. Adversarial detection evaluation (PWWS)
Class Precision Recall F1Score

Fake News Org
Adv

0.82
0.73

0.69
0.85

0.75
0.78

DowJones Org
Adv

0.57
0.55

0.48
0.63

0.52
0.59

5.1. Adversarial detection

Building a binary classifier for original and adversarial ex-
amples is a well-known shielding technique, it serves as a
proxy filtering out adversarial examples before feeding it
to the model under attack. To train such a binary classifier,
a dataset of original and adversarial examples is required.
To that aim, we select around 1K samples for each use case
and attack them with the PWWS method. The resulting
(successful) adversarial candidates are used to fine-tune an
out-of-the-box BERT model. The results can be seen in
Table. 4. As expected, the results are use-case specific and
while for Fake News 85% of adversaries can be identified
as such, for the Dow Jones model, a recall of only 63%
is achieved. Note that in general the Fake News detection
outperforms its Dow Jones counterpart. Furthermore, we
believe the results can still be enhanced through parameters
fine-tuning and creating a bigger training set.

1https://www.gatesnotes.com/The-Age-of-AI-Has-Begun
2https://atlas.mitre.org/
3https://github.com/huggingface/transformers
4https://attack.mitre.org/
5https://www.kaggle.com/c/fake-news
6https://www.kaggle.com/datasets/aaron7sun/stocknews
7https://newsapi.org/
8https://azure.microsoft.com/en-us/
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Figure 3. Semantic similarity (Original vs. Adversaries)

Table 5. Adversarial training evaluation (PWWS)
Method Attack Success

Fake News Original
+Adv training

62%
No Benefit

DowJones Original
+Adv training

23%
No Benefit

5.2. Adversarial training

Following the guidelines of (Li et al., 2020) we test the
efficiency of adversarial training as a shielding method. By
fine-tuning the target model, with the PWWS generated ad-
versarial samples (see previous subsection), and afterwards
evaluating on the same holdout test set, we can compare the
difference in robustness. As highlighted in Table. 5, adver-
sarial training might not be very effective and in some cases
can be counter productive reducing the overall accuracy of
the model and even resulting in over-fitting.

Overall, adversarial training effectiveness is use case de-
pendent and further investigation is required when and how
adversarial training is optimal to use (Wang & Bansal, 2018;
Wang et al., 2021a; Wang & Wang, 2020).

6. Conclusions
In this work, we introduce an early version of AdversNLP, a
practical guide for assessing NLP model robustness against
text adversarial attacks. Our framework combines the tech-
nical tools of OpenAttack and TextAttack with the best
practices from the ATLAS MITRE framework, providing a
user-friendly interface to automate adversarial attacks and
illustrate results using key performance indicators (KPIs).
AdversNLP makes it easier for non-technical and practition-
ers to assess and improve the security of their NLP models.
We hope that this work will inspire further contributions
and spark the development of more robust and secure NLP
models.

7. Future works
Multiple features are currently under development and will
be integrated in the new update of AdversNLP. For instance,
automated assessment of adversarial training and binary ad-
versaries filters effectiveness (as explained in Section. 5).
Furthermore, we are investigating the usage of Azure Ope-
nAI Services to process and combine the practical audit
guide input, the robustness and shielding assessment and
generate a tailored report, providing a through analysis of
the targeted use case and step by step recommendations to
enhance robustness. Finally, due to rise of LLMs in public
discourse, and the early stage maturity of LLM applications,
we are looking into integrating automatic safety checks
and risk mitigation mechanisms for LLMs into our frame-
work. Although new vulnerabilities are discovered regularly,
OWASP provides a good starting point by releasing a list of
ten known vulnerabilities (OWASP, 2023).
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(a) Supported PoC use cases

(b) Attack scope and parameters

Figure 4. AdversNLP UI : Customizing simulated attacks
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(a) Info and General Metrics

(b) Black Box vs White Box KPIs

Figure 5. AdversNLP UI : Model internal workings/ attack stats and aggregated KPIs
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(a) Examples per attacking algorithm

(b) Examples BlackBox vs WhiteBox

Figure 6. AdversNLP UI : Original vs Perturbed Samples
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(a) KPIs per attack

(b) Success rate and certainty distribution

Figure 7. AdversNLP UI : Attack results visualization


