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Abstract

The online caching problem aims to minimize cache misses when serving a se-
quence of requests under a limited cache size. While naive learning-augmented
caching algorithms achieve ideal 1-consistency, they lack robustness guarantees.
Existing robustification methods either sacrifice 1-consistency or introduce exces-
sive computational overhead. In this paper, we introduce GUARD, a lightweight
robustification framework that enhances the robustness of a broad class of learning-
augmented caching algorithms to 2H},_; + 2, while preserving their 1-consistency.
GUARD achieves the current best-known trade-off between consistency and ro-
bustness, with only O(1) additional per-request overhead, thereby maintaining
the original time complexity of the base algorithm. Extensive experiments across
multiple real-world datasets and prediction models validate the effectiveness of
GUARD in practice.

1 Introduction

The classical caching (or paging) problem is a fundamental online optimization problem with
widespread applications in operating systems, web caching, and database management. It involves
serving a sequence of n page requests using a cache of limited size k (1 < k < 00). A request incurs
zero cost if the corresponding page is already in the cache (cache hit); otherwise, a cache miss occurs,
requiring the page to be loaded into the cache, possibly evicting another page to make space. The
objective is to minimize the total number of cache misses over the entire request sequence.

Caching has been extensively studied in both deterministic and randomized settings. In the offline
setting where future requests are known, Belady [1]] proposed the first optimal strategy, Belady’s
rule, which evicts the page whose next request lies furthest in the future. In the online setting, where
future requests are unknown, strong theoretical lower bounds exist. Specifically, no deterministic

algorithm can achieve a competitive ratio better than & [2], and no randomized algorithm can do

better than Hy, [3]], where Hy, = Zle % is the k-th harmonic number satisfying In(k + 1) < Hy <

In(k) + 1. Several algorithms have been developed to approach these bounds: MARKER [3]] achieves
a competitive ratio of 2Hy, — 1, while EQUITABLE [4] matches the optimal Hy, but at the cost of
significantly higher time complexity O(k?) per request, limiting its practicality.

Recent advances in machine learning have inspired a new paradigm: learning-augmented algorithms,
which leverage predictive models to guide decision-making in online problems such as caching.
These algorithms aim to improve performance when predictions are accurate while remaining robust
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in the face of prediction errors. Their performance is typically evaluated using three key metrics:
consistency, robustness, and smoothness. Consistency measures the competitive ratio under perfect
predictions; Robustness bounds the algorithm performance under arbitrary prediction errors, and
smoothness captures how the competitive ratio degrades as prediction errors increase.

This paper focuses on learning-augmented algorithm design for the classical caching problem, which
lies at the intersection of machine learning and theoretical computer science. While the caching
problem itself is fundamental and pervasive in computer systems, our work demonstrates the potential
for safely integrating machine learning into cache systems.

1.1 Related Work

The first learning-augmented caching algorithm is BLINDORACLE [5], which blindly follows pre-
dictions by evicting the page predicted to be requested furthest in the future. While this yields ideal
1-consistency (a competitive ratio of 1 under perfect predictions), the algorithm lacks robustness: it
can perform arbitrarily worse when predictions are inaccurate. This limitation has motivated a line of
work on robustification methods, which can be broadly categorized into two families.

Embedding-based methods integrate prediction-driven logic directly into classical caching algo-
rithms like MARKER [3]]. For instance, PREDICTIVEMARKER [5] modifies the original eviction
policy of MARKER based on predictions and achieves 4 Hy-robustness but not 1-consistency. Sub-
sequently, LMARKER [6] improves smoothness and offers a (2H}, + 4)-robustness bound with
4-consistency. These algorithms derive their robustness from the marking mechanism inherent in
MARKER, but this mechanism also restricts their ability to attain 1-consistency.

Switching-based methods switch between learning-augmented and classical algorithms based on past
performance comparisons or the detection of prediction errors. For example, BLINDORACLE&LRU
[7] switches between BLINDORACLE and LRU, following the currently better-performing one,
and achieves 2k-robustness and 2-consistency. More recently, F&R and F&R (FITF) [8] switch
from a non-robust learning-augmented algorithm to a robust one upon detecting prediction errors,
achieving O(log k)-robustness and 1-consistency. However, both F&R and F&R (FITF) have a total
computational overhead of O(n?log k), as they require recomputing the optimal solution over the
entire observed request sequence upon each cache miss, with each recomputation costing O(nlog k).

We provide further related work in Appendix|Al along with a comprehensive comparison of existing
algorithms in Appendix [B] Overall, while prior methods have made progress in improving robustness,
they often do so at the cost of compromising 1-consistency or significantly increasing time complexity.

This leads to the central question of our work: Can we enhance the robustness of learning-augmented
caching algorithms in a time-efficient manner, without compromising 1-consistency?

1.2 Our Contributions

A New Framework. We answer the above question affirmatively by introducing GUARD, a robus-
tification framework applicable to any RB-following algorithm, which we formally define in Sec.
[3:2] a broad class of learning-augmented caching algorithms, including BLINDORACLE. Given
an RB-following algorithm A, GUARD&A maintains the original asymptotic time complexilyE]
of A while achieving the trade-off between consistency and robustness: (1,2Hy_1 + 2), which is
state-of-the-art.

GUARD introduces a novel, lightweight phase-based mechanism for detecting prediction errors. In
contrast to switching-based methods, it avoids recomputing costly optimal solutions online and
monitoring the performance of alternative algorithms.

New Algorithms and Empirical Evaluation. We apply GUARD to three representative RB-following
algorithms, i.e., BLINDORACLE [5], LRB [9], and PARROT [10], each using a different type
of prediction. All resulting variants achieve 1-consistency and (2Hy_1 + 2)-robustness, while
maintaining their original asymptotic time complexities. Extensive experiments show that GUARD-
based algorithms outperform existing methods and closely approach the state-of-the-art across a
broad range of benchmarks with both synthetic and real-world predictors. The combination of strong
theoretical guarantees and low runtime overhead underscores their value in practical applications.

*In this paper, we focus on the algorithm’s time complexity, excluding the cost of predictor calls.



2 Preliminaries

The caching problem involves a universe of pages P and a cache of size k. A sequence of page
requests o := ry,Ta, ..., 7, must be processed online. Each request ; is a pair (¢;, p;), where t;
denotes the time at which p; € P is requested. Upon receiving a request r;, the algorithm must
determine whether the corresponding page p; resides in the cache. If it does, the request results in a
cache hit; otherwise, a cache miss occurs, and the page must be loaded into the cache. If the cache is
full, an eviction decision must be made to accommodate the new page. The objective is to minimize
the total number of cache misses over the entire sequence o.

An online algorithm makes eviction decisions without knowledge of future requests, whereas an
offline algorithm has complete knowledge of the entire request sequence in advance. For any algorithm
A, let A(c) denote its cost when serving the sequence o, defined as the number of cache misses
incurred. In the case of randomized algorithms, we consider the expected cost. The performance of
online algorithms is typically evaluated using the competitive ratio. An algorithm A has competitive
ratio «v if for every request sequence o, the following holds:

A(0) < a-OPT(0) + ¢ (1)

where OPT (o) denotes the cost of an optimal offline algorithm, and ¢ is a constant independent of
the input. In our algorithms, the additive constant ¢ will be zero. We also say that A is a-competitive
in this case. For brevity, we omit o when it is clear from the context.

For learning-augmented algorithms, the competitive ratio often takes the form min{vy + f(n),d},
which encapsulates key performance metrics such as consistency, robustness, and smoothness. The
parameter -y reflects the performance when predictions are perfect (i.e., n = 0), making the algorithm
~-consistent. The bound J ensures that the performance never degrades beyond this factor, no matter
how inaccurate the predictions are, which defines d-robustness. The function f(n) characterizes
how performance degrades with increasing total prediction error 7, reflecting the notion of O(f(n))-
smoothness when -y is constant.

3 Algorithm Optimality and 1-Consistency

To maintain 1-consistency during robustification, we begin by analyzing structural properties of opti-
mal offline eviction policies and identifying a broad class of 1-consistent online learning-augmented
algorithms. Let OPT denote the optimal offline algorithm that follows Belady’s rule: evicting the
page whose next request occurs furthest in the future. For each request r; = (t;, p;), let T; denote the
time of the next request for page p; after ¢;. Following Antoniadis et al. [11] and Song et al. [9], we
define the Belady’s binary label y; as follows:

1 if OPT evicts p; before T;,
yi = { b @)

0 otherwise.
We refer to the page p; as a I-page if y; = 1, and a 0-page if y; = 0. Note that a page may be a
1-page at some times and a O-page at others if it is loaded into the cache multiple times, depending on
OPT’s eviction decisions. By default, we assume that OPT serves the entire request sequence o.

3.1 RB-Compliant Algorithms

Belady’s binary labeling naturally gives rise to a class of optimal algorithms that, although not
necessarily replicating the exact eviction decisions of OPT, still achieve optimal performance.

This is achieved through adherence to a principle we refer to as the relaxed Belady’s rule: prioritizing
the eviction of 1-pages over 0-pages whenever a cache replacement is necessary.

Definition 3.1. An algorithm is said to be RB-compliant if it adheres to the relaxed Belady’s rule.

To analyze the behavior of such algorithms, we define the following notation. Let the sets 12 and 0%
denote the sets of cached 1-pages and 0-pages, respectively, after algorithm A processes request r;.
Similarly, let 1] and O} denote the corresponding sets for OPT. The following lemma provides a key
structural property of RB-compliant algorithms: while their eviction decisions may differ from those
of OPT, they maintain the same set of 0-pages in the cache at all times.



Lemma 3.2. For an RB-compliant algorithm A, we have |12| = |17| and 0% = 0} after serving
each request ;.

Proof. The proof is carried out by exhaustive case analysis. See Appendix [C|for details. O

This result implies that an RB-compliant algorithm always caches at least one 1-page when a cache
miss occurs; otherwise, OPT would evict a 0-page at that time, contradicting the definition. Therefore,
we have the following corollary:

Corollary 3.3. RB-compliant algorithms evict only 1-pages.

This ensures that RB-compliant algorithms match the performance of OPT exactly:

Proposition 3.4. RB-compliant algorithms are optimal, incurring the same cost as OPT.

Proof. Lemma [3.2]implies that an RB-compliant algorithm A maintains the same set of 0-pages
as OPT at every step. Since 0-pages are precisely those pages that will be accessed again before
any 1-page is needed, A incurs at least as many cache hits as OPT, and thus no more cache misses.
Therefore, A is optimal. O

Proposition [3.5]reveals a key property concerning the ordering of next request times.

Proposition 3.5. For an RB-compliant algorithm A, after serving each request r;, the next request
time of any page in 12 is later than that of any page in 0%.

Proof. The proof follows from several observations about the relationship between the pages cached
by A and OPT. See Appendix [D]for details. O

3.2 RB-Following Algorithms

Building on the theory from the previous section, we now define a class of learning-augmented
algorithms based on the relaxed Belady’s rule. This class captures a wide range of learning-augmented
algorithms that are 1-consistent.

Definition 3.6. A learning-augmented algorithm is said to be RB-following if it prioritizes evicting
1-pages over 0-pages under perfect predictions.

By definition, an RB-following algorithm is RB-compliant when predictions are accurate. As a result,
all conclusions and performance guarantees derived for RB-compliant algorithms in Sec. apply
directly to RB-following algorithms under perfect predictions. Consequently, we have:

Corollary 3.7. RB-following algorithms are 1-consistent.

RB-following algorithms can leverage various types of predictions, including predicted next request
times, Belady binary labels (as defined above), or even the optimal eviction choices made by OPT.
Several representative learning-augmented algorithms are RB-following: BLINDORACLE [5] evicts
the page with the furthest predicted next request time; LRB [9] randomly selects a predicted 1-page
for eviction, prioritizing them over predicted 0-pages; PARROT [10] mimics the eviction decisions
of OPT by evicting the page predicted to be requested furthest in the future (FitF). See Sec. {.4] for
further discussion of these algorithms. However, all the aforementioned RB-following algorithms
follow predictions blindly, leading to a critical drawback: poor robustness in the face of inaccurate
predictions. Lemma 3.8 shows that such algorithms can incur unbounded competitive ratios.

Lemma 3.8. RB-following algorithms that blindly follow predictions have unbounded robustness.

Proof. The proof presents a simple adversarial case. See Appendix [E]for details. O

This observation motivates a robustification framework that preserves the I-consistency of RB-
following algorithms while significantly enhancing their robustness.



4 GUARD: The Robustification Framework

4.1 Insights and Overview

We now introduce GUARD, a general framework that robustifies RB-following algorithms by mitigat-
ing the impact of prediction errors while preserving their 1-consistency under accurate predictions.
The design of GUARD is grounded in three key observations as follows.

Observation 1: Immediate protection hurts 1-consistency. Marking-based learning-augmented
caching algorithms, such as PREDICTIVEMARKER [3f], LMARKER [6]], and MARK&PREDICT [L1]],
use a fixed mechanism to protect pages from eviction immediately after they are requested. While
this method ensures bounded robustness, it may prevent necessary evictions that would otherwise be
justified by accurate predictions. This observation motivates us to rethink the timing and conditions
under which protection is applied, rather than applying it uniformly after every access. In particular,
we aim to guard pages only when there is evidence of a prediction error, avoiding overprotection.

Observation 2: Error detection must balance accuracy and efficiency. Many switching-based
methods detect prediction errors at runtime to switch between prediction-driven and robust fallback
policies. A common method, as used by BLINDORACLE&LRU and BLINDORACLE& MARKER
[7]], involves comparing the current total cost incurred by the prediction-based algorithm with that of
the fallback algorithm. However, this comparison is often insensitive: when the learning-augmented
algorithm underperforms relative to the classical one, the accumulated prediction errors can be large,
as the classical algorithm (e.g., LRU) may perform significantly worse than OPT. Consequently, this
introduces a multiplicative factor of 2 in the robustness guarantees. Alternatively, some methods, such
as F&R and F&R (FITF) [8]], detect prediction errors by explicitly recomputing the optimal solution
over the observed request sequence up to the point of a cache miss, and checking whether the optimal
solution would also incur a miss. While this yields highly accurate error detection, its overhead
is prohibitive for real-time use. This motivates an error detection mechanism that is lightweight,
sensitive to errors that trigger cache misses, and practical for real systems.

Observation 3: RB-compliant algorithms follow an intrinsic eviction pattern. Any RB-compliant
algorithm, including OPT, never retains an unrequested page in the cache during the time interval
between the eviction and the next request of another page, revealing the underlying principle of
optimal eviction decisions. We defer the proof to Appendix |G} Formally, if a request r; results in
a cache miss at time ¢;, and the requested page p; was previously evicted at time p < ¢;, then all
pages remaining in the cache at time ¢; must have been requested at least once between p and ¢;. This
behavior implies a kind of causal chain between evictions and requests, which motivates a way to
identify mispredictions without recomputing OPT directly.

Inspired by the above, GUARD selectively guards (i.e., protects) a requested page p; from eviction
only when a prediction error is detected, thereby preserving 1-consistency under accurate predictions.
This mechanism ensures that pages that should be evicted before p; are indeed evicted within the
same phase, maintaining bounded robustness even under poor predictions.

Algorithm [T] describes GUARD&A.. Specifically, the execution of GUARD is divided into phases.
At the start of each phase, all cached pages are labeled as old and stored in a set ¢/, which tracks
unrequested old pages. A new phase begins when U/ becomes empty, indicating that all old pages
have either been requested or evicted. The period from the beginning of execution until the first
reset of U (Line 8) is referred to as the O-th phase. When a cache miss occurs, if the requested
page p; was previously evicted in the current phase (Line 10), this signals a potential prediction
error. In response, GUARD evicts a random unguarded page from U/ and marks p; as guarded,
preventing it from being evicted until the next phase. Otherwise, A’s eviction policy is followed
over the set of unguarded pages. This design leverages the intrinsic pattern of the optimal eviction
behavior (Observation 3) to detect meaningful mispredictions efficiently without costly recomputation
(Observation 2), while avoiding immediate protection (Observation 1) and insensitive performance
comparisons (Observation 2).

We simplify A by omitting its specific eviction behavior and other auxiliary logic in Algorithm|I]
This is because, in essence, GUARD operates as a companion process to A, running concurrently,
dynamically restricting the set of eviction candidates (Line 14-15) or overriding A’s eviction policy
(Line 11) when necessary.



Algorithm 1 GUARD& A

1: U + () (the set tracks unrequested old pages in the cache)
2: fort=1,...,ndo

3:  Receive a page request r; = (¢;, p;) at time ¢;
4:  if p; is not in the cache then
5: if the cache is full then
6: if U is empty then
7: Unguard all cached pages
8: U <+ {all cached pages} (a new phase begins)
9: end if
10: if p; was evicted in the current phase then
11: Evict a page = from I/ uniformly at random
12: Guard p;
13: else
14: S « {all unguarded cached pages}
15: Follow A’s policy to evict a page x from S based on predictions
16: end if
17: if the evicted page z € U then
18: U+~ U\{z}
19: end if
20: end if
21: Load p; into the cache
22:  endif

23:  if p; € U then
24: U<+~ U\{p:}
25:  end if

26: end for

4.2 Preserving 1-Consistency

Proposition 4.1. Under perfect predictions, no page will be guarded by GUARD&A.

Proof. Suppose, for contradiction, that a page p,, is the first page ever guarded by GUARD&A, and it
is guarded at time ¢; upon a request for p,. Before ¢;, no pages have been guarded, so GUARD& A
behaves exactly like A up to this point. Consider the phase during which p, is guarded.

By the algorithm’s logic, p, must have been evicted earlier in this phase, say, at time u < ;.
According to Corollary [3.3] p, is a 1-page at time p. At time ¢;, since p, was previously evicted,
GUARD&A enters the error-handling branch (Lines 10-12), implying there exists an unrequested old
page pp € U at time ¢;, whose next request occurs at time 73 > ¢;. Then, p, was also a 1-page in the
cache at time y, according to Proposition 3.5]

Now consider an alternative algorithm, GUARD&B, behaves identically to GUARD&A before ¢;,
except that it evicts p;, instead of p, at time u, keeping p, in the cache until ¢;. Because both p, and
pp are 1-pages at time p, GUARD&B remains RB-compliant before ¢; under perfect predictions. At
time t;, GUARD&B would experience a cache hit for p,, whereas OPT incurs a cache miss (since p,
was a 1-page at time p and was not accessed again until ¢;). Moreover, GUARD&B and OPT incur
the same number of cache misses before ¢; (see Proposition [3.4)), implying GUARD&B performs
better than OPT after serving requests up to time ¢;, which contradicts the optimality of OPT.

Therefore, no such p, can exist, and no page is ever guarded under perfect predictions. O

From Proposition[4.1] under perfect predictions, GUARD& A never guards any page and thus behaves
identically to A. Since A is 1-consistent by definition, GUARD&A inherits the following property:

Corollary 4.2. For any RB-following algorithm A, GUARD&A is I-consistent.



4.3 Enhancing Robustness

Our preliminary proof shows the O(log k)-robustness of GUARD&A. A more refined analysis (see
Appendix[J) tightens this bound to 2Hy,_1 + 2.

To establish the robustness bound, we introduce several key notations. Let the final phase executed
by GUARD&A be the @-th phase and denote by Q the set {0, 1, ..., Q}. A page request r; is distinct
within a phase if the requested page p; has not been previously requested during that phase. Let ¢,
denote the number of distinct new pages requested during the g-th phase.

Among the requests leading to evictions in the ¢-th phase, let n, denote the number of requests
for new pages and o, denote the number of requests for old pages. We decompose n, into ng™,

representing the number of requests that cause the eviction of new pages, and n%, representing the

q
number of requests that result in the eviction of old pages. Therefore, we have n, = ng™ + ngld.

This notation allows us to precisely track the types of evictions occurring during each phase.

The following lemma gives a lower bound on the cost of OPT on sequence o. Note that, in this paper,
we denote OPT(o) by OPT for brevity.

Lemmad43. Y ¢, <OPT < - ng
q€eQ qeEQ

Proof. The proof builds on a phase-based analysis, following the approach of Fiat et al. [3]. See
Appendix [[ for details. O

Lemma 4.4. For each q € Q, ng < 2¢cq and ngld < ¢q.

Proof. Each distinct new page can be loaded into the cache at most twice per phase, as it becomes
guarded upon its second request. Hence, n, < 2¢,.

If a new page is loaded into the cache twice within a phase, it must be evicted by a request for another
new page before its second request. This is because, if a request for an old page results in a cache

miss, GUARD&A only evicts an old page from /. Thus, we have ng — ¢, < nZ"W, which implies

old __ _ o new
ngt =mng —ng™ < ¢q. O

Theorem 4.5. GUARD&A is O(log k)-robust.

Proof. We bound the number of evictions. In phase g, let n, be the number of cache misses due to
new pages, and o, those due to old pages. From Lemma ng < 2¢,. To upper bound o,, we make
the following assumptions, each of which can only increase the number of cache misses.

1. The number of distinct old-page requests is & (the maximum possible).
2. All ngl" evictions happen before requests for old pages.

3. Evicted old pages have earlier next request times than remaining ones.

On each cache miss for an old-page request, an unrequested page from I/ is evicted and the requested
page is guarded. Let p; denote the probability of a cache miss for the j-th subsequent distinct old
page request. We have

nold lf] S nold (3)

1, if1<j<ng
P =
old,

G-



The expected value of o, is bounded as follows:

k

E[Oq] < ngld+ Z min {pj, 1}
j:TLOldJrl

k— nuld

old +
7 ’I’Lo’d-‘rl

old
J k—(—-1)

= (2 + Hk_ngzd — anld)’nzld

< (Hr+1)cq.  (by Lemma[Ed) )

The inequalities hold regardless of whether ¢ < @ or ¢ = Q). Let GA, denote the number of cache
misses incurred by GUARD&A during the ¢-th phase. By (@), GUARD&A’s total expected cost
E[GA] is bounded by:

E[GA] =co+ Y E[GA,]=co+ D (ng+Eloy])
qeQ qeQ

< (Hg +3) Z ¢q < (2H, 4+ 6)OPT. (by Lemmas4.3|and [4.4) 5)
qeQ

This completes the proof. O

The above assumptions simplify the proof and immediately yield logarithmic robustness, but in-
evitably loosen the result. Theorem [{.6|presents a tight bound.

Theorem 4.6. GUARD&A is (2H},—1 + 2)-robust, which is tight.

Proof. The proof analyzes eviction chains that account for each eviction, without relying on any
assumptions. See Appendix [J]for details.

4.4 Applications

We apply GUARD to three RB-following algorithms: BLINDORACLE [5], LRB [9], and PARROT
[LO]. These algorithms are selected because they are representative and rely on predictors that are
practical in implementation. However, as they blindly follow predictions, they are 1-consistent but
not robust. After being robustified via GUARD, each algorithm gains (2H_1 + 2)-robustness while
retaining 1-consistency. Implementing GUARD incurs an O(1) overhead per request when using hash
tables, so the time complexity remains asymptotically the same as that of the base algorithm.

BLINDORACLE [5] evicts the page with the furthest predicted next request time (NRT), as detailed in
Algorithm [3in Appendix [} LRB [9] is an algorithm that has been applied to content distribution
network caching. See Algorithm ] It predicts Belady’s binary labels and prioritizes eviction of
predicted 1-pages over predicted 0-pages, labeled by the OPT that starts from the current cache
content of LRB and serves subsequent requests in ¢. Note that LRB remains RB-following, as
proven in Appendix [Hl PARROT [10] learns to imitate the optimal policy using a neural network
model. See Algorithm [5] for details. It directly evicts the predicted FitF (furthest-in-the-future)
page, where FitF follows the definition in Sadek and Elias [8]. GUARD is also applicable to more
sophisticated RB-following algorithms that do not blindly follow predictions, which we leave as
future work.

Table 1: Robustified RB-following algorithms. B.O. stands for BLINDORACLE. NRT refers to the
next request time, while FitF stands for furthest-in-the-future.

Algorithm Prediction Consistency Robustness Smoothness Time Complexity
GUARD&B.O. NRT 1 2Hr_1+2 O(log(n:/OPT)) O(nlogk)
GUARD&LRB Binary 1 2Hy,_1+2 O(Hg-m/OPT) O(n)
GUARD&PARROT  FitF Page 1 2H,-1+2 O(Hg-ny/OPT) O(n)




Refer to Table [I] for a summary, and to Appendix [K] for their pseudo-codes, smoothness proofs,
and implementation details. 7, 1, and 7y are error measures for different types of predictions,
representing the total ¢; error of predicted next request times, the number of incorrect predictions
of Belady’s binary labels, and the number of incorrect predictions of FitF pages, respectively. A
comprehensive comparison of existing algorithms is provided in Table d]in Appendix B}

4.5 Achieving Better Smoothness with EXGUARD

Inspired by F&R [8] and ADAPTIVEQUERY-B [12], we explore how to trade off smoothness against
predictor usage. The challenge lies in maintaining logarithmic robustness while adjusting the use
of predictions. We propose an extension of GUARD, called EXGUARD, which allows for improved
smoothness at the cost of increased predictor usage. EXGUARD constrains subsequent random evic-
tions triggered by a misprediction-induced eviction, thereby avoiding excessive conservativeness and
improving smoothness. Meanwhile, EXGUARD maintains 1-consistency and O(log k)-robustness.

The learning-augmented algorithms in this paper invoke the predictor upon eviction, following com-
mon implementations in prior caching systems [9, (13| [14]]. GUARD&B.O. and GUARD&PARROT
invoke the predictor O(OPT) times, whereas EXGUARD&B.O. and EXGUARD&PARROT use
the predictor O(d - OPT) times, where d € [1, Hy]. EXGUARD&BLINDORACLE achieves
O(min(log(n;/OPT), \\/n;/OPT))-smoothness, where A = h/e" < 1/e. Here, h = Hy,/(2d),
and thus h € [1/2, Hj,/2]. EXGUARD&PARROT achieves O(Hj,/d - 7 /OPT)-smoothness. Algo-
rithms using EXGUARD are also included in Tabled]in the Appendix for comparison. In Appendix [N]
we present a comprehensive introduction to EXGUARD, including its empirical results and formal
proofs of the favorable trade-offs it achieves.

5 Experiments

We now present a comprehensive evaluation of learning-augmented caching algorithms to assess their
performance under both synthetic and real-world predictions.

5.1 Experimental Setup

Building on the experimental frameworks of Liu et al. [10] and Chtgdowski et al. [15], we construct
an expanded benchmark that includes more algorithm variants, datasets, and prediction types. We
evaluate algorithms using three types of predictions: Next request times (NRT), Belady’s binary labels,
and FitF page predictions. We also include F&R [8]], whose action predictions can be derived from
predicted next request times as demonstrated in Sadek and Elias [8]. For switching-based algorithms,
we follow Chiedowski et al. [15], setting a deterministic switching bound of 1 and a randomized
weight 8 = 0.99. Some algorithms are omitted due to either performance equivalence or excessive
computational overhead.

Datasets. We use BrightKite [[16] and Citi [17]], with cache sizes set to 10 and 100, respectively,
following Lykouris and Vassilvtiskii [5]. We further use SPEC CPU2006 memory traces [18]] to
evaluate real-world performance. Following Chtedowski et al. [15] and Liu et al. [10]], we adopt the
16-way 2MB cache configuration for consistency.

Predictions. We consider both synthetic and real predictors. For synthetic predictions, NRT and
binary label predictions are processed differently. To simulate NRT predictions, we add log-normal
noise to true request times. Pages without future requests are assigned a value of n + 1, where n
is the number of requests. On the other hand, binary label predictions are generated by flipping
true Belady labels with a given probability to simulate noisy prediction scenarios. For real-world
predictors, we consider the following: (i) PLECO [19]: A probability-based predictor that estimates
the access likelihood p of a page and predicts its next request after 1/p steps; (ii) POPU [20]: A
frequency-based predictor that assumes a page requested in fraction p of past accesses will reappear
after 1/p steps; (iii) LRB Predictor: Uses LightGBM [21] to predict next request times, then classifies
pages beyond the Belady boundary as predicted 1-pages and others as predicted 0-pages, consistent
with Song et al. [9].



5.2 Experimental Results

All cost ratios are reported relative to OPT. Figures[T]and[2]show algorithm performance under varying
levels of synthetic next request time (NRT) and binary prediction errors on the BrightKite dataset.
Below, we abbreviate BLINDORACLE (B.0O.), LMARKER (LM.), LNONMARKER (LNONM.),
PREDICTIVEMARKER (P.M.), and MARK&PREDICT (M.&P.). Due to differing interpretations of
binary labels, only synthetic results for M.&P. are included. Both GUARD&B.O. and GUARD&LRB
exhibit empirical 1-consistency and bounded robustness, aligning with theoretical guarantees.
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Figure 1: Performance with synthetic predic- Figure 2: Performance with synthetic predic-
tions of NRT on BrightKite. tions of binary labels on BrightKite.

Table 2: Average cost ratios on SPEC CPU2006 using PLECO and POPU predictors.

Predictor LRU B.O. LM. LNoNM. PM. B.0.&M.” F&R GUARD&B.O.

PLECO 1478 1.404 1.335 1.346 1.335 1.294 1.360 1.226
POPU 1478 1.261 1.320 1.312 1.312 1.233 1.319 1.203

Table 3: Average cost ratios on SPEC CPU2006 Benchmark using LRB predictor.

Predictor LRU MARKER LRB MARKO GUARD&LRB
LRB predictor  1.478 1.394 1.281 1.268 1.171

We further evaluate the algorithms on the SPEC CPU2006 benchmark using real-world predictors.
Average cost ratios across all 13 datasets are shown in Tables 2 and 3] B.O.&M." is omitted
due to inferior performance compared to B.O.&M.? . Results show that both GUARD&B.O. and
GUARD&LRB achieve the lowest average cost ratios when using their respective predictors.

Additional results, including per-dataset performance and those using the “FitF page” predictor, are
presented in Appendix [M| We implement a new benchmark, Cache-Coliseum, for comprehensive
comparison of learning-augmented algorithms (including ours), which is publicly available at https:
//github.com/0OptiSys-ZJU/cache-coliseun.

6 Conclusion

In this paper, we introduced GUARD, a framework designed to robustify learning-augmented caching
algorithms that follow the relaxed Belady’s rule. GUARD preserves 1-consistency, improves robust-
ness to 2Hy_1 + 2, and incurs minimal additional computation, making it highly practical for real-
world applications. Experiments across multiple datasets and predictors show that GUARD&B.O.,
GUARD&LRB, and GUARD&PARROT achieve the best or near-best performance. These results vali-
date the effectiveness of GUARD in enhancing both theoretical guarantees and empirical performance.

Our results highlight the potential of lightweight robustification techniques for integrating machine
learning to enhance existing caching systems. Future research includes: (1) whether robustness and
smoothness can be further improved toward their respective theoretical lower bounds, as discussed
in Appendix [[] while still preserving 1-consistency and the asymptotic time complexity of the base
algorithm; and (2) exploring robust learning-augmented algorithms under other caching models that
arise in modern systems, as discussed in Appendix [O} where, for example, the conventional constraint
that “the requested item is always stored” is relaxed.
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Appendix

A Further Related Work

Learning-Augmented Algorithms. The concept of learning-augmented algorithms was pioneered
by Lykouris and Vassilvtiskii [S], who introduced the idea of integrating machine-learned predictions
into online decision-making frameworks. Since then, this paradigm has gained traction across a
wide range of algorithmic domains, including index structures [22]], ski rental problems [23| 24]],
the Bahncard problem [25| 26], online knapsack [27, 28]], online TSP [29, 30], k-server problems
[31]], metrical task systems (MTS) [20} 32], secretary problems [33} 34], graph-related tasks 35, [36],
and data structures [37H39]. These techniques have also found applications in broader system-level
contexts such as networking [9, 140] and caching [41} 42]].

Learning-Augmented Caching. Recently, there has been growing interest in applying learning-
augmented methods to the caching problem. The first robust learning-augmented caching algorithm,
PREDICTIVEMARKER, was proposed by Lykouris and Vassilvtiskii [S]]. It achieves a competitive ratio
of min{2 + 2+/4n;/OPT + 1,4H},}, where OPT is the optimal offline cost and 7; represents the
l1-error of the prediction on next request times. This bound was later improved by Rohatgi [6], who
introduced LM ARKER, achieving a smoothness guarantee of O (log(n;/OPT)). The same work also
proposed LNONMARKER, which offers superior smoothness but sacrifices bounded robustness. Wei
[7]] further improved the competitive ratio by proposing a simple approach to combine BLINDORACLE
with LRU, and proved its competitive ratio to be 2min{1 + 2n,/OPT,4 +4/(k — 1) - n;/OPT, k}.
Wei [7] also combined BLINDORACLE with the randomized algorithm EQUITABLE, and proved that
its competitive ratio is (1 4+ ) min{1 + 2n;/OPT,4 + 4/(k — 1) - :/OPT, H}}, plus an additive
constant O(k/~), where v € (0,1/4) is a trade-off parameter.

Antoniadis et al. [20] studied the succinctness of the prediction. They show that it suffices to receive
predictions of size O(log k) per request, indicating which page should be evicted. This was further
simplified by Antoniadis et al. [[11], who demonstrated that binary predictions indicating whether
a cached page is expected to be evicted can still yield strong performance. This practical insight
inspired our exploration of caching with binary predictions and led to the development of the GUARD
framework based on this minimalistic form of side information.

Im et al. [12]] and Sadek and Elias [8] approached the problem differently, focusing on limiting the
number of times predictions are used. Their work highlights the trade-off between the frequency
of prediction queries and overall algorithmic performance, which is a consideration of particular
relevance in settings where acquiring predictions is costly or resource-intensive.

B Comparative Analysis of Existing Algorithms

Table @] provides a comprehensive comparison of recent learning-augmented caching algorithms,
focusing on their performance guarantees and prediction requirements. Below, we analyze key
algorithmic paradigms and design principles that distinguish these approaches.

Prediction Types. The literature explores various forms of predictions, each offering different levels
of information and utility.

1. Next Request Time Prediction. The most commonly used prediction type is the next request
time of a page, which is utilized by many existing algorithms, including BLINDORACLE [5]],
PREDICTIVEMARKER [5]], LMARKER [6]], and LNONMARKER [6].

2. Binary Prediction. Binary predictions convey specific binary information and have been
explored both in systems [41}42] and theoretical studies [[11]. For example, MARKO predicts
Belady’s binary labels to guide eviction decisions. MARK&PREDICT predicts whether a
page will be requested during a given phase, rather than estimating the exact request time.

3. FitF (Furthest-in-the-Future) Page Prediction. Given the cache content, the predictor directly
identifies the cached page that will be requested furthest in the future. It is used by F&R
(FitF) [8], and PARROT [9]].
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Table 4: Comparison of Learning-Augmented Caching Algorithms. Prediction type cat-
egorizes the algorithms listed in the first column, including NRT (Next Request Time), Bi-
nary information (e.g., Belady’s binary label or whether a page will be accessed in the cur-
rent phase), FitF (Furthest-in-the-Future page to be requested), and Action (e.g., cache content
of an optimal offline algorithm). Abbreviations include PREDICTIVEMARKER (P.M.), LNON-
MARKER (LNONM.), LMARKER (LM.), BLINDORACLE (B.O.), EQUITABLE (EQ.), BLINDORA-
CLE&MARKER (B.O.&M.), MARK&PREDICT (M.&P.), and PARROT (PA.). The superscripts D
and R denote deterministic switching and randomized switching, respectively. For B.0.&M.* and
B.0.&EQ.%, v € (0, i) is a tunable trade-off parameter. Time. refers to the time complexity of the
algorithm, excluding the cost of making predictor calls. n is the total number of page requests. The
log k in the time complexity of algorithms using NRT predictions comes from selecting the page with
the furthest next request time. Cons. denotes consistency (i.e., the competitive ratio when predictions
are perfect). Coefficients and constants presented in robustness are mostly obtained directly from
the conclusions of the respective papers, while those for F&R and F&R (FITF) are derived from
inequalities and may not be tight. Error measures 7, 7, 1,, and 7); use different units across differ-
ent prediction types, so their magnitudes are not directly comparable. For EXGUARD, d € [1, Hy].
For EXGUARD&B.O., A = h/e* < 1/e, where h = H},/(2d), and thus h € [1/2, Hy/2]. For F&R
(FITF), parameter b € {1, ...,log k}.

NRT Time. Cons. Robustness Smoothness

P.M. [3] O(nlogk) 2 4Hy O(/n:/OPT)

LM. [6] O(nlogk) 4 2H), + 4 O(log(n:/OPT))
LNoONM. [6] O(nlogk) 4 00 O(log(k)/k - n:/OPT)
B.O. [3] O(nlogk) 1 00 O(1/k - n:/OPT)
B.0.&LRU [7] O(nlogk) 2 2k O(1/k - n:/OPT)
B.0.&M.” [7] O(nlogk) 2 4H;, — 2 O(1/k - n:/OPT)
B.0.&M.7 [7] O(nlogk) 14+~ (1+9)(2Hx —1)+O(%) O(1/k-n./OPT)
B.O.&EQ.R%[7]  O(nk?) L+y  (1+7)Hk+0(%) O(1/k - 0, /OPT)
GUARD&B.O. O(nlogk) 1 2Hp—1 +2 O(log(n:/OPT))
EXGUARD&B.O. O(nlogk) 1 2H;_1 4+ O(d) O(min(log(gks), A/ o05))
Binary Time. Cons. Robustness Smoothness

M.&P. [11] O(n) 2 4Hy, + O(1) O(Hy, - ny/OPT)
MARKO [11] O(n) 1 00 O(Hy, - ny/OPT)
GUARD&LRB (’)(n) 1 2H; 1+ 2 O(Hk . nb/OPT)
EXGUARD&LRB  O(n) 1 2H; 1 4+ O(d) O(Hy/d - ny/OPT)
Action Time. Cons. Robustness Smoothness

F&R [8]] O(nlogk) 1 3(1 +logk) + O(1) O(log(na/OPT))

FitF Time. Cons. Robustness Smoothness

F&R (FITF) [§]  O(n?logk) 1 9(1 4 1/b) logk + O(b) O(log(k)/b - ns/OPT)
GUARD&PA. O(n) 1 2Hp_1 + 2 O(Hy, - ny/OPT)
EXGUARD&PA. O(n) 1 2Hr—1 + O(d) O(Hy/d -ng/OPT)

4. Action Prediction. Introduced by Antoniadis et al. [20]], action predictions have been
primarily used in metrical task systems (MTS). In caching, they indicate the cache contents
of an optimal algorithm. F&R [8] is a recent example that leverages this type of prediction.

Design Principles. Below we compare the underlying designs of existing algorithms in detail.

* Embedding-based methods integrate additional algorithmic logic directly into existing
caching algorithms to refine eviction strategies. For instance, PREDICTIVEMARKER [5]
and LMARKER [6] refine eviction policies by leveraging eviction chains, i.e., a sequence
of evictions where each eviction is triggered by a cache miss caused by a prior eviction.
MARK&PREDICT [[11] augments the MARKER algorithm by incorporating binary predic-
tions to prioritize certain pages for eviction. The MARKER framework marks a requested
page and prohibits its eviction until the end of a phase. While embedding into MARKER
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enables the aforementioned algorithms to achieve logarithmic robustness, this approach
inherently limits the best achievable consistency to 2. This limitation arises because the
MARKER framework prevents evicting some marked pages, even when OPT would prioritize
their eviction.

Instead, some algorithms adopt high-level principles from the MARKER framework without
strictly adhering to its structure. For example, LNONMARKER [6]] and MARKO [11] modify
the definition of phases. They both achieve 1-consistency but have unbounded robustness.

Switching-based methods dynamically alternate between algorithms based on historical
performance or detected prediction errors. This approach was first introduced in the seminal
work of Fiat et al. [3] and later refined by Blum and Burch [43]]. The algorithms proposed by
Wei [[7] switch between a 1-consistent learning-augmented algorithm and a classical robust
algorithm. Their deterministic variant achieves a consistency of 2, while the randomized
version attains (1 + ~y)-consistency for v € (0,1/4). Although (1 + +) appears promising,
the competitive ratio of the randomized version includes a non-negligible constant term
O(k/~), which degrades practical performance. Sadek and Elias [8] further refine switching-
based methods by adopting a more fine-grained approach. Unlike Wei [[7], F&R [8]] switches
to a robust algorithm only when prediction errors are detected on the fly, thereby ensuring
1-consistency. However, the detection mechanism is overly sensitive, resulting in high
algorithmic complexity of O(n?log k). The key challenge of switching-based algorithms
lies in determining the switching timing.

C Proof of Lemma[3.2]

Lemma For any RB-compliant algorithm A, we have |12| = |1%| and 0% = O} after serving
each request ;.

Proof. The proof proceeds by induction. Suppose the cache becomes full for the first time after
serving m page requests. For any ¢ = 1, ..., m, the lemma holds trivially, as no eviction occurs for

either A

or OPT. Now assume that at time ¢; (i > m), the conditions |12| = |1%| and 0* = 0 hold.

Consider the following two cases when 7, arrives at time ¢;1:

Case (i)

Case (ii)

pi+1 € 0F. By hypothesis 0* = 07, we have p; ;1 € 02. Since 0} and 0% are the sets of
cached O-pages for OPT and A, respectively, r; results in a cache hit for both A and
OPT.

(@) If yiy1 = 1, piy1 is a 1-page at this moment. Then 1}, = 17 U {p;41} and
12, = 12 U {p;41}. Since 17| = [12], it follows that |17, ;| = [12,,]. On the
other hand, 07 ; = 0} \ {pi+1} = O} \ {pir1} = 02,

(b) If ;11 = 0, pi41 is a O-page at this moment. Then 17 ; = 1% and 1 = 12 .
Thus, |17, | = |17 = 18] = |12, Similarly, 07, , = 0} = 0} = 0%,.

pit+1 ¢ 0F. Note that p; 1 ¢ 17 must hold because OPT evicts 1-pages at some time
before they are requested again. Since p;1 is neither in O} nor in 17, r; 4 results in a
cache miss for OPT. By Belady’s rule, OPT evicts the page with the furthest next request
time, denoted as p,.. This page p, must be a 1-page by definition, implying |1}] > 0.

Then we consider A. By hypothesis 02 = 07, we have p;;1 ¢ 02. By hypothesis
|12| = |17|, we have |12 > 0. Therefore, if r; ;1 results in a cache miss for A, it evicts
a 1-page from |1§*|, denoted as p,; otherwise, 7;11 results in a cache hit for A, indicating

pit1 € 12

(@) If yip1 = 1, pi1 is a 1-page at this moment. Then 17, | = 17 \ {p,} U {pit1}.
For A, |12 | = |12] regardless of whether r;1 results in a cache hit or not for A.
Thus, |17, ;| = |12 ,|. Moreover, 0}, = 0} = 03 = 0%,.

(b) If yiy1 = 0, piy1 is a O-page at this moment. Then 17, = 1; \ {p.} and
07, = 07 U {piy1}. For A, if r;;1 results in a cache miss, 1%, = 12\ {p,}
and 02, ; = 02 U {p;11}; if 741 results in a cache hit, 12, ; = 12\ {p;41} and
02, = 02 U{pij1}. Thus, [12,,] = |17,,| and 02 | = 07, , always hold.
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In both cases, |1,‘?Jrl =17, and 0%, , = O} 1> completing the induction. Additionally, we observe
that A experiences no more cache misses than OPT from the above analysis. O

D Proof of Proposition

We first establish three lemmas to facilitate the proof of Proposition [3.3]

Lemma D.1. For OPT, after serving each request r;, the next request time of any page in 17 is later
than that of any page in 0} .

Proof. Suppose that there exists a pair of 1-page a; and 0-page ag in the OPT’s cache such that the
next arrival time of a; is smaller than that of ag. That is to say, h; < hg. Assume a; is evicted at
time p1, then 1y < hy since a 1-page is evicted before it is requested again. ag is also cached at
time w1 since uy < hy < hg, and it will be kept cached before hg by the definition of 0-page. This
implies at the time 11, OPT evicts a page whose next arrival time is not the largest, which contradicts
the definition. O

Lemma D.2. For any algorithm A, after serving each request r;, 02 C 0F holds.

Proof. Consider any 0-page p; € 0% at some time p € (¢;,%;11). Its last request occurs at time
t; <t; < p, and its next request occurs at time T; > p. Immediately after its last request at ¢, p;
must be in OPT’s cache, regardless of whether OPT experienced a cache hit or not at ¢;. Since p;
is a 0-page, OPT will not evict it before T;. Thus, at time u, we have p; € 07, which proves the
lemma. O

For OPT and an RB-compliant algorithm A, let H} and H2 denote the ordered sets of the next
request times of 1-pages in 17 and 1? after serving request 7;, respectively, where the next request
times are arranged in ascending order. We use H? (1) and H# (1) to represent the [-th element in these
ordered sets.

Lemma D.3. For an RB-compliant algorithm A, after serving each request r;, |H;| = |H2| and the
following holds:

Vi=1,..[H;[: Hj() <HN0). (6)

Proof. We prove this proposition by induction. Suppose the cache becomes full for the first time after
serving m page requests. The above inequalities hold trivially for any ¢ = 1, ..., m, as no eviction
occurs for either A or OPT. Now assume that after serving request ; (i > m), |H}| < |H2| and (6)
hold. We will show that they also hold after serving request ;1. There are three cases to consider
when 7; ¢ arrives:

Case (i) p;+1 € 02. By Lemma Di+1 € 0] also holds. Thus, 7;; results in a cache hit for
both A and OPT. Then, p;;; remains in Oﬁrl and 07, if y;11 = 0. Otherwise, p;;1

is moved to 12 | and 1} 41 for A and OPT, respectively. In both scenarios, [Hj, | <
|Hf+1| and element-wise relationship (6) is maintained after serving ;1.

Case (i) p;+1 € 0F butp;+1 ¢ 02, Since p; 41 is a 0-page at this moment, p;1 ¢ 12 also holds.
By Lemma |D.2| we know that [02| < |0%]. Since [02| + |12| = k = |0}] + |17, we
have |17| < [12| and |H}| < |H2|. In this case, OPT experiences a cache hit while A
suffers a cache miss.

Conceptually, cache evolvement for serving request ;4 includes two steps: (i) since
A is RB-compliant, it must evict a page from 13'; (ii) p;+1’s next request time is either
inserted to both H},, and H? | (if y;41 = 1) or none (if y;41 = 0). After these two
steps, [H}, ;| < [H2 | because |H}| < [H2| before step (i), and step (ii) does not
change the relation between [H ;| and [H2, ; |. Moreover, the element-wise relationship
(6) continues to hold for i + 1. This is because step (i) removes an element from H2,
which can never decrease H# (1) at any index [; and for step (ii), inserting the same
element to both HY, ; and H?H does not change the element-wise relation.
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Case (iii) p;y1 ¢ 0]. By Lemma we have p; 1 ¢ 02. Note that p; 11 ¢ 1} must hold because
OPT evicts 1-pages at some time before they are requested again. Thus, OPT suffers a
cache miss and evicts the 1-page with the furthest next request time from 1;. Meanwhile,
A can experience either a cache miss or a cache hit.

o If A experiences a cache hit, p;11 € 12 as p;y1 ¢ 02. We can conceptually
consider cache evolvement as two steps: (i) OPT evicts the 1-page with the furthest
next request time from 1}, and A evicts p;11 from 1Z-A; (i) p;i41 is either inserted
to both 17, ; and 1f+1 (if y;+1 = 1) or none (if y;41 = 0). After these two steps,
|H;,,| < [HZ2_,| apparently holds because |H| < [HZ| before step (i). Moreover,
step (i) does not affect the element-wise relationship (6) because OPT evicts the
page with the furthest next request time from 17, i.e., removing the last element
from H;. For step (ii), inserting the same element to both H; ; and H2, ; does not
change the element-wise relation either. Therefore, (6) continues to hold for i + 1.

o If A suffers a cache miss, it just changes “A evicts p; 1 from 12 in step (i) above
to be “A evicts a page from 12 since A is RB-compliant. All the above arguments
continue to apply, so both [H; ;| < [H2 ;| and the element-wise relationship (6)
for ¢ + 1 hold.

By induction, |[H}| < |[H#| and (6)) hold for all i = 1, ..., n, where n denotes the total number of
requests. This completes the proof. O

Proposition 3.5 For an RB-compliant algorithm A, after serving each request r;, the next request
time of any page in 12 is later than that of any page in 0%.

Proof. Suppose p,, and p, are the 1-pages with the earliest next request times in 17 and 17, respec-
tively. By Proposition [D.3} the next request time of p,, is not earlier than that of p,,. By Proposition
the next request time of p, is later than any O-page in 07 . Thus, the next request time of p,, is
also later than any 0-page in 07. Additionally, we have 02 C 0} by Lemma Therefore, the next
request time of p,, is later than any O-page in 02, completing the proof. O

E Proof of Lemma[3.§

Lemma 3.8 RB-following algorithms that blindly follow predictions have unbounded robustness.

Proof. Consider a cache of size 2, where at time ¢, pages p, and p; are cached. From time ¢ onward,
an infinite sequence of alternating requests for p. and p;, arrives. OPT incurs only one cache miss by
evicting p, upon the first request for p., making p, a 1-page and both p, and p. 0-pages indefinitely.
Suppose an RB-following algorithm A receives completely incorrect predictions. If A blindly trusts
the predictions, it may instead evict p;, and p,. alternately, resulting in an infinite number of cache
misses. Since OPT incurs only one miss, the competitive ratio of A is unbounded, implying infinite
robustness.

F RB-Following Algorithms that Blindly Follow Predictions

Algorithm 2] gives a template of RB-following algorithms that blindly follow predictions. Refer to
Sec. 3.2]for the definition of RB-following.
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Algorithm 2 An RB-following algorithm that blindly follows predictions
1: fori=1,...,.ndo
2:  Receive the page request r; = (t;,p;) at time ¢;
if p; is not in the cache then
if the cache is full then
Call function Evict ()
end if
Load p; into the cache
end if
end for

VRN AW

Algorithm [3] @] and [5] define the eviction functions of BLINDORACLE, LRB, and PARROT, re-
spectively. They can be embedded into the template Algorithm [2] to restore the corresponding
algorithms.

Algorithm 3 Evict () of BLINDORACLE

1: Invoke the predictor to get the predicted next request times of cache pages
2: Evict the page with the furthest predicted next request time

Algorithm 4 Evict () of LRB

1: Invoke the predictor to get the predicted Belady’s binary labels of cached pages
if there is a predicted 1-page then
Evict a predicted 1-page uniformly at random
else
Evict a predicted 0-page uniformly at random
end if

AR AN

Algorithm 5 Evict () of PARROT

1: Invoke the predictor to get the predicted FitF page
2: Evict the predicted FitF page

G Proof of Eviction Pattern of RB-Compliant Algorithms

The following theorem corresponds to Observation 3 in Section

Theorem G.1. For an RB-compliant algorithm A, it never keeps an unrequested page in the cache
during the time interval between the eviction and next request of another page. Formally, if a request
r; results in a cache miss at time t;, and the requested page p; was previously evicted at time . < t;,
then all pages remaining in the cache at time t; must have been requested at least once between |
and t;.

Proof. Suppose, for contradiction, that there is a cached page p,, at time ¢; that has not been requested
since time p. Consider an alternative algorithm B, which behaves identically to A up to ¢;, except
that it evicts p,, instead of p; at time u, thereby keeping p,, cached until ¢;. Algorithm B incurs the
same number of cache misses as A before time ¢;. However, at time ¢;, B experiences a cache hit,
whereas A incurs a cache miss due to the prior eviction of p;. This indicates that B outperforms A
after serving r;, contradicting the optimality of A, as established in Proposition [3.4] [

H Proof that GUARD&LRB is RB-following

We first show a general conclusion below.

Lemma H.1. If algorithm A is RB-following when serving {r1,...,7;}, then A&OPT(j) is RB-
following. Here, we define the following: (1) OPT(A, j) denotes the OPT algorithm that begins
with the cache content A({r, ...,7;}) and serves the subsequent requests in o, where A({r1,...,7;})
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represents the cache content of A after serving the first j requests; (2) A&OPT(j) denotes the hybrid
algorithm that follows A when serving {r1, ...,r;} and then follows OPT(A, j) for the remaining
sequence.

Proof. Since A is RB-following before serving Tj1, We have OA =07 by Lemma and Propo-
sition[3.4] implying that OPT also incurs a cache miss at time t]+1 and evicts a 1 -page. Moreover,

|1A| = |17 > 0. By Belady’s rule, at time ¢, 1, OPT(A, j) evicts the page with the furthest next
request time, denoted as p,,. By Propositionand |134\ > 0, we have p, € 134. This implies that
A&OPT(j) is RB-following until served ;. as it prioritizes the eviction of 1-pages.

Therefore, if algorithm A is RB-following when serving {r1,...,r;}, then A&OPT(j) remains
RB-following after serving r;4.1. By induction, A&OPT(j5) is RB-following for the entire request
sequence, completing the proof. O

Proposition H.2. LRB is RB-following.

Proof. Suppose LRB is RB-following when serving {ri,...,r;} and incurs a cache miss when
serving request 7;4.1. By Lemma and Corollary. 3.3 LRB &OPT( ) is RB-following and always
evicts only 1-pages under perfect predlctlons Recall that LRB relies on predicted 1-pages labeled
by the OPT that begins with the current cache content of LRB, which corresponds exactly to
LRB&OPT(j). Consequently, under perfect predictions, all predicted 1-pages are 1-pages labeled by
OPT. Therefore, LRB remains RB-following after serving ;1. The proof follows by induction. [J

I Proof of Lemma
Lemma > 3¢ <OPT < Y nf

qeQ qeQ

Proof. We first show OPT < > ngld. Assume an alternative algorithm GUARD&B that behaves
qeQ
identically to GUARD&A except that, when serving requests for new pages, it evicts the ng'® old pages
whose next request times are later than those of the remaining old pages. As a result, GUARD&B
experiences cache hits when the remaining old pages are requested. Note that at the end of the ¢-th
phase, the cache content of GUARD&A is identical to that of GUARD&B. Clearly, the total cost of
GUARD&B is Y ng'?, implying that OPT < 3~ ngld.
q€Q q€Q

old

Next, the proof of OPT > >~ 1 5¢q follows from Fiat et al. [3]], though our phase definition differs
q€Q
from theirs.

Let OPT, represent the number of cache misses incurred by OPT while processing the requests that
arrive during the g-th phase of GUARD&A. Let §; and SqGA denote the sets of cached pages for OPT
and GUARD&A, respectively, at the beginning of the g-th phase. Define h, (0 < ¢ < Q) as the
numl}aler of pages in OPT’s cache but absent in GUARD&A’s cache, i.e., hy = k — |S; N SqGA|. Note
that hg = 0.

First, we claim that OPT, > ¢, — h,. Among the ¢, distinct new page requests in the ¢-th phase,
at most h, of them may already reside in OPT’s cache. Hence, OPT incurs at least ¢, — hy cache
misses.

Next, we show that OPT, > hg ;. By definition, the pages in GUARD&A’s cache at the end of the
g-th phase, S, fl, remain in the cache at the beginning of the (q + 1)-th phase. Since OPT’s cache

S,+1 contains g1 pages not present in SqGJfl, it follows that SS2 o.+1 also contains hg41 pages that are

absent in S;, ;. Moreover, since every cached page in Sg is requested at least once during the ¢-th
phase, OPT must have evicted at least hgy1 pages within the same phase.

Note that the final phase (Q-th phase) may not end after serving all requests. Thus, to be rigorous, we
denote hg1 as the number of pages that satisfy two conditions: (1) The page has been requested at
least once in the ()-th phase. (2) The page is in GUARD&A’s cache but absent in OPT’s cache after
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serving all requests. Similarly, OPT must have evicted at least hg1 (hg+1 > 0) pages within the

same phase.

Combining the two inequalities, we have:

Q Q
Z OPT, > Z max (cq — hg, hq+1)
q=0 =

2
(=)

IV
Me
N | —

(Cq —hg + hq+1)

Q
I
=

Il
Me
N | —

Cq — ho + hQ+1

<
Il
=]

e

>

1
3¢ (since hg = 0, hg4+1 > 0),

<
Il
=]

which completes the proof.
J A Tight Analysis of GUARD&A’s Robustness
Theorem[d.6, GUARD&A is (2H,—1 + 2)-robust, which is tight.

Proof. We adopt Lemma[4.3] Lemma[4.4] and notations from Sec. f.3]

N

All evictions that occur during a given phase form an eviction graph. A directed edge (pq, pg) is
added from page p,, to page pg if p, is evicted upon the arrival of request 73, which targets page pg.
At a high level, the directed edge represents “evicted by”. Figure [3]illustrates an example of such
a graph consisting of multiple connected subgraphs. In the graph, edges with “pred.” and “rand.”

denote prediction-driven evictions and random evictions, respectively.

old old old
chain A (type 2)
rand.
old old old new new new
O R W M) M)
O_:hain B (rych;O pred. Pad pred. i pred. VO
rand.
old old old
O () oo
chain C (type 2)
old old old new

chain D (type 1) pred.

Figure 3: Eviction Graph

The number of edges in the eviction graph equals the number of evictions that occur during the phase.

According to the definition of GUARD&A, an eviction graph has the following properties:

1. The out-degree of any page is at most 1, as each page can be evicted no more than once

within the phase under the “guard” mechanism.
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2. The in-degree of each old page is at most 1, as it will be guarded after being loaded into the
cache.

3. The in-degree of each new page is at most 2, as it can be loaded into the cache at most twice.
In addition, a new page with an in-degree of 2 must have an out-degree of 1. It evicts a page
based on prediction upon its first cache miss, and a randomly selected old page upon its
second cache miss.

4. A new page can only point to (be evicted by) another new page (based on predictions), since
a request for an old page or a previously evicted new page only leads to the random eviction
of an old page upon a cache miss.

5. A page with an out-degree of 0 must be a new page, as an old page remains in the cache if it
is not evicted during the phase.

A chain that contains multiple old pages and a single new page is defined as an old-page eviction
chain, such as chains A, B, C, and D in FigureE} The following two conclusions hold regarding the
length of an old-page eviction chain, which is defined as the number of edges and depends on the
chain type. We classify old-page eviction chains based on the first eviction.

» Type 1: the request for the new page evicts an old page based on predictions. The expected
length of this type of chain is at most H;_1 + 1.

Proof. Denote L(x) as the expected number of subsequent random evictions of old pages
when the number of unrequested old pages in the cache is x. This implies that, subsequently,
up to x old pages will be requested during this phase. Thus, we have

r—1
L) <1413 L), ®)
1=0

where L(0) = 0. Consequently, L(z) < Y7, 1 = H,.

In the worst case, the old page with the earliest next request time is evicted by the request
for the new page. Old pages are evicted randomly afterwards, so the expected length of the
sub-chain is bounded by L(k — 1) + 1= Hj_1 + 1. O

* Type 2: the request for the new page evicts an old page uniformly at random. The expected
length of this type of chain is at most Hy_1.

Proof. When the request for the new page evicts an old page randomly, at most k — 1
unrequested old pages remain in the cache, since the new page must have been evicted
previously. Thus, the expected length of the chain is at most L(k — 1) = Hy_1. O

Within a connected subgraph with x distinct new pages, all new pages form a chain, according to
Properties 1 and 4 stated above. Based on Property 3, at most one old-page-eviction chain of type 1
and 2 — 1 old-page-eviction chains of type 2 exist in the subgraph. See Figure [3|for an illustration.
Therefore, the expected number of edges within this subgraph is at most Hy_1 + 1+ (v — 1)Hy_1 +
(z—1) =2(Hp-1+1).

By Lemma we know that the number of old-page eviction chains ngld is at most ¢,. This leads to
the following Temma directly.

Lemma J.1. At most ¢, old-page eviction chains exist in the eviction graph of phase q, where c,
denotes the number of distinct new pages requested during this phase.

Combining the above conclusions, the expected number of evictions in phase ¢ is at most cq(Hy—1+1).
Finally, we derive an upper bound on the total cost of GUARD&A as follows.
Q Q
E[GA] =do+ Y E[GA,] < (Hy—1 +1)> ¢4
g=1 q=0

< (2Hy-1 +2)OPT, (by Lemma[d.3) )
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where both GUARD&A and OPT experience dy cache misses during the 0-th phase as no evictions
occur. GUARD&A is (2H_1 + 2)-robust, as established by (4.3).

Tightness. Consider the case where n, evictions occur at the beginning of the phase, evicting exactly
cq old pages (i.e., ng = c4) whose next request times are earlier than the remaining old pages. In
this case, we can bound GUARD&A’s total cost GA as follows, where j denotes the j-th subsequent
distinct old page request.

Q Q
E[GA] = co+ Y E[GA,] =co+ > (nq + E[oq]>
1 =1
! k— cqq
= (nq +cq + Z ] ) )
J= cq+1

tvjéa \|[V1é3

2+ Hyg—, — He,)cqg (sinceng = c,)

I
Q
o
Q
I
=

IA
8
M@

(Hip—1+ 1)cq. (equality holds if ¢, = 1)

qg=1
(10)
By (10), we have
Jim E[GA] < > (Hp-y+1)c
qeEQ
< (2Hg-1 +2)OPT. (by Lemmaf.3) (11)

We now demonstrate that the equality in the final inequality (TT)) can indeed be achieved under the
following conditions, where all previously defined settings remain unchanged.

Let w, denote the only new page requested during phase g, implying that ¢, = 1. Consider the cache
contents of GUARD&A and OPT after all requests in phase ¢ have been served:

* GUARD&A: GUARD&A’s cache contains w, and k — 1 old pages at the end of phase gq.
This is because the request for w, evicts the old page with the earliest next request time,
leading to subsequent random evictions of only old pages.

* OPT: Assume that OPT’s cache content at the beginning of phase g matches that of
GUARD&A and that w, is never requested again after its next request. Following Belady’s
rule, OPT evicts w, during this phase. All subsequent old page requests result in cache hits.
Consequently, at the end of phase ¢, OPT’s cache contains all old pages, with one old page
not being requested during phase g. We denote this old page as ug.

As aresult, at the start of phase ¢ + 1, u, resides in OPT’s cache but is absent from GUARD&A’s
cache. Suppose u, serves as the only new page in phase ¢ + 1, implying ¢, = 1, and is requested
before any other page in phase g + 1. After serving requests to & — 1 distinct old pages, phase ¢ 4 1
ends. At this point, both OPT and GUARD&A once again have identical cache contents.

This construction enables repeated alternation between the behaviors in phases ¢ and ¢ + 1 for all
subsequent phases. Notably, OPT incurs a total cost of 1 across phases ¢ and ¢ + 1, which equals
(cq + cq+1)/2. Consequently, as this pair of phases repeats and () — oo, we obtain:

OPT =) %cq,

qeQ

thereby establishing the tightness of the bound in[5] This case confirms the tightness.
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K

Applications of GUARD

K.1 Algorithm

We first present the pseudo-codes for the three variants of GUARD&A.

Algorithm 6 GUARD& A

1: U + () (the set tracks unrequested old pages in the cache)
2: fort=1,...,ndo

w

A

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

Receive a page request r; = (t;,p;) at time ¢;
if p; is not in the cache then
if the cache is full then
if U is empty then
Unguard all cached pages
U + {all cached pages} (a new phase begins)
end if
if p; was evicted in the current phase then
Evict a page = from U/ uniformly at random
Guard p;
else
S « {all unguarded cached pages}
Call function Evict(S)
end if
if the evicted page z € U then
U+ U\{z}
end if
end if
Load p; into the cache
end if
if p; € U then
U < U\{p:}
end if
end for

Algorithms|[7] [8] and[9]define the eviction functions of GUARD& BLINDORACLE, GUARD&LRB, and
GUARD&PARROT, respectively. They can be embedded into Algorithm|[6]to restore the corresponding
algorithms.

Algorithm 7 Evict(S) of GUARD&BLINDORACLE

1:
2:

Invoke the predictor to get the predicted next request times of pages in S
Evict the page with the furthest predicted next request time from S

Algorithm 8 Evict(S) of GUARD&LRB

1:

SANNANE N

Invoke the predictor to get the predicted Belady’s binary labels of pages in S
if there is a predicted 1-page then
Evict a predicted 1-page from S uniformly at random
else
Evict a predicted 0-page from S uniformly at random
end if

Algorithm 9 Evict(S) of GUARD&PARROT

1:
2:

Invoke the predictor to get the predicted FitF page from S
Evict the predicted FitF page from S
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All these algorithms invoke the predictor upon eviction, consistent with common implementations in
real systems. GUARD&A restricts the range of predictions only for unguarded pages in the cache,
denoted by S. Below, we present implementation details regarding the predictor queries.

* GUARD&BLINDORACLE requires only the predicted next request times for pages in S,
which is straightforward to implement since each prediction is independent.

* GUARD&LRB utilizes the predicted Belady’s binary labels only for pages in S, as labeled
by the OPT algorithm that begins with the current cache content and serving subsequent
requests in o without evicting pages outside of S. This is achieved by the LRB Predictor
[9]], which first predicts the next request times of pages in S and then classifies them based
on the predicted Belady boundary.

* GUARD&PARROT queries the predictor for the FitF page within S, selected based on
the eviction priorities assigned by the FitF page predictor, a neural network-based model
proposed by Liu et al. [10].

K.2 Smoothness Proof for GUARD& BLINDORACLE

We first show the relationship between prediction error 7, and inversions, as studied by Rohatgi [6].

Definition K.1. (Inversion). Given two sequences A = (a1,az,...,a) and B = (b1, ..., by), let
inv(A, B) be the number of inversions, which denotes the number of pairs of indices (i, j) such that
a; < aj but b; > bj.

Definition K.2. (I;-distance). Given two sequences A = (ay, ..., an) and B = (by, ..., b,), we define

n

I1(A, B) = > |a; — b;| as the l;-distance between A and B.

i=1

We then present a lemma from Rohatgi [6], with its descriptive form slightly modified for clarity.

Lemma K.3. (Rohatgi [6]], Lemma 4.1) Let A = (a1, ...,a,) and B = (by, ..., b,) be two integer
sequences. Then inv(A, B) < 2l1(A, B), with inv(A) and l; as defined above.

Next, we relate 7, to the number of inversions. For a page request sequence o, let their next request
time be § = {T,Ts,...,T,,}, and let 6 = {7}, ..., T,,} represent the predicted arrival times. By
definition, n; = I1(6, 6). Then, by Lemma , we have

inv(0,0) < 211(0,0) = 2n, (12)
Theorem K.4. GUARD&BLINDORACLE is O(log(n:/OPT))-smooth.

Proof. In the following, we bound the expected length of an old-page eviction chain in phase g,
called &, according to the properties of the eviction graph (Figure . Denote |&,| as its length.

 If &, is a chain of type 1, which consists of a new page and multiple old pages, and the
request for the new page evicts an old page based on predictions. Denote the new page
as po. Let Ug be the set of unrequested old pages when the old page pg, which was
previously evicted at time p by the request for p,, is requested and a cache miss occurs.
This contributes at least I(€,) = |Ug| inversions, since each pair of pz and a page in Ug
indicates an inversion in predictions at time (.

According to L(x) < H, in Appendix[I] we have E[|,|] < O(log I(&,)).

* If £, is a chain of type 2, which consists of a new page and multiple old pages, and the
request for the new page p,, randomly evicts an old page. Its new page p,, must be previously
evicted by another new page p.,, as p, must have an in-degree of 2 and an out-degree of 1 in
the eviction graph, according to Property 3 mentioned in Appendix [J| Let I, be the set of
unrequested old pages when the new page pg is requested. Each pair of p,, and a page in U,
indicates an inversion in predictions when evicting p,,. Similarly, this chain contributes at
least I(&,) = |U, | inversions, and we have E[|&;|] < O(logI(&y)).
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The total inversions inv(0,0) > > > I(&,). Suppose there are a total of N old-page eviction

qEQ &4
chains across all phases, where N = 3~ >~ 1= Y n¢'? by definition. By Lemma.3| we have
qeQ &4 q€Q
OPT < N = Z nglt < Z cq < 20PT. (13)
qeQ q€Q

GUARD&BLINDORACLE’s expected total cost E[G&B] is

E[G&B] < Y (cq +ZE 1€,1])

qeQ
< Zcq+ZZOIOgI<€ (by Lemma4.3)
qeQ qeQ &4
nv(6, ) . : ,
< Z g+ N - (’)(log( N )) (by Jensen’s inequality and concavity)
qeQ
< 20PT + 20PT - O(log( OPT )) (by and Lemma[K.3)
= O(OPT - 1 14
= O(OPT - log( o). (14)
This demonstrates the O(log(n; /OPT))-smoothness of GUARD& BLINDORACLE. O

K.3 Smoothness Proof for GUARD&LRB

We first present a key lemma that helps establish smoothness. We denote OPT (A, ) as the OPT
algorithm that begins with the cache content A({r1, ..., 7;}) and serves the subsequent requests in o
without evicting guarded pages. Here, A({r1, ..., 7; }) represents the cache content of A after serving
the first j requests.

Lemma K.5. When serving request v, at time t;11, if GUARD&LRB evicts a I-page p, (as
labeled by OPT(A, 7)), then the current phase must terminate before p,, is requested again.

Proof. Suppose OPT(A, j) evicts page p,, at time p > ¢;41. By definition, p,, is the page with the
furthest next request time at time . Let T, denote the next request time of p,.. This implies that the
remaining k£ — 1 pages in the cache at time p will all be requested before T;,.

Whenever one of these remaining pages, say p., is requested after time p, if it results in a cache hit,
then p,, ¢ U orUd = U \ {p, }. Otherwise, if a cache miss occurs, GUARD&LRB evicts a random
page from U. Therefore, after evicting p,, and serving requests for all of these k — 1 pages, the current
phase must terminate. O

Theorem K.6. GUARD&LRB is O(Hj, - n,/OPT)-smooth.

Proof. According to the description of GUARD&LRB provided in Section [K.1] there is at least one
1-page in the set of unguarded pages S upon a cache miss. Otherwise, the OPT algorithm, starting
from the current cache content, would have to evict a 0-page from S, contradicting the definition of
Belady’s binary labels. Thus, the algorithm always evicts a 1-page when predictions are accurate
upon a cache miss.

According to the properties of the eviction graph (Figure [3)), each old-page eviction chain results
from a unique prediction-driven eviction. By Lemma[K.3] evicting a 1-page leads to no subsequent
evictions. Thus, given a prediction error of 7, the total expected length of all old-page eviction
chains is at most O(Hj, - n), where each chain has length at most O(Hy,) as shown in Appendix

O(Hj, - mp) also bounds the expected total cost of GUARD&LRB, thereby completing the proof. [

K.4 Smoothness Proof for GUARD&PARROT

Theorem K.7. GUARD&PARROT is O(Hy, - 1y /OPT)-smooth.
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Proof. According to the properties of the eviction graph (Figure [3), each incorrect prediction of a
FitF page leads to either (1) the eviction of an old page, which subsequently generates an old-page
eviction chain of type 1, or (2) the eviction of a new page, which subsequently generates an old-page
eviction chain of type 2.

Therefore, given a prediction error of 1), there are at most 1)y old-page eviction chains in the eviction
graphs across all phases. From Appendix [J| the expected length of an old-page eviction chain is at
most O(Hy,). Thus, we can bound the expected total cost of GUARD&PARROT, denoted E[G&P], as:

E[G&P] < O(Hy, - ny), (15)

which completes the proof. O

L  Lower Bounds

Robustness. No randomized learning-augmented can achieve robustness better than Hj, which
is the lower bound of randomized online caching algorithms [3]. To the best of our knowledge,
existing online algorithms that achieve Hj competitive ratio include EQUITABLE [4], PARTITION
[44], ONLINEMIN [45]], among which ONLINEMIN has the lowest asymptotic time complexity
and uses O(log k) time per request (or O(log k/ loglog k) in the RAM model). Thus, we may be
able to further enhance the consistency/robustness trade-off of the robustification framework to
(1, H, + O(1)), at the expense of more than O(1) additional computation per request.

Smoothness. Rohatgi [6] demonstrates that for a randomized learning-augmented caching al-
gorithm utilizing next request time (NRT) predictions, the smoothness cannot be better than
O(log(1/(klogk) - n:/OPT)). To the best of our knowledge, no existing algorithm has achieved
this bound. At the same time, whether improving smoothness to approach this bound compromises
1-consistency or bounded robustness remains an open problem.

M More Experimental Results and Discussions

M.1 Experiments on Brightkite and Citi Using PLECO and POPU

We evaluate algorithms that utilize page request time predictions on the BrightKite and Citi datasets
using PLECO and POPU, two widely adopted predictors in this domain [5} 20, [8]. For F&R,
predictions of page request times are converted into action predictions, following the methodology of
Sadek and Elias [8]]. Table[5]presents the cost ratios of different algorithms. The results indicate that
GUARD&B.O. consistently achieves the best or near-best performance.

Table 5: Cost ratios of algorithms on BrightKite and Citi using PLECO and POPU predictors.

Dataset Predictor B.O. P.M. LM. LNoNM. B.0.&M.” F&R GUARD&B.O.

BrichtKite PLECO  2.081 1.341 1.337 1.321 1.317 1.348 1.303
1ehtit POPU 1.707  1.262 1.264 1.259 1.305 1.304 1.198
Citi PLECO 2277 1.877 1.875 1.888 1.860 1.864 1.900
POPU 1.739  1.776  1.779 1.769 1.732 1.790 1.693

M.2 Experiments on SPEC CPU2006 Benchmark Using PLECO and POPU

To evaluate the performance of algorithms that utilize predictions of page request times in a more
realistic scenario, we employ real-world memory trace datasets from the SPEC CPU2006 benchmark,
following the setup of Chigdowski et al. [15].

Average Cost Ratios. Table 6| presents the average cost ratios of various algorithms relative to OPT
across all 13 datasets. The results indicate that GUARD&B.O. achieves the best overall performance
on average.
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Table 6: Average cost ratios on SPEC CPU2006 Benchmark using PLECO and POPU predictors.

Prediccor LRU B.O. PM. LM. LNoNM. B.0.&M.” F&R GUARD&B.O.

PLECO 1478 1404 1335 1.335 1.346 1.294 1.360 1.226
POPU 1478 1261 1312 1.320 1.312 1.233 1.319 1.203

LRU-normalized Cost Ratios and Figures. To ensure clear comparisons across different datasets,
we adopt the LRU-normalized empirical competitive ratio from Chledowski et al. [13], referred to as
the LRU-normalized cost ratio (LCR) in this study. LCR evaluates an algorithm ALG in relation to
LRU, and is defined as follows:

ALG — OPT

The average LRU-normalized cost ratios across all 13 datasets are summarized in Table[7} while
Figures [4] and [5] provide a dataset-wise performance breakdown. These results further validate
that GUARD&B.O. consistently outperforms other methods or remains among the best-performing
algorithms.

Table 7: Average LRU-normalized cost ratios on SPEC CPU2006 Benchmark using PLECO and
POPU predictors.

Prediccor LRU B.O. PM. LM. LNoNM. B.0.&M.” F&R GUARD&B.O.

PLECO 1 1.050 0947 0.943 0.926 0.763 0.845 0.625
POPU 1 0.768 0.881 0.885 0.880 0.664 0.829 0.568

LRU-Normalized Cost Ratio

—— MARKER — B.O. s PM. mmmm M. mmmm [ NONM.

mm B.O&M.” mm B.O.&M.” mmmmm F&R mmmmm GUARD&B.O.

Figure 4: LRU-normalized cost ratios on SPEC CPU2006 Benchmark using the PLECO predictor.

M.3 Experiments on SPEC CPU2006 Benchmark Using LRB predictor

In this section, we evaluate the performance of algorithms leveraging binary predictions of Be-
lady’s binary labels on datasets from the SPEC CPU2006 benchmark, using LRB predictor. The
algorithm MARK&PREDICT (M.&P.) is excluded from this comparison, as it employs a different
interpretation of predicted binary labels. In addition, we implement LRB&MARKER” (LRB&M.")
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Figure 5: LRU-normalized cost ratios on SPEC CPU2006 Benchmark using the POPU predictor.

and LRB&MARKER® (LRB&M.T), which combine LRB with MARKER using deterministic and
randomized switching, respectively, following the switching-based approach introduced by Wei [[7].

Following the methodology of Song et al. [9], we extract features from the SPEC CPU2006 datasets,
setting |[Delta;| = 10 and |EDC;| = 10. In addition to the original PC and address features, a total
of 22 features were used for training. The GBM model is configured with a learning rate of 0.01,
a maximum depth of 6, and 31 leaves. Both the sub-sample rate and column sample rate are set to
0.8. The model employs L2-norm loss, and early stopping is applied at 8000 rounds to determine the
optimal parameters.

Average Cost Ratios. Table[§] presents the average cost ratios of all evaluated algorithms relative
to OPT across all 13 datasets. The results show that GUARD&LRB outperforms other algorithms,

including the base algorithm LRB.

Table 8: Average cost ratios on SPEC CPU2006 Benchmark using LRB predictor.

Predictor LRU MARKER LRB MARKO LRB&M.” LRB&M.® GUARD&LRB
LRB predictor  1.478 1.394 1.281 1.268 1.259 1.293 1.171

LRU-normalized Cost Ratios and Figure. Table [0]and Figure [f] show the LCR comparison when
using GBM.

Table 9: Average LRU-normalized cost ratios on SPEC CPU2006 Benchmark using LRB predictor.

Predictor LRU MARKER LRB MARKO LRB&M.” LRB&M.® GUARD&LRB

LRB predictor 1 0.970 0.809 0.506 0.714 0.808 0.357
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Figure 6: LRU-normalized cost ratios on SPEC CPU2006 Benchmark using LRB predictor.

M.4 Experiments on SPEC CPU2006 Benchmark Using Parrot

FitF page predictor. We investigate Parrot, a neural network-based model proposed by Liu et al.
[LO], which utilizes an imitation learning approach to approximate the optimal policy. Built on LSTM
and attention mechanisms, Parrot predicts the page with the highest eviction priority whenever an
eviction is needed. In our experiments, Parrot is trained for 20,000 steps with a batch size of 32,
without applying the Dagger algorithm [46].

The Algorithm PARROT. We propose PARROT (abbreviated as PA.), which directly follows
the prediction of the Parrot model and evicts the predicted FitF page. PARROT is also an RB-
following algorithm that blindly follows predictions. It is clear that PARROT is 1-consistent, while
GUARD&PARROT (abbreviated as GUARD&PA.) is (2Hj_1 + 2)-robust. Additionally, we imple-
ment PARROT&MARKER? and PARROT& MARKER®, which combine PARROT with MARKER
using deterministic and randomized switching, respectively, following the switching-based approach
introduced by Wei [[7].

Interestingly, the best algorithms for the two metrics differ due to their different calculations. Nonethe-
less, GUARD&PARROT consistently achieves either the best or near-best performance.

Average Cost Ratios. Table[I0|shows the average cost ratios of algorithms compared to OPT across
all 13 datasets.

Table 10: Average cost ratios on SPEC CPU2006 Benchmark using the FitF page predictor.

Predictor LRU MARKER Pa. PA.&M.” Pa.&M.® GUARD&PA.
FitF page predictor  1.478 1.394 1.363 1.315 1.348 1.338

LRU-normalized Cost Ratios and Figure. Table[TT|and Figure[7]show the LCR comparison.

Table 11: Average LRU-normalized cost ratios on SPEC CPU2006 Benchmark using the FitF page
predictor.

Predictor LRU MARKER PA. PA.&M.” Pa.&M.F  GUARD&PA.
FitF page predictor 1 0.970 1.006 0.851 0.947 0.816
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Figure 7: LRU-normalized cost ratios on SPEC CPU2006 Benchmark using the FitF page predictor.

N The EXGUARD Framework

N.1 Motivation and Performance Overview

Observation. Essentially, the bounded robustness of GUARD& A stems from page protection, i.e.,
the guard mechanism. Its asymptotic logarithmic robustness depends on random evictions when
necessary. However, overly aggressive random evictions may lead to a long eviction chain initiated by
an eviction based on incorrect predictions, thereby degrading smoothness. Conversely, relying solely
on predictions compromises robustness and may be impractical due to frequent predictor queries.

This motivates limiting the number of random evictions (Line 13 in Algorithm[T0) on each eviction
chain, as illustrated in Figure [8] This strikes a balance between smoothness and the number of
predictions used without compromising the asymptotic robustness. Table[T2|compares the applications
of EXGUARD with those of GUARD.

Table 12: Robustified RB-following algorithms. Here, B.O. stands for BLINDORACLE. PA. denotes
PARROT. Cons., #Pred. and Time. represent consistency, number of predictor calls, and time
complexity, respectively. For EXGUARD, d € [1, Hy]. For EXGUARD&B.O., A = h/e" < 1/e,
where h = Hy/(2d) and h € [1/2, Hy/2].

Algorithm Cons. Robustness Smoothness #Pred. Time.
GUARD&B.O. 1 2Hp—1+2 O(log(n:/OPT)) O(OPT) O(nlogk)
EXGUARD&B.O. 1 2Hy 1 +0O(d) O(min(log(gkz), M/ 5e5))  O(d-OPT)  O(nlogk)
GUARD&LRB 1 2Hp_1+2 O(Hy - n»/OPT) O(OPT) O(n)
EXGUARD&LRB 1 2H, 14+ 0(d) O(Hy/d-ny/OPT) O(d-OPT) O(n)
GUARD&PARROT 1 2Hi_1 +2 O(Hy - ny/OPT) O(OPT) O(n)
EXGUARD&PA. 1 2H,_1 +0O(d) O(Hy/d-ns/OPT) O(d-OPT) O(n)
old old old new
------------------------ —> O
pred. at most Hy/d random evictions pred.

Figure 8: Random eviction budget along the eviction chain
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Algorithm 10 EXGUARD&A

1: U + () (the set tracks unrequested old pages in the cache)
2: fort=1,...,ndo

3:  Receive a page request r; = (¢;, p;) at time ¢;
4:  if p; is not in the cache then
5: if the cache is full then
6: if U is empty then
7: Unguard all cached pages
8: U <+ {all cached pages} (a new phase begins)
9: end if
10: & < the corresponding eviction chain of p;
11: B(&) < the random eviction budget of £
12: if p; was evicted in the current phase then
13: if B(§) < 0 then
14: Call function Evict (i)
15: B(€) = Hy/d
16: else
17: Evict a page = from U uniformly at random
18: B(&)« B(E) -1
19: end if
20: Guard p;
21: else
22: S + {all unguarded cached pages}
23: Call function Evict (S)
24: B(&) = Hy/d
25: end if
26: if the evicted page = € U/ then
27: U+~ U\{z}
28: end if
29: end if
30: Load p; into the cache
31:  endif

32: if p; € U then
33: U<+ U\{p:}
34:  end if

35: end for

N.2 Algorithm Descriptions

Algorithm [I0] describes the EXGUARD framework. Algorithm [7] [8] and [9] can also be embed-
ded into Algorithm [I0] to generate the corresponding algorithms: EXGUARD&BLINDORACLE,
EXGUARD&LRB, and EXGUARD&PARROT.

Theorem N.1. EXGUARD&A is 1-consistent and 2Hy,_1 + O(d)-robust.

Proof. We focus on the modification introduced by EXGUARD over GUARD.

Since EXGUARD&A retains the guard mechanism, it remains 1-consistency, as established by
Proposition[4.T]and Corollary

From the analysis in Appendix |J} the expected length of an old-page eviction chain is at most O(Hy,).
EXGUARD introduces at most O(d) additional prediction-driven evictions along each chain, resulting
in (2Hy,_1 + O(d))-robustness. O

N.3 Predictor Usage Proof for EXGUARD

Theorem N.2. GUARD&A and EXGUARD&A calls the predictor O(OPT) and O(d - OPT) times,
respectively, where A € {BLINDORACLE, LRB, PARROT}.
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Proof. Recall that the predictor is called only when an eviction is required, consistent with common
implementations in real systems. Let A € {BLINDORACLE, LRB, PARROT} in the following.

For GUARD&A, a prediction-driven eviction occurs only when serving a request for a new page.
Thus, the number of predictor calls in phase ¢ is n,. By Lemma[#.4]and [4.3] we bound the total
number of predictor calls as:

> ng <Y 2, <4OPT = O(OPT). (16)
qeQ qeQ

EXGUARD&A introduces additional o, /(H},/d) calls for the predictor. According to Theorem [N.1}

the expected total cost of EXGUARD&A satisfies Y (n, + 0,) < OPT - O(Hy,). Therefore, the
qeQ

total number of predictor calls used by EXGUARD&A is bounded by:

> (g +d-og/Hy) < O(d - OPT). (17)
qeQ
(T6) and complete the proof. O

N.4 Smoothness Proof for EXGUARD&BLINDORACLE

Theorem N.3. EXGUARD&BLINDORACLE is O( min(log(r;/OPT), h/e" - \/n;/OPT))-smooth,
where h = Hy,/(2d).

Proof. For an old-page eviction chain &, in phase ¢ with = prediction-driven evictions, the expected
length of it is |€,| < x - Hy/d. When there are z unrequested old pages in the cache, the expected
number of subsequent random evictions satisfies L(z) < H, < In(k) + 1. (Refer to Appendix[J|for
L(z).) Thus, if a prediction-based eviction results in y subsequent random evictions, it implies at
least O(eY) inversions in expectation, arising from all pairs between the prediction-driven evicted
page and other unrequested old pages.

From the above, if &, contributes I(E,) inversions, then I(£) > O(x? - ef1*/) since there are x

>
prediction-driven evictions. Therefore, |£,| < x - Hy/d < O <I§’€ . I,Siq/?i )

€

The total number of inversions satisfies inv(6, 8) > 3 S I(&,). Let N denote the total number of
qeEQ &4
old-page eviction chains, where OPT < N < 20PT, as shown in Equation (I3) of Appendix [K.2]

We then bound the total cost of EXGUARD&BLINORACLE, denoted as E[EXG&B], by

E[EXG&B] < Y " co+ Y > O(Hp/d-\[I(£;)/e"x/?) (by Lemma J.1)

qeEQ qeQ &,
inv(0,
< Z cq+N- (’)(Hk/(deH’“/(zd)) : mv(T,)> (by Jensen’s inequality)
qeQ

_ (’)(OPT hjeh ] oltT)’ (by Lemma[K3) (18)

where h = H}/(2d). EXG.&B.O. inherits the O(log(n:/OPT)) smoothness of GUARD&B.O.,
adding at most O(d) evictions per old-page chain, where 1 < d < H},. Combining the two bounds
above completes the proof.

O

N.5 Smoothness Proof for EXGUARD&LRB

Theorem N.4. EXGUARD&LRB is O(Hy/d - ny/OPT)-smooth.
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Proof. EXGUARD&LRB limits the number of subsequent random evictions to Hy/d after a
prediction-based eviction. According to the smoothness analysis of GUARD&LRB (Theorem
[KX6), and given a prediction error of 7, the expected total cost of EXGUARD&LRB is at most
O(Hy,/d - np), thereby completing the proof. O

N.6 Smoothness Proof for EXGUARD & PARROT

Theorem N.5. EXGUARD&PARROT is O((Hy/d - ny/OPT)-smooth.

Proof. Similarly, EXGUARD&PARROT limits the number of subsequent random evictions to Hy,/d
after a prediction-based eviction. Based on the smoothness analysis of GUARD&PARROT (Theorem
IK.7), we can bound the expected total cost of EXGUARD&PARROT, denoted E[EXG&P], as:

E[EXG&P] < O(Hy/d - ng), (19)

which completes the proof. O
N.7 Trade-offs Between Smoothness and Predictor Usage in ExGuard

Table 13: Comparison of Smoothness and Predictor Usage.

NRT Smoothness #Pred.

P.M. O(\/@) O(Hy, - OPT)
LM. O(log(ey)) O(OPT)
LNONM. O(log(k)/k - ¢¢) unbounded
B.O. O(1/k - o) unbounded
B.0.&LRU O(1/k - ¢1) O(k - OPT)
B.0.&M.P O(1/k - 1) O(Hy, - OPT)
B.0.&M.E O1/k - @) O(Hy, - OPT)
B.0.&EQ.%® O(1/k - 1) O(Hy - OPT)
G.&B.O. O(log(pt)) O(OPT)
ExG.&B.O. O(min(log(pt), A\\/@:)) O(d- OPT)
Binary Smoothness #Pred

M.P. O(Hy - ob) O(Hy, - OPT)
MARKO O(Hy - pp) unbounded
G.&LRB O(Hy - ob) O(OPT)
ExG.&LRB O(Hy/d - o) O(d - OPT)
Action Smoothness #Pred.

F&R (f(i) =2'—1) O(log(¢a)) O(Vk - OPT)
F&R O () O(f(log k) - OPT)
FitF Smoothness #Pred.

F&R (FITF) O(log(k)/b- ¢y) O(b - OPT)
G.&PA. O(Hy, - 1) O(OPT)
EXG.&PA. O(Hy/d - y) O(d - OPT)

Notations in Table [I3} Abbreviations include BLINDORACLE (B.O.), PREDICTIVEMARKER
(PM.), LNONMARKER (LNONM.), LMARKER (LM.), BLINDORACLE&MARKER (B.O.&M.),
EQUITABLE (EQ.), MARK&PREDICT (M.&P.), PARROT (PA.), GUARD (G.), and EXGUARD
(ExG.).

#Pred. represents the upper bound of the number of predictor calls. F&R’s smoothness depends
on f(i), which limits predictor calls. Our experiments focus on the F&R variant with optimal
smoothness (f (i) = 2! — 1). For clarity, we denote 1;/OPT as @y, 1, /OPT as ¢y, 1./OPT as ¢,
and 1y /OPT as oy, where 1, 15, 1)c, 7 represent different types of prediction errors.

For EXGUARD, parameter d € [1, H]. The smoothness parameter A of EXG.&B.O. satisfies
A = h/e" < 1/e (see Theorem |N.3), where h = Hj/(2d). For F&R (FITF), parameter b €
{1, ..., log k}.
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Analysis of Predictor Usage. B.O. and MARKQO. suffer from unbounded robustness and invoke the
predictor on each cache miss, resulting in unbounded predictor usage. The predictor usage of F&R
and F&R (FITF) has been analyzed in the corresponding paper.

P.M. invokes the predictor O(H}, - OPT)-times, as it evicts pages based on predictions whenever the
corresponding eviction chain has length at most . In contrast, LM. relies on predictions only once
at the beginning of each eviction chain, resulting in O(OPT) predictor queries. The predictor usage
of LNONM. is unbounded, as it invokes the predictor once per eviction chain, and the number of
eviction chains depends on the total prediction error.

M.&P. invokes the predictor on each cache miss, so its predictor usage bound is the product of
O(OPT) and its robustness. Similarly, the predictor usage of B.O.&A is bounded by the product of
O(OPT) competitive ratio of the classical algorithm A, where A € {LRU, MARKER, EQ.}.

Favorable Tradeoffs Achieved by EXGUARD. For algorithms relying on NRT predictions,
EXG.&B.O. achieves better tradeoffs than P.M. and LM. as their tradeoffs are theoretically directly
comparable. To compare with other algorithms such as B.O.&LRU, we conduct experiments, and
the results indicate that EXG.&B.O. achieves the best empirical tradeoff.

Moreover, both EXG.&B.O. and G.&B.O. exhibit good smoothness, even with O(OPT) predictor
usage. This enhances practicality, especially when predictor calls are costly.

Among algorithms that rely on binary predictions or the FitF predictor, both EXG.&LRB and
EXG.&PA. achieve state-of-the-art tradeoffs.

N.8 Experimental Results for EXGUARD

We empirically compare EXGUARD&B.O. with other algorithms, with d set to Hy.
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Figure 9: Performance with synthetic predic- Figure 10: Number of predictor calls with syn-
tions of NRT on BrightKite. thetic predictions of NRT on BrightKite.

Table 14: Average cost ratios (CR), average LRU-normalized cost ratios (LCR), and average number
of predictor calls (#Pred.) on SPEC CPU2006 Benchmark using PLECO predictor.

Metrics LRU B.O. P.M. LM. LNoNM. B.0.&M.” G.&B.0. ExG.&B.O.

CR 1478 1404 1335 1.335 1.346 1.294 1.226 1.225
LCR 1 1.049 0946 0.942 0.951 0.766 0.627 0.623
#Pred. 0 79488 75870 72682 72767 79488 62099 62553

Improved Performance. Figure [9] [I0] and Table [I4] show that EXGUARD&B.O. outperforms
GUARD&B.O. through increased predictor usage, empirically validating its improved smoothness. It
is noteworthy that G.&B.0O. and EXG.&B.O. depend less on the predictor than other algorithms
utilizing next request time (NRT) predictions.

In the above, B.O.&M.” is excluded due to underperforming relative to B.O.&M.”. F&R is
excluded due to its reliance on action prediction. Although action predictions can be generated using
(NRT), doing so requires NRT predictions for all requested pages. In contrast, other algorithms only
predict the NRT of cached pages at eviction (predictions can be reused if not requested). Thus, their
predictor call counts are not comparable.
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O Other Caching Models

Beyond the classical caching model, where item sizes and cache-miss costs are uniform, researchers
have also investigated more general variants such as weighted caching, in which different pages
incur different loading costs, both without machine learning [47]] and with learning-augmented
approaches [48, 149]. However, research on learning-augmented algorithms for general caching
settings, such as those with variable-sized items, remains limited and deserves further study.

In addition to accounting for cache-miss costs and item sizes, the conventional caching model
inherently assumes that every requested item is stored upon access. This constraint is prevalent in
classical systems. (1) In operating systems, virtual memory management depends on the guarantee
that once a page is requested, it must be loaded into physical memory for execution to continue;
otherwise, data errors, crashes, or inconsistent behavior may occur [50]. (2) In databases, this
constraint ensures data consistency and transaction integrity in relational systems [51]]. If a page is
not retained in memory after being accessed until the transaction completes, it may result in partial
updates or lost modifications, thereby violating the transaction’s atomicity.

In contrast, the constraint can be relaxed in several modern settings. (1) In web browsers, caching is
more flexible, as algorithms such as TinyLFU [52] explicitly allow the system to skip caching certain
requested items. (2) In content delivery networks, caching decisions are governed by parameters
like TTL, content popularity, and regional demand [53]], meaning that not all requested content is
cached immediately at the edge. In summary, whether this constraint can be relaxed depends on
scenario-specific requirements. Future research could explore learning-augmented algorithms that
operate without this constraint and investigate how cache admission choices impact robustness.

P Experimental Setup

Most of our experiments rely solely on a standard computer equipped with a CPU and RAM.
Evaluating algorithms that use a neural network-based predictor, such as PARROT, requires a GPU.

Q Broader Impacts

This paper presents the design, analysis, and evaluation of learning-augmented algorithms for the
caching (paging) problem. Our work has a potential positive societal impact by improving the
efficiency and performance guarantees of caching systems.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly reflect the contributions, aligning both
the theoretical and experimental results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The algorithms proposed in this paper are only for the traditional caching
(paging) problem, instead of the general caching problem, such as weighted paging or
caching with varying sizes, etc. This has been stated at the beginning of our paper in the
introduction. For empirical evaluation, we explicitly list all the open-source datasets used.
Although they are extensive, it is not possible to cover every caching scenario.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

38



Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All propositions, lemmas, theorems, and corollaries in the paper are numbered
and cross-referenced. Each theoretical result is fully proven, either in the main text or in the
appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The code and data are included in the supplementary material. With our
instructions, others can easily reproduce experimental results consistent with those reported
in the paper.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All datasets used are open-source. The code, data, and detailed instructions
are included in the supplementary material and will be made available in a public GitHub
repository in the future.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

¢ The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The detailed experimental settings are presented in the experiment section.
Moreover, the code is provided.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have given the distributions and parameters for synthetic prediction gener-
ation in the experiment section.
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8.

10.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Section [P|provides detailed requirements for reproducing the experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

 The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and affirm that the research
conducted adheres to it in all respects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [Yes]
Justification: See Section[Q}
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

¢ If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible

release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The data and code for certain existing algorithms were obtained from publicly
available datasets or open-source GitHub repositories provided by the corresponding authors.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code is provided along with its documentation.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The proposed methods do not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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