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ABSTRACT

Protein-protein interactions (PPIs) play a central role in most biological processes.
The large number of potential pairs of interacting proteins makes the determi-
nation of PPI networks challenging. High-throughput experimental methods to
determine them remain prohibitive beyond some model species. Hence, computa-
tional methods are needed to screen these interactions. While some methods have
relied on scoring each pair individually, we introduce ProteomelLM, a proteome-
scale language model, which can rank all pairs in a single pass. Early results
suggest that at least 70% of PPIs in Escherichia coli could be identified in the top
5% best ranked interactions. This method should be useful as a pre-screening tool,
allowing to identify the most promising pairs for docking-based or experimental
determination of PPIL.

1 INTRODUCTION

Predicting protein-protein interactions (PPIs) is an important open question in biology. Experiments
to determine these interactions are challenging, especially at a large scale. The existing data has
allowed building experimentally verified datasets and databases such as BioGRID (Oughtred et al.
(2021)), EcoCyc (Karp et al.| (2018)) and IntAct (del Toro et al.|(2022)). Building on this data,
machine learning methods have been implemented to tackle this question in silico. Some of the
most accurate methods, such as docking or multimer folding, rely extensively on protein complex
structure determination (Bryant et al.[(2022)). Other methods rely on coevolutionary signal. They
are based on the idea that interacting proteins exert evolutionary constraints on one another. Some
of these methods are based on the co-presence or absence of certain proteins across the proteome
(Croce et al.| (2019); Moi et al.| (2020); |Green et al.| (2021))), while others score the residues that
co-evolve across proteins through Potts models, also known as Direct Coupling Analysis methods
(Cong et al.[(2019)). Recently, deep learning was also extensively used to capture these coevolu-
tionary signals through graph neural networks or protein language models |Sledzieski et al.| (2021));
Hwang et al.[|(2023)). For reviews of these methods, seeSoleymani et al.|(2022); Bernett et al.| (2023)).

BERT-based language models (LMs) are a family of deep learning models based on the attention
mechanism that are trained with the masked language modeling (MLM) objective of reconstruct-
ing randomly masked amino acids in a protein sequence. This task allows the network to learn
relationships between positions (amino-acid sites) in protein sequences. It favors the emergence of
representations that are aware of some structural and functional properties of the protein. The net-
work can then be fine-tuned for downstream tasks, including prediction of protein structure (Lin et al.
(2023))), localization (Thumuluri et al.[(2022))), activity or mutational effects (Rao et al.|(2020)). It is
tempting to also use these successful methods for PPI prediction (Lupo et al.|(2024)). The last years
have seen the release of BERT-based protein language models such as ProteinBERT (Brandes et al.
(2022)) and Evolutionary Scale Modelling (ESM-2, [Lin et al.| (2023))), which will be extensively
used here.

In this paper, we introduce ProteomelLM, a novel proteome-scale LM that builds upon ESM repre-
sentations of the different proteins contained in a given proteome. This method aims at reconstruct-
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Figure 1: Schematic of the ProteomelLM training pipeline. (a) Input amino-acid sequences un-
dergo feature extraction through the (pretrained) ESM-2 model (see section [2.1)), yielding a fixed-
dimensional embedding for each protein. (b) The extracted features serve as input to ProteomelLM,
trained from scratch to predict the masked embeddings of proteins in the context of their proteome
(see section[2.3). Proteins are annotated by their orthologous group (see section[2.2). ProteomeLM’s
training builds upon two objectives, (i) minimizing the difference between the input ESM-2 embed-
ding and ProteomelLM’s reconstructed embedding for each masked protein and (ii) identifying the
right embedding among a list of embeddings corresponding to orthologs of the protein of interest.

ing the representation of masked proteins from the representation of the other proteins from the same
proteome. This training process favors the emergence of representation and attention heads that are
aware of the interactions, or at least interdependences, between different proteins. It also aims at
contextualizing the representations of proteins.

First, we will present methods for data collection and preparation, and the architecture of the model
and its training. Next, we will show our early results on the inference of PPIs in Escherichia coli.
The model presented here focuses on bacteria, but we plan to extend it in the future.

2 METHODS

2.1 PROTEIN REPRESENTATION

The first challenge is to find a good fixed-dimensional protein representation, which is necessary
to use them as inputs of a transformer. The raw representations of protein or gene sequences as
one hot encoded sequences of amino acids or nucleotides have several weaknesses. They are high-
dimensional and discrete, and their dimensionality depends on sequence length. Furthermore, the
biological and physicochemical properties of protein sequences are encoded in a hardly tractable
manner. For our purpose, a better representation must be found.

Protein language models trained with the MLM objective favor the emergence of rich representations
that encompass various aspects of protein properties (2021)). As these models are trained
to predict the hidden amino acids in a protein sequence, the representations that emerge are aware
of the statistical patterns across the protein, which often correlate with critical biological, physical
or chemical properties. These emerging representations can, for example, be used as an efficient
basis for protein folding (see ESM Fold by (2023))). We thus encoded every protein with



Published at the GEM workshop, ICLR 2024

ESM-2 150M. Representations were reduced by averaging per-token representations over all tokens
in a protein. Hence, each protein is represented by a 640-dimensional vector (Figure [Tj).

2.2 DATASET PREPARATION AND ENCODING

For now, we focus on bacterial proteomes. By proteome, we mean the set of protein-coding genes
in a genome. We collected 17,551 complete annotated proteomes from OrthoDB (Zdobnov et al.
(2021)). Each proteome is a list of protein sequences annotated by the orthologous group they
belong to. We restricted to proteins in orthologous groups that are present in more than 1% of the
genomes considered (i.e., in at least 170 genomes). An orthologous group contains descendants
of an ancestral gene and is linked to functional annotations from Gene Ontology (Ashburner et al.
(2000); The Gene Ontology Consortium et al.[(2023)) that describe the localization and biological
processes the protein is involved in. The definition of an orthologous group operates at a certain
level of orthology. Here, we use orthologous groups defined at the Bacteria kingdom level.

Most natural language processing BERT models rely on positional encoding to encode the position
of a token in the sequence. Here, we instead use a functional encoding based on the gene presence-
absence matrix and the Gene Ontology (GO) terms associated to OrthoDB orthologous groups.
Specifically, we perform dimensional reduction through singular vector decomposition (SVD) on
the concatenation of these two matrices to get a 100-dimensional vector describing the functional
properties of each protein. After encoding each protein through ESM-2, yielding a 640-dimensional
vector, we also computed the mean and standard deviations of the ESM-2 representations for each
orthologous group, which will serve as additional functional encoding for each orthologous group.
We then end up with a functional description of each orthologous group based on 3 different vectors:
(1) the SVD of the Gene Ontology terms and presence-absence matrices, (ii) the mean and (iii) the
standard deviation of the ESM-2 representations.

2.3 MODEL ARCHITECTURE AND TRAINING

We trained from scratch a language model so that it learns complex relationships between the ESM-
2 representations of different proteins in a proteome. The core of the model is the pre-layer norm
RoBERTa model (Liu et al.[(2019); Ott et al.| (2019)), as available in Hugging Face’s transformer
library (Wolf et al.| (2020)). This model has 18 layers with 20 attention heads and an embedding
dimension of 1280. In input, the functional encoding goes through an embedding module. The
ESM-2 representations of each protein are normalized by the mean and standard deviation of their
orthologous group, and also go through an embedding module.

Training employs the MLM objective (see Figure [Ib). At each step, we randomly mask 15% of
the protein representations in a proteome (the functional encoding remains unmasked). Two down-
stream heads are used in training. The language modeling head aims at fostering good reconstruc-
tion of the hidden normalized representation. It is trained through the minimization of the cosine
embedding loss between the predicted embedding and the masked embedding. The discrimination
head takes as input the last layer representation of masked proteins and the ESM-2 representations
of candidate proteins. It scores how likely each of these sequences is to be the masked protein se-
quence. This head is trained by minimizing the cross-entropy loss when given the correct masked
protein sequence and 9 other candidate sequences sampled randomly in the orthologous group of
the protein of interest. The representations were normalized and the discrimination head was in-
troduced to prevent the network from just producing a protein representation corresponding to the
mean representation of the orthologous group it belongs to.

Training was done for approximately 7 days on 8§ NVIDIA A100 GPUs with 80 GB of RAM each.
We used Flash Attention (Dao et al.| (2022)) to speed up training. A validation set of 10% of the
proteomes was extracted at random to track the progress of the model. After 7 days, the average
cosine similarity between predicted and masked embedding was 0.61 while the discrimination head
given 10 candidate sequences was able to predict the right one in 82% of the case.
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Figure 2: Exploration of PPI prediction capabilities within the E. coli proteome using Pro-
teomeLM’s attention heads. (a) AUC for PPI prediction for each attention head in each layer, after
applying the APC. (b) Average attention within each layer for positive and random protein pairs,
with and without APC, showing stronger attention for positive pairs. Late layers are particularly
activated by interacting pairs. (c¢) Feature importance for PPI prediction with and without APC,
across different layers. (d) Precision-recall curves illustrating the prediction quality for PPIs with
APC and without APC (raw and rectified, see Appendix [B). () The relationship between the number
of predicted interactions and the recovered actual interactions, under the hypothesis of 10,000 total
interactions, both with and without APC, for raw and rectified measurements.

3 EARLY RESULTS

3.1 PPI PREDICTIONS ON THE E. coli PROTEOME

We first explored the ability of our model to predict PPIs between proteins in the proteome of the
model bacterial species E. coli. We took as a reference the dataset from |Cong et al.| (2019), which
gathers verified PPIs from different sources as positive pairs and samples at random more than
200,000 pairs of proteins, which, given the sparsity of the interaction graph, are overwhelmingly
negative. In this dataset, the proportion of positive pairs aims at reflecting reality. Among the
proteins that we were able to process with our current model, we retrieved 1600 positive pairs of
proteins and 200,000 negative pairs, involving 3200 proteins. We annotated and encoded these 3200
protein sequences using respectively OrthoDB and ESM-2. We then passed this processed E. coli
proteome into our trained ProteomelLM model, and we collected the attention matrices for each
attention head of each layer. Each of these matrices gives an attention score for each pair of protein.
We performed the Average Product Correction (APC, see Appendix@) (Dunn et al.| (2008); Ekeberg
et al.[(2013)) on each of these matrices to better highlight direct interactions.

We investigated each attention head’s ability at predicting PPIs. Specifically, for each head of
each layer, we evaluated the area under the receiver operating characteristic curve (AUC) using
the strength of the attention as a predictor of PPIs. Figure 2a shows that some heads are excellent
predictors, reaching AUCs up to 0.9. Figure 2b displays the mean value of the attention heads in
each layer for positive PPI pairs and for random pairs. We observe that attention is much stronger
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between interacting proteins than in random pairs. In addition, attention heads that are most sensitive
to interactions are in the first layer and in late layers of the network.

In light of these observations, we extracted a set of 100 positive pairs and 10,000 random pairs to
train a logistic regression based on either (i) the attention heads, or (ii) the attention heads corrected
by APC. In Figure2c, we used the coefficients learned by the regression to evaluate the importance
of each layer. For this, we summed the coefficients over all attention heads of each layer. The results
confirm that the most important layers are the first one and the late ones. We then tested the ability of
our logistic regression to identify the unseen PPIs. We report the precision-recall curve in Figure [2d.
Based on previous work (Launay et al.| (2017)), we took 10,000 as an estimate of the total number
of physical PPIs in E. coli. In Figure [Ze, we plot the number of detected positive pairs versus the
number of predicted pairs, both with and without APC. We also provide a rectified measurement
based on the likelihood of a random pair to be actually positive (Appendix [B).

These estimates show that up to 70% of the pairs could be in the top 200,000 predicted pairs. This
result, combined with the light computational cost of processing one single proteome using the
trained model, demonstrates the potential of our method for high-throughput PPI discovery. In
particular, ProteomeLLM could be used for pre-screening, identifying the most promising protein
pairs to be studied by more precise but heavier computational methods such as protein docking (see
Cong et al.| (2019) for a similar approach with Direct Coupling Analysis methods) and then for
experimental validation.

3.2 EFFECT OF FUNCTIONAL ANNOTATIONS ON MODEL PRECISION

We also wanted to assess the importance of using Gene Ontology terms to annotate the data in
our functional encoding. For this, we binned each pair according to the sum of the number of
GO annotations of the two proteins involved, as richer functional context can make PPIs easier to
infer. We also grouped each pair according to the number of shared GO annotations between the
two members of the pair (recall that GO annotations comprise information such as localization or
involvement in biological processes). The tables below display the ability of the model to detect
positive pairs for various values of the sum of the number of GO annotations (on the left) and for
various numbers of shared annotations in each pair (on the right):

Sum of GO terms Positive pairs AUC Shared GO terms Positive pairs AUC

[1,5] 55 0.897 0 852 0.880
[6, 10] 380 0.882 1 270 0.912
[11,15] 528 0.890 2 219 0.854
[16, 20] 428 0.905 3or4 77 0.857
> 20 240 0.917 More than 5 215 0.998

Overall, these results suggest that ProteomeLLM performs slightly better on pairs with rich functional
annotations (the AUC is 0.917 with more than 21 GO terms versus 0.882 to 0.897 with 15 or fewer
GO terms). Furthermore, the pairs sharing many GO terms are accurately identified as PPIs or non-
PPIs. In particular, the method can single out almost all interactions when the proteins in the pair
share more than 5 GO terms (AUC 0.998). This result is impressive given that among the 1,000
pairs we detected that shared 5 GO terms, only 215 of them were experimentally confirmed, which
means that the network learned to distinguish a functional context linked to an interaction from one
that is not.

4 DISCUSSION

Our early results indicate that ProteomelLM is a promising framework to identify PPIs and may aid
the discovery of novel interacting pairs, as a very fast pre-screening step before docking and ex-
perimental validation of PPIs. Indeed, our logistic regression based on the attention values of the
network recovers a significant fraction of physically interacting pairs among its top predictions. In
the future, ablation studies removing the GO annotations from the input should help better under-
stand the role of functional annotations in PPI identification. Further work will focus on extending
the model coverage to eukaryotes and to the full proteome of prokaryotes.
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The final trained model will open many other applications. In particular, we will refine the PPI mod-
ule to be able to identify different types of interactions beyond physical PPIs, such as co-regulation,
or co-localization. The model will also be tested as a preliminary step towards prediction and dis-
covery of biological networks and processes. Finally, other downstream tasks, such as prediction of
functional properties such as enzyme activity, contextualized by the proteome, will be tested.
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A AVERAGE PRODUCT CORRECTION

The Average Product Correction (APC) is commonly used to improve the prediction of residue-
residue contacts from multiple sequence alignments and also r prediction of protein-protein inter-
actions. Here, the APC is applied to the raw scores obtained from attention maps to reduce the
influence of some proteins that are strongly activating with numerous proteins due to their central
role in some biological process(es) more than due to direct protein-protein interactions. The atten-
tion head score between protein ¢ and j, denoted as SZAJ-PC, is computed from the raw score, .S;;, using
the following formula:

S:.5,

APC
S =5 g

where S;. and S.; are the average scores of residue ¢ with all other residues and residue j with all
other residues, respectively, and S.. is the average score over all pairs of residues. The averages are
computed as:

1
Si=7—7 ;Sk

1
J

1
S. = 7L(L—1) kzﬂskz

where L is the number of proteins in the proteome.

B RECTIFIED PREDICTION SCORE

Let x be a pair of proteins, y € {0, 1} the variable that defines if this pair is in interaction, and z
the variable that defines if this pairs is labelled as an interaction or not. Let f(x) be the variable
associated to the classifier f that defines whether this pair of proteins is classified as interacting.

Let NV be the total number of pairs, P the total number of interactions. We build a training set
that contains () labelled interactions and R randomly drawn pairs among the remaining pairs (these
pairs can thus be positive or negative). () and R are supposed to be small compared to N. We
supposed that the labelled interactions are randomly drawn among the interactions, which means
that p(=|e, y) = p(=ly) = p(=| (), v).

In this set up, the number of interactions labelled negatively is R%. And in total, we have

in the set () + RLNQ interactions which rewrite as (1 + r)Q with r = %%. We then have
— 1 = Q@ _ 1
plz=1ly=1)= AFrQ — Tr-
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We can then express the precision (for the prediction of Z = 1) by:
plz =1f(2) =1) =plz =1y = Dp(y = 1|f(2) =1) = ;—p(y =1|f(z) = 1)
This means that we can correct the precision for the prediction of Y = 1 by:

precision(f,y) = (1 4 r)precision(f, Z) .

We can also express the recall such that:

ply=1)
L inle — 1) — PE@ =D pz=1)
= (Ut nple =1 (0) =)=y o
_ Q_N
= (1 + r)recall(f, Z)N 1+7r)0

= recall(f, z)
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