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Abstract

Can we turn a video prediction model into a robot policy? Videos, including those
of humans or teleoperated robots, capture rich physical interactions. However, most
of them lack labeled actions, which limits their use in robot learning. We present
Video Prediction for Robot Actions (ViPRA), a simple pretraining-finetuning
framework that learns continuous robot control from these actionless videos. In-
stead of directly predicting actions, we train a video-language model to predict
both future visual observations and motion-centric latent actions, which serve
as intermediate representations of scene dynamics. We train these latent actions
using perceptual losses and optical flow consistency to ensure they reflect physi-
cally grounded behavior. For downstream control, we introduce a chunked flow
matching decoder that maps latent actions to robot-specific continuous action se-
quences, using only 100 to 200 teleoperated demonstrations. This approach avoids
expensive action annotation, supports generalization across embodiments, and
enables smooth, high-frequency continuous control upto 22 Hz via chunked action
decoding. Unlike prior latent action works that treat pretraining as autoregressive
policy learning, ViPRA explicitly models both what changes and how. Our method
outperforms strong baselines, with a 16% gain on the SIMPLER benchmark and a
13% improvement across real world manipulation tasks. We will release models
and code at https://vipra-project.github.io.

1 Introduction

Robots learn by doing, but collecting robot demonstrations, particularly at scale, is expensive,
time-consuming, and limited by embodiment. In contrast, videos are abundant. From YouTube
clips [1] of people performing tasks [2–5] to logs of teleoperated robots [6], they capture rich physical
interactions, diverse objects, and long-horizon behaviors that are difficult to script or reproduce. The
challenge is that most of these videos may not include action labels.

At the same time, recent advances in video prediction models [7–11] open up a new opportunity:
learning directly from large corpora of actionless videos. Beyond preserving high-level task semantics,
these generative models exhibit a strong grasp of object dynamics and fine-grained physical interac-
tions. This naturally leads to a central question: Can a video prediction model be transformed into
a control policy for physical robots? In this work, we explore this question through a simple and
scalable pretraining-finetuning framework that adapts a powerful video-language model [7] into a
robot policy capable of learning from passive videos.
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Figure 1: We present ViPRA, a framework to learn generalist robot policies from large-scale human and robot
videos without action labels. It extracts motion-centric latent action sequences, pretrains a video-language model
to jointly predict future visual observations and latent action chunks, and finetunes a flow matching decoder to
map these latents to smooth, continuous action chunks for high-frequency, reactive control.

During pretraining, we co-train on two intuitive objectives: (i) predicting what happens next, in
the form of future visual observations, and (ii) predicting how the scene evolves, using a compact
intermediate representation known as latent actions1. By training with both objectives, the model
learns to capture both semantic intent and physical dynamics. In contrast, prior latent action pretrain-
ing methods [12–15] treat pretraining purely as policy learning in latent space, without leveraging
video prediction or modeling state transitions, and often use temporally coarse task-centric latent
actions. Our framework instead predicts state transitions through video prediction and outputs a
sequence of fine-grained motion-centric latent actions (3 to 6 Hz) over short horizons, capturing
high-frequency dynamics critical for control. We further incorporate optical flow consistency as an
additional supervision signal, promoting physically plausible and motion-aware latent representations.

Importantly, our pretraining leverages both unlabeled human and robot videos, which enables
generalization across embodiments (see Figure 1, left). This broad exposure to passive visual data sets
the foundation for effective finetuning with only a small number of teleoperated robot demonstrations.
For finetuning on these demonstrations, we employ a flow matching decoder [16] that maps latent
actions to smooth, continuous robot action chunks (see Figure 1, right). Unlike prior vision-language-
action models (VLAs) [17–21], which required thousands of hours of labeled action trajectories2, our
decoder aligns latent transitions with embodiment-specific motor behaviors. This design amortizes
inference latency via action chunking, enabling smooth, high-frequency control by producing multiple
low-level actions in a single forward pass. Our policy can support control rates approaching 22 Hz, to
our knowledge matched only by one other 7B-parameter model [22].

In summary, our contributions are as follows.

(i) A scalable method to extract fine-grained motion-centric latent actions from unlabeled
human and robot videos using perceptual and optical flow consistency losses.

(ii) A novel pretraining framework for robot control that jointly predicts future visual states and
motion-centric latent actions within a unified video-language model.

(iii) A data-efficient pretraining–finetuning framework that integrates flow matching and action
chunking to enable smooth, high-frequency continuous control, operating at up to 22 Hz.

(iv) Demonstrate empirical gains of 16% on the SIMPLER benchmark [23] and 13% on real
world tasks over the strongest prior continuous control baselines.

2 Related Work

Vision-Language-Action Models VLAs [17–21] extend vision-language models (VLMs) [24–28]
by imitation learning on action-labeled robot demonstrations [6]. Recent works explore auxiliary

1Latent actions can be viewed as action-like tokens that summarize the transition between states without
requiring access to ground-truth control commands

210000 hours of pretraining OpenX data [6] and 5-100 hours of fine-tuning demonstrations
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objectives including visual trace prediction [29], chain-of-thought reasoning [30], and conversational
instruction tuning [31]. However, most existing VLAs require extensive labeled action data, creating
a fundamental scalability bottleneck due to the prohibitive cost of data collection. Furthermore,
these models focus primarily on grounding language in visual semantics while lacking explicit
mechanisms for modeling physical dynamics or temporal structure in action generation. In contrast,
ViPRA eliminates the labeled data requirement by leveraging unlabeled videos during pretraining
and incorporates temporal dynamics through joint prediction of future visual states and multi-step
latent actions, which provides robust priors for high-frequency control.

Robot Learning from Videos Videos offer a scalable source of information about object dynamics,
task structure, and human behavior. Visual planning methods [32–38] use generative video models
to plan in video or video-language space and rely on an inverse dynamics model to convert predicted
frames into actions. While effective for long-horizon reasoning, these methods often incur high
inference costs, limiting their suitability for high-frequency, dexterous control. Different from the
above, policy supervision approaches [38, 39] use video models as supervision or reward sources to
train policies.

Recent work explores joint training for video generation and action prediction [40, 41], with [40] also
introducing decoupled action decoding to mitigate inference overhead, but evaluations are mostly on
smaller scale datasets, simulation, and do not demonstrate scaling to internet-scale passive videos.

Other efforts leverage human videos to pretrain visual representations for downstream visuomotor
control [42–45], or extract intermediate cues such as affordances [46–50], interactions [51], or visual
traces [52–55] from unlabeled videos to guide policy learning. These approaches depend on structured
priors or explicit cue extraction, which can constrain scalability. In contrast, we learn motion-centric
latent actions that capture temporal dynamics and pair them with video-language grounding, enabling
scalable learning directly from large action free video corpora.

Latent Action Spaces Latent action representations improve data efficiency by enabling learning
from action free videos via self-supervised learning [56–60]. Recent methods impose discrete
information bottlenecks with vector quantization encoders [61] and predict these tokens during policy
learning [12–15, 62, 63], achieving strong real world results through imitation. Some train inverse
dynamics models on limited labeled demonstrations before applying them to unlabeled video [36, 64],
while others treat latent actions as abstract embodiments and jointly train policies with inverse
dynamics model predictions across embodiments [65]. Another line of work uses these abstractions
to build world simulators [66, 67] or plan in latent spaces [68–74] While these methods capture
physical dynamics effectively, they struggle to generalize to novel settings due to limited semantic
grounding. Video-language models can provide such multimodal grounding [32, 34, 35, 37, 41], but
existing approaches are typically computationally heavy and slow at inference. In contrast to existing
methods, ViPRA learns fine-grained, motion-centric latent actions that capture temporal dynamics
while leveraging a video-language model [7] for semantic grounding. We train a unified latent
space from large-scale, action free human and robot videos, enabling cross-embodiment transfer.
By predicting action chunks during both latent pretraining and real-action finetuning, we amortize
inference latency and achieve smooth, high-frequency control.

3 Background

We defer a detailed discussion of VQ-VAE, optical flow estimation for discrete latent actions, as well
as behavior cloning and flow matching for continuous control to Appendix A.

4 Methodology

A generalist robotic agent must combine precise low-level control with environment-agnostic high-
level intelligence. Video generation models are well-suited to this goal, as future-state prediction
captures both physical interaction detail and task-related semantic context. Achieving this requires
effectively utilizing large-scale data, architectures that expose motion-centric signals, and stable
training pipelines. To this end, we present ViPRA: (i) learning motion-centric discrete latent actions
from large-scale human and robot videos without action supervision, guided by perceptual and
optical flow consistency; (ii) pretraining a multimodal video-language model to jointly predict future
visual observations and latent action sequences, grounding temporal dynamics in semantics; and (iii)
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Figure 2: ViPRA framework comprises of: (1) Latent Action Learning (left): A neural quantization
bottleneck extracts discrete latent actions zt from image sequences o0:L in both human and robot videos, trained
via reconstruction loss Llatent to capture motion-centric dynamics. (2) Multimodal Pretraining (center): A
video-language model jointly predicts future observations ot+H and latent action sequences zt:t+H−1 from
past frames (ot−1, ot) and task description c, using loss Lpretrain. (3) Continuous Finetuning (right): A flow
matching decoder maps latent actions to continuous robot actions at:t+H−1 using noisy action conditioning and
loss LFM, enabling smooth, high-frequency control.

finetuning a flow matching decoder that maps latent actions to smooth, continuous control using only
a few hundred demonstrations. This hierarchy leverages the rich physical priors of video models
while ensuring the precision needed for real world robot control.

4.1 Latent Action Learning from Actionless Videos

We first train a latent action model to represent behavior in both human and robot videos without
requiring action supervision. As illustrated in Figure 2 (left), this phase extracts motion-centric
latent actions zt that captures how the environment changes (inverse dynamics) and reciprocally also
models the visual observations in response to these implicit actions (forward prediction).

Given a length-(L+1) observation sequence o0:L = [o0, o1, . . . , oL] sampled from human or robot
videos, our objective is to learn discrete latent action tokens zt = [z1t , z

2
t , . . . , z

Nlatent
t ] that encode the

motion dynamics at each timestep t. Here, Nlatent denotes the number of latent action components,
and each component zit is quantized from a shared codebook C of size |C| = 8.

We train an inverse dynamics encoder Iβ(zt | o0:L) that predicts latent action token zt by conditioning
on the full observation sequence o0:L. This non-causal design allows the latent action zt to incorporate
both past and future context, making it sensitive to local motion intent–for instance, distinguishing a
pickup from a putdown based on surrounding frames. By providing the encoder with the entire clip,
we reduce reconstruction ambiguity and force zt to encode the minimal but sufficient information to
explain the local transition.

We jointly train a forward decoder Fα(ôt+1 | o0:t, z0:t) that predicts the future frame ôt+1 given the
history of observations o0:t and latent actions z0:t. This reconstruction task ensures that the learned
latent actions zt contain sufficient information to explain scene dynamics. The model is optimized
using three complementary loss components: pixel-level L1 reconstruction loss Lrec for accurate
frame prediction, perceptual loss LLPIPS [75] for semantic consistency, and optical flow consistency
loss Lflow to encourage physically plausible motion patterns:

Lflow =
1

L

L+1∑
t=2

∥OF(ôt, ôt−1)− OF(ot, ot−1)∥1 +
1

L

L∑
t=1

∥OF(ôt, ôt+1)− OF(ot, ot+1)∥1 (1)
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where OF(a, b) denotes optical flow between frames a and b computed via RAFT [76]. This loss
encourages predicted frames to exhibit motion patterns consistent with ground truth, supporting
temporally coherent dynamics. The total latent action learning loss combines all components:

Llatent = Lrec + λLPIPSLLPIPS + I(step > αflow)λflowLflow, (2)

where the flow loss is activated only after αflow warm-up steps to avoid instability from poor early
reconstructions. Thus, latent actions serve as a representation of scene dynamics effectively bridging
between visual observations and any embodiment-specific control commands. We provide further
architecture details in Appendix B.

4.2 Leveraging Multimodal Video Models for Action Pretraining

After obtaining discrete latent actions, we design a pretraining scheme leveraging a powerful multi-
modal video prediction model. Such models are trained on large-scale datasets to jointly reconstruct
video tokens and predict aligned language captions, thereby encoding rich semantic cues and dynamic
priors about how the world changes in their latent space. By aligning our discrete latent actions zt
with the outputs of the generative model, we can effectively pretrain a high-level controller that can
learn from video clips.

To this end, we jointly predict future visual tokens and latent actions, unifying dynamic scene
understanding and abstract control representation in a temporally coherent latent space. We use
LWM’s VQ-VAE encoder EVQ to encode visual observations ot into Ntokens discrete visual tokens
vt = EVQ(ot). Given the most recent observation tokens (vt−1, vt) and a task description c, the
model predicts a future frame tokens vt+H that is H steps ahead, along with a latent action se-
quence zt:t+H−1 = [zt, zt+1, . . . , zt+H−1] representing the transitions leading to future visual state
ot+H . This multi-step horizon encourages meaningful and distinct scene changes, providing robust
conditioning for downstream action inference.

As shown in Figure 2 (center), we build on the instruction-tuned LWM-Chat-1M [7] as our base
policy Gθ and extend it with two modules for latent action modeling: (i) a Latent Action Embedding
head Eϕ that maps each discrete latent token zit ∈ C to a dz-dimensional vector z̃it = Eϕ(z

i
t) in the

model’s token space, and (ii) a Latent Action Token Decoder Hψ , a multi-layer perception (MLP)

that autoregressively predicts the next latent token ẑi+1
t = Hψ

(
Gθ

(
c, vt−1, vt, vt+H , z̃<t, z̃

≤i
t

))
from the transformer hidden state till position i. This allows the model to generate latent action
sequences in the same autoregressive manner as language or video tokens, leveraging the multimodal
token space learned during pretraining.

During training, we apply teacher forcing to both visual and action predictions. We use ground-
truth future frame tokens vt+H = EVQ(ot+H) as supervision targets for the visual prediction

v̂i+1
t+H = Gθ

(
c, vt−1, vt, v

≤i
t+H

)
. The pretraining objective Lpretrain combines the visual and action

components as

Lpretrain =

Ntokens∑
i=1

CE(v̂it+H , vit+H)︸ ︷︷ ︸
Limg

+

t+H−1∑
k=t

Nlatent∑
i=1

CE(ẑik, z
i
k)︸ ︷︷ ︸

Lact

, (3)

where CE(a, b) denotes the standard cross-entropy loss between logits for a and label b.

4.3 Continuous Adaptation

While the latent action pretrained video model provides robust semantic grounding, it lacks the
physical precision needed for smooth, low-level robot control. To address this gap, we augment the
pretrained model to output continuous actions, utilizing a flow matching decoder trained on real
robot trajectories. This adaptation enables temporally smooth, physically consistent motor commands
conditioned on visual and linguistic contexts.

As shown in Figure 2 (right), we augment the video model Gθ with two action-specific components:
(i) an Action Encoder Eγ , and (ii) a Flow Decoder Hη . The encoder Eγ embeds continuous noisy
actions xs ∈ RH×D into the token space, while the decoder Hη predicts a flow field over the action
chunk. Following the flow matching framework from Equation 7, we sample a target action sequence
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at:t+H−1 ∈ RH×D, draw a noise sample x0 ∼ N (0, I), and interpolate:

xs = s · x0 + (1− s) · at:t+H−1, s ∼ Beta(a, b).

We use a = 1.5 and b = 1 for sampling from Beta distribution. This noisy input is encoded via
fs = Eγ(xs, s), and passed into the transformer along with VQ-encoded image history tokens of
(vt−1, vt) and language prompt c. The model predicts a flow field ĝ = Hη (Gθ (c, vt−1, vt, fs)),
which is supervised using the flow matching objective from Equation 9:

LFM = ∥at:t+H−1 − x0 − (1− s) · ĝ∥22 .

At inference time, given the visual history (ot−1, ot) and task instruction c, we iteratively solve for
the continuous action chunk at:t+H−1 using forward Euler integration (Equation 10) of the predicted
flow field from s = 0 to s = 1, over 10 uniform steps with ∆s = 0.1. This continuous control
refinement layer injects dynamics consistency and smoothness unavailable to the discrete latent
tokens alone.

5 Experiments

To evaluate ViPRA, we conduct extensive experiments in both simulation and the real world to
address the following research questions: (i) Can a generalist policy be trained to leverage both the
physical dynamics and semantic understanding of video models? (ii) Does ViPRA efficiently exploit
large-scale, actionless video data? (iii) Can multimodal pretraining yield strong high-level priors for
downstream policy? (iv) How well does ViPRA adapt to high-frequency continuous control settings?
(v) Does ViPRA outperform methods that do not exploit video foundation models?

5.1 Environments & Training

Training Dataset For learning latent actions and pretraining the video-language model, we use 198k
human videos from Something-Something v2 [4] and a subset of actionless robot videos from the
OpenX [6] dataset: 87k Fractal [77] videos, 25.4k BridgeV2 [78], and 85.6k Kuka [79] videos. We
describe training details and hyperparameters for latent action learning in Appendix B, pretraining in
Appendix C, and flow matching finetuning in Appendix D.

Simulation Benchmarks Following prior latent action works [12, 13], we benchmark ViPRA in
SIMPLER [23], an open-source suite for evaluating generalist manipulation policies. We evaluate
on four Bridge task with a 7-DoF WidowX arm, a benchmark designed to test generalization across
diverse manipulation goals. Since SIMPLER [23] lacks finetuning data, we collect 100 diverse multi-
task trajectories using a pretrained VLA model [12]. We provide details about our SIMPLER [23]
tasks and LIBERO Long [80] benchmarks in Appendix E.

Real World Manipulation While SIMPLER [23] already provides a strong correlation between
simulated and real world policy performance, we further strengthen our findings with rigorous
evaluations on physical robots. We evaluate ViPRA on a bimanual setup with two 7-DoF Franka
Panda robots. For single-arm experiments, we finetune on three multi-instruction tasks: (1) pick
up cloth and cover ⟨object⟩, (2) pick up ⟨object1⟩ and place on ⟨object2⟩, and (3)
pick up ⟨color1⟩ cup and stack on ⟨color2⟩ cup. We use GELLO [81] teleoperation to
collect 180 trajectories, per task spanning 5 cup colors and 10 object types. For both simulation and
real world settings, we report full success and partial success; partial success is defined as grasping
the correct object, and full success requires completing the task (e.g., placing, stacking, covering).
We evaluate with both seen and unseen objects, textures, colors, and shapes to test generalization.
For real world evaluation, policies run using only a front-facing camera. We predict action chunks of
length H=14 and replan after executing the first 7 steps. For this evaluation, we cap our policies at
an effective closed-loop control rate of 3.5 Hz, though they can also operate at higher frequencies
upto 22 Hz.

5.2 Baselines

We evaluate ViPRA against strong baselines across discrete and continuous action formulations.
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Bimanual Setup

Figure 3: Real World Evaluations (Left) We report full and partial success rates on three manipulation tasks.
ViPRA-FM significantly outperforms baselines. (Right) We show our physical robot setup and task objects.

Discrete Actions Continuous Actions

Task Scratch-AR VPT OpenVLA LAPA ViPRA-AR Scratch-FM UniPI π0 UniVLA ViPRA-FM

Success Rates
StackG2Y 54.2 45.8 25.0 33.3 66.7 16.7 2.7 0.0 - 54.2
Carrot2Plate 58.3 37.5 20.8 41.7 62.5 33.3 2.7 20.8 - 50.0
Spoon2Cloth 37.5 70.8 50.0 66.7 66.7 50.0 0.0 4.17 - 66.7
Eggplant2Bask 58.3 50.0 58.3 70.8 83.3 66.7 0.0 83.3 - 79.2
AVG 52.1 51.0 38.6 53.1 69.8 41.7 1.7 27.1 42.7 62.5

Grasp Rates
StackG2Y 62.5 62.5 70.8 66.7 66.7 45.8 20.8 12.5 - 62.5
Carrot2Plate 54.2 54.2 37.5 62.5 62.5 45.8 33.2 25.0 - 54.2
Spoon2Cloth 75.0 79.2 75.0 87.5 75.0 62.5 22.2 16.7 - 79.2
Eggplant2Bask 66.7 70.8 91.7 79.2 100 87.5 16.0 91.7 - 91.7
AVG 65.6 66.7 68.8 73.9 76.1 60.4 23.1 36.5 50.0 71.9

Table 1: We report success rates and grasp rates on four bridge tasks in SIMPLER benchmark suite.

Scratch. As a reference, Scratch finetunes the video-language backbone (LWM) [7] directly on
downstream tasks with image history and action chunking, without any pretraining. It establishes
baseline performance when no latent action or video-based pretraining is used.

VLA baselines. We include OpenVLA [18] and π0 [20]. OpenVLA [18] discretizes actions and adds
a one-step autoregressive (AR) action predictor on top of a Prismatic-7B [27], while π0 [20] augments
a PaliGemma-3B [28] with a chunked flow matching (FM) decoder. Both use action-labeled robot
demos from OpenX [6] containing 970k trajectories, while π0 [20] also uses proprietary robot data.

Latent action baselines. We include LAPA [12] and UniVLA [13], both of which learn one-step
temporally coarse latent actions without video prediction during pretraining. UniVLA [13] improves
upon LAPA [12] by learning language-conditioned task-centric actions in DINOv2 [82] feature space.
UniVLA [13] uses a Prismatic-7B [27] backbone with a L1 action decoder, whereas LAPA [12]
uses an LWM [7] backbone with one-step AR prediction. Both rely on OpenX [6] demos, with
UniVLA [13] additionally leveraging videos from Ego4D [2] and GNM [83].

Video learning baselines. We include UniPI [35] and VPT [36], both of which leverage videos
for pretraining. UniPI [35] pretrains a text-conditioned video diffusion model and uses a learned
IDM to recover actions from predicted videos. VPT [36] trains an IDM on labeled data to extract
pseudo-actions that are then used as targets to pretrain a LWM [7] backbone. We report results
from [12], which evaluated them on SIMPLER [23] in a comparable setting.

We include evaluations for both ViPRA-AR, aligned with discrete autoregressive baselines, and
ViPRA-FM, aligned with continuous flow-matching methods.

5.3 Simulation Results

As shown in Table 1, ViPRA achieves the best average success rate in both discrete and continuous set-
tings. In the discrete settings, ViPRA-AR surpasses LAPA [12] and OpenVLA [18] by a large margin
(69.8% vs. 53.1% and 38.6%), excelling in precision-heavy tasks such as StackG2Y. In continuous
settings, ViPRA-FM outperforms Scratch-FM by 20.8%, π0 [20] by 35.4%, and UniVLA [13] by
19.8%, showing the benefits of motion-centric latents and multimodal video pretraining over training
from scratch. Interestingly, due to the low noise and low ambiguity of the simulation setting, we find
that ViPRA-AR outperforms the more expressive ViPRA-FM, which is slower to converge. However,
ViPRA-FM achieves competitive performance, outperforming all other continuous/discrete baselines.
ViPRA also surpasses other video learning approaches i.e., UniPI [35] and VPT [36]. UniPI [35]
frequently generates action sequences that diverge from the given instruction in longer-horizon
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Exp. Pretrain Finetune Succ.

LAPA 1-step L 1-step A 53.1
ViPRA-AR FS + H-step L H-step A 69.8
–AC FS + 1-step L 1-step A 59.2
–SP2 H-step L H-step A 59.4
–LA FS only H-step A 60.7
+SP3 H-step L FS + H-step A 53.1

ViPRA-FM FS + H-step L H-step A 62.5
–AC FS + 1-step L 1-step A 44.8
–SP2 H-step L H-step A 53.2
+SP3 H-step L FS + H-step A 31.3

Table 2: Ablation study: Average success
rates in SIMPLER [84] on four Bridge tasks,
evaluating the contributions of future state pre-
diction (FS), latent action prediction (L), and
action chunking (chunk size H=14) to justify
ViPRA’s design choices.
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Figure 4: Action smoothness: ViPRA-FM (blue) produces
smooth, continuous trajectories, while LAPA (green) exhibits
local discontinuities and random spikes, often around contact
events, despite tracking the overall trend. During real world
deployment, such discontinuities triggered the emergency brake
mechanism of the robot due to abrupt motor torque jumps.

settings, while VPT [36] provides only limited gains, indicating that IDM-derived pseudo-labels are
sensitive to environment shifts. In contrast, ViPRA’s joint use of latent action prediction and future
state modeling yields stronger cross-environment transfer and more reliable task execution.

5.4 Real World Results

Figure 3 presents results on three real-world manipulation tasks. ViPRA-FM achieves the highest
average success rate of 54.1%, surpassing π0 [20] (41.8%) and Scratch-FM (23.8%). The improve-
ment over Scratch-FM highlights the effectiveness of our latent action representations and confirms
that our pretraining scheme learns transferable dynamics priors, accelerating downstream adaptation.
Compared to π0, which is pretrained on a larger corpus of action-labeled trajectories and further
fine-tuned on each task, ViPRA-FM attains higher success with far less supervision. Qualitatively, it
also exhibits robust retry behavior, repeatedly re-grasping after failed attempts, leading to high partial
success rates, especially in Cover-Obj, where the cloth is consistently grasped even if placement
is imperfect. These results demonstrate that ViPRA’s video-based pretraining yields strong general-
ization and efficient adaptation to real-world control. We exclude discrete action models from real
world evaluation, as their bin-based predictions exhibited unstable spikes under physical noise, often
triggering emergency stops on the Franka arm. We provide additional analysis on generalization and
robustness in Appendix G and evaluations of challenging bimanual tasks in Appendix H.

5.5 Ablations and Analysis

Isolating effect of future state and latent prediction. In Table 2, we disentangle the contributions
of future state prediction and latent action chunk prediction. The LAPA [12] baseline (latent-
only) reaches 53.1%, while adding future state prediction in ViPRA–AC boosts performance to
59.2%, showing that anticipating future observations improves control even with 1-step latent action.
Removing future state prediction from our setup in ViPRA–SP2 causes a drop from 69.8% to 59.4%
(AR) and from 62.5% to 53.2% (FM), underscoring its importance for policy transfer. A state-
only variant ViPRA–LA achieves 60.7%, comparable to ViPRA–AC but still below the full model,
indicating that future state prediction alone is not sufficient. Finally, adding future state prediction
at finetuning ViPRA+SP3 degrades performance (53.1% AR, 31.3% FM), since the autoregressive
structure couples action prediction with video prediction, causing compounding errors that drift
irrecoverably on out-of-distribution states. ViPRA mitigates this by jointly predicting future visual
tokens and latent action chunks during pretraining only.

Effect of action chunking. We apply chunking [85] in both latent and real action spaces: during
pretraining the model predicts latent action sequences, and during finetuning it outputs continuous
chunks via flow matching. Removing action chunking in ViPRA –AC from both pretraining and
finetuning stages reduces performance to 59.2% (AR) and 44.8% (FM), as single-step actions fail to
capture smooth temporal dynamics. By combining action chunking with future state prediction, the
full ViPRA framework achieves the best results of 69.8% (AR) and 62.5% (FM), showing that the
two objectives complement each other. Finally, action chunking is not only critical in pretraining but
also enables robust, high-frequency control at test time. With KV caching, ViPRA ’s flow matching
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Figure 5: Positional codebook usage differences across action categories. Each heatmap shows the difference
in per-position token usage between two groups: (left) vertical vs. horizontal, (middle) left → right vs. right
→ left, and (right) up vs. down. ViPRA learns positionally sensitive codes, with certain entries (e.g., 0, 2, 5)
showing systematic variation, indicating that both token index and positions encode action dynamics.

(a) Vertical motion transfer (down → up). (b) Horizontal motion transfer (right → left).

Figure 6: Latent action transfer rollouts illustrating how latent actions extracted from one video can be
transferred to a different video. Each column is organized as: Top shows the source clip oA0:4, used to extract
latent actions zA0:3 = Iβ(o

A
0:4) using the inverse model. Middle shows the target clip oB0:4 with different

action which provides a new scene Bottom shows the transferred rollout, generated by the forward model
oB→A
0:4 = Fα(o

B
0 , z

A
0:3), where the latent actions are simulated from the first frame of the target clip. This

produces novel behaviors in which the target scene undergoes the source motion.

decoder runs at 1.95 Hz per chunk, supporting effective control rates up to 22 Hz on hardware (chunk
size H = 14). We provide additional discussion on the connection between action chunking and
high-frequency execution in Appendix G.5.

ViPRA enables smooth continuous control. To assess action smoothness, we compare ViPRA-
FM (blue) with LAPA [12] (green), a discrete policy, during closed-loop rollout. Both models
are loaded into our inference pipeline and replayed over trajectories from the finetuning dataset,
simulating deployment under real visual observations. As shown in Figure 4, both methods follow
the intended trend, but LAPA [12] exhibits sharp local spikes at contact events or occlusions, where
small perceptual shifts trigger abrupt bin flips. In contrast, ViPRA-FM’s flow matching head yields
smooth, demonstration-aligned commands. Since such discontinuities are unsafe on hardware, we
restrict real world comparisons to continuous baselines. We provide more analysis on discrete and
continuous policies in Appendix F, showing how quantization, loss design, and control space affect
action smoothness and deployment.

Latent action analysis. In Figure 6, we perform cross-video latent transfer to test whether the
learned latents capture action dynamics in a way that generalizes across different scenes. Concretely,
given a source clip oA0:4 with motion type A, we extract latents zA0:3 = Iβ

(
oA0:4

)
using the inverse

model. We then take the first frame of an unrelated target clip oB0 (whose original action is motion
B) and feed it into the forward model together with the source latents: oB→A

0:4 = Fα
(
oB0 , z

A
0:3

)
.

The resulting rollout exhibits motion A rather than B. For example, injecting upward latents into
the first frame of a downward clip produces a reconstruction where the object moves upward. This
demonstrates that the latents z encode transferable, dynamics-aware representations of motion, rather
than simply memorizing the original video. Figure 5 complements this analysis by examining how
the discrete latent codebook is used across tasks. We compute histograms over token position × code
index to measure both which entries are selected and where they appear within a latent sequence.
The distributions reveal structured patterns: certain code indices are consistently associated with
particular motion directions, and their positions in the sequence reflect temporal dynamics. Together,
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these results show that ViPRA’s latent action space organizes itself around meaningful axes of control,
enabling both transfer and interpretability.

6 Conclusion and Future Work

Video-language models provide a strong starting point for generalist robotic agents, as they capture
both semantic intent and temporal dynamics crucial for real-world actions. Building on this, we
introduced ViPRA, which learns motion-centric latent actions from large-scale actionless videos,
pretrains a video-language model to jointly predict future states and latent actions, and refines these
priors into smooth, high-frequency motor commands with a flow-matching decoder trained on only
a few hundred demonstrations. Extensive evaluations in simulation and on real robots show that
ViPRA outperforms methods relying solely on semantic pretraining, offering a scalable blueprint for
general-purpose agents.

ViPRA learns efficiently and achieves strong real world results, but our current evaluation is limited to
quasi-static, indoor tabletop tasks. Deploying the model in more diverse, dynamic, and unstructured
settings remains an important direction for future work. Tackling such complex scenarios may also
require incorporating additional sensing modalities, such as wrist-mounted cameras, proprioception,
or tactile feedback. Another interesting direction involves leveraging the latent action decoder func-
tions as a world model: given latent actions, it predicts future observations and can be conditioned on
policy-sampled latents to generate multiple visual plans. This can enable alignment via reinforcement
learning and test-time scaling through planning trees, where VLMs or heuristic functions act as
reward models. From a societal perspective, training robotic agents involves physical and safety
considerations. It is essential to ensure that such systems can operate safely around humans and in
shared environments.
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As part of the supplementary material, we include additional details about the following.

A Background: Covers key paradigms relevant for ViPRA: VQ-VAE for learning discrete latent
actions, optical flow estimation, behavior cloning for direct action prediction and flow matching for
smooth continuous control.

B Latent Action Learning: Architecture design, loss formulations, and training protocols for discrete
action codebook learning, including hyperparameter configurations and optimization strategies.

C Multimodal Video-Action Integration: Implementation details for extending LWM with latent
actions, including embedding architecture, decoder design, and joint training methodology.

D Continuous Control via Flow Matching: Complete specification of noise scheduling, action
encoder/decoder architectures, and end-to-end training procedure.

E Simulation Benchmarks: Detailed description of SIMPLER tasks and additional LIBERO Long
benchmark.

F Action Output Analysis: Comparative visualization and discussion of predicted action trajectories
across discrete and continuous policies, highlighting the impact of quantization, loss formulations,
and control space choices on smoothness and deployment behavior.

G Real World Experiments: Detailed description of hardware setup, task design, policy general-
ization, retrying behavior, and the impact of action chunking on control frequency and real-time
performance in physical deployments.

H Bimanual Manipulation Tasks: Evaluation of ViPRA-FM on two real world dual-arm tasks
requiring spatial coordination and tool use, including task setup, challenges, quantitative results,
and rollout visualizations from real robot executions.

Code, checkpoints, and latent action labeled data and rollout videos will be released at: https:
//vipra-project.github.io.

18

https://vipra-project.github.io
https://vipra-project.github.io


A Background

We review key paradigms relevant for ViPRA: VQ-VAE for imposing information bottleneck to learn
discrete latent actions, optical flow estimation, behavior cloning for direct action prediction and flow
matching for smooth continuous control.

Vector-Quantised VAEs (VQ-VAE). An encoder eζ maps an observation ot to a cootinuou lat
estimation,ent vector h̃t = [h̃1

t , . . . , h̃
N
t ], which is quantized to a sequence of nearest codewords

zt = [z1t , . . . , z
N
t ] ∈ C using a shared discrete codebook. A decoder dζ reconstructs the observation

ôt = dψ(zt + Err), where Err is a gradient estimator used to allow backpropagation through the
non-differentiable quantization operation.

In traditional VQ-VAE [61], this estimator takes the form

ErrSTE = sg(h̃t − zt), (4)

where sg(·) denotes the stop-gradient operator. The decoder input zt + ErrSTE preserves the forward
pass while enabling gradients to bypass the non-differentiable argmin. However, this approach typi-
cally requires auxiliary losses, such as the codebook and commitment losses, to stabilize training and
encourage codebook usage.We adopt the NSVQ formulation [86], which replaces the deterministic
STE with a stochastic noise-injected surrogate

ErrNSVQ = ∥zt − h̃t∥ · ϵ̃ (5)

where ϵ̃ = ϵ/∥ϵ∥ and ϵ ∼ N (0, I). The decoder thus receives ôt = dψ(zt + ErrNSVQ). Crucially,
NSVQ enables gradients to flow to both the encoder and codebook using only the reconstruction loss,
without requiring additional codebook loss terms. The noise-injected gradient estimator, combined
with the unused codebook replacement technique applied during early training, significantly improves
training stability and mitigates codebook collapse, a common issue in VQ-VAE training.

RAFT based Optical Flow Given two images, oa and ob, RAFT [76] obtains the dense displacement
field fa→b ∈ RH×W×2 that maps each pixel in frame oa to its location in ob. It first extracts
feature maps ϕ(oa), ϕ(ob) ∈ RH′×W ′×d (where ϕ is the feature extractor) and builds the all-pair
correlation R, with Rij,kl = ⟨ϕij(oa), ϕkl(ob)⟩. The flow prediction is then refined iteratively:
f (k+1) = f (k) +∆f (k)(R). When applied to temporally close frames in a video, this flow field f can
give a good estimate of motion consistency.

Behavior Cloning (BC) is a supervised learning paradigm in robotics that learns policies directly
from expert demonstrations. Given a dataset D = {(ot, at)}Tt=1 of observation-action pairs from
expert trajectories, BC trains a parameterized policy πBC(at|ot; θ) to minimize a distance metric
between predicted and ground-truth actions:

min
θ

E(ot,at)∼D [d(πBC(at|ot; θ), at)] , (6)

where d(·, ·) is typically the L1 or L2 distance for continuous actions or cross-entropy for discrete
actions. This framework has been extended with high-capacity architectures: diffusion models [85,
87] parameterize πBC(at|ot; θ) as a denoising process that learns p(at|ot) through iterative refinement,
while VLAs leverage pretrained language models [24, 88] and visual encoders [82, 89, 90] as the
backbone architecture for θ, enabling multimodal grounding of actions in visual and linguistic
contexts.

Flow Matching [16] provides an alternative to diffusion models for learning continuous normalizing
flows. While diffusion models learn the full denoising process, flow matching directly learns the
vector field that transports samples from a source distribution to a target distribution. This approach
offers computational advantages for robotics applications where real-time inference is critical.

Flow matching trains a neural network gθ to predict the velocity field along a straight-line interpolation
path. Given a source sample x0 (typically Gaussian noise) and target sample x1 (e.g., robot actions),
the interpolation creates a path:

us = s · x0 + (1− s) · x1, where s ∈ [0, 1] parameterizes the interpolation (7)

The model learns to predict the velocity field that guides samples along this path:

∂

∂s
us = gθ(us, s|y), where y represents conditioning inputs (8)
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In robotics applications, y typically includes visual observations and language commands that specify
the desired behavior.

The training objective teaches the model to predict the correct velocity by minimizing the difference
between predicted and true flow direction:

LFM = E(y,x1)∼D, s∼U [0,1]

∥∥∥ x1 − x0︸ ︷︷ ︸
true direction

− (1− s) · gθ(us, s | y)︸ ︷︷ ︸
predicted velocity

∥∥∥2
2
. (9)

At inference time, samples are generated by integrating the predicted velocity field from noise (s = 0)
to the target (s = 1):

us+∆s = us +∆s · gθ(us, s|y), where ∆s is the integration step size (10)

This produces the final sample x1 ≈ u1. Forward Euler integration is commonly used due to its
efficiency [20], though more sophisticated solvers like Heun’s method or Runge-Kutta can improve
stability for high-dimensional control tasks [91, 92]. Flow matching has demonstrated superior
smoothness and precision compared to direct action prediction, particularly for temporally extended
manipulation tasks [15, 20].
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B Latent Action Learning

We detail our latent action learning framework in Algorithm 1, which extracts discrete action tokens
from video sequences using a combination of reconstruction, perceptual, and optical flow losses. A
detailed diagram of this procedure is shown in Figure 7, and the complete training configuration–
including model architecture and optimization hyperparameters–is provided in Table 3.

The inverse dynamics encoder maps each frame ot into a sequence of spatial features using a
DINOv2 [82]-initialized backbone. These features are enriched with clip-level context through
factorized spatio-temporal attention layers, where the temporal branch employs bidirectional attention
to aggregate information across the full sequence. The contextualized features are then discretized
via Noise-Substitution Vector Quantization (NSVQ) [86], producing Nlatent discrete codes selected
from the shared codebook C, which serve as the latent action tokens zt.

The forward decoder mirrors this architecture with a factorized spatio-temporal transformer, but
applies causal temporal attention so that predictions depend only on the past. It jointly attends to the
latent action sequence z0:t and the observation history o0:t to reconstruct the next frame ot+1. In
addition, we integrate the action-conditioning modules proposed by [93] before each spatio-temporal
block in the decoder to better align action tokens with visual dynamics.

Algorithm 1 Latent Action Learning (Training Step)

Require: Video clip of L+1 observations o0:L ∈ R(L+1)×H×W×3

Require: Hyperparameters: LPIPS weight λLPIPS, Flow weight λflow, Flow start step αflow
Require: Codebook C ∈ RK×D with K codes of dimension D

1: Compute local motion aware embeddings: h0:L ← Iβ(o0:L)
2: for t = 0 to L− 1 do
3: Quantize embedding to latent: zt ← NSVQ(ht, C)
4: Decode next frame: ôt+1 ← Fα(o0:t, z0:t)
5: end for
6:
7: Lrec ←

∑L−1
t=0 ∥ôt+1 − ot+1∥1

8: LLPIPS ←
∑L−1
t=0 LPIPS(ôt+1, ot+1)

9: if step > αflow then
10:
11: Lflow ← 1

L

∑L
t=1

(
∥OF(ôt, ôt−1)− OF(ot, ot−1)∥1+ ∥OF(ôt, ôt+1)− OF(ot, ot+1)∥1

)
12: else
13: Lflow ← 0
14: end if
15:
16: Llatent ← Lrec + λLPIPSLLPIPS + λflowLflow
17: Update parameters via AdamW optimizer
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Figure 7: Latent action learning framework.
Given a sequence of frames o0:L, an inverse dy-
namics encoder Iβ(zt | o0:L) maps the observa-
tion clip into discrete latent tokens zt via vec-
tor quantization. A forward decoder Fα(ôt+1 |
o0:t, z0:t) then reconstructs the next frame ôt+1

conditioned on the observation history and latent
action sequence. Training combines reconstruc-
tion, perceptual (LPIPS), and optical flow consis-
tency losses to ensure that the latent tokens capture
physically grounded and temporally localized ac-
tion information.

Hyperparameter Value

Training Configuration

Optimizer AdamW
Base Learning Rate 1e-4
DINO Enc. Learning Rate 1e-5
Optimizer Momentum β1, β2 = 0.9, 0.99

Batch Size 128
Grad. Norm Clip 4.0
Total Steps 240000
Image Augmentation RandomResizeCrop
Flow Start Step αflow 60000
Losses Lrec + λLPIPSLLPIPS +

λflowLflow

LPIPS Weight λLPIPS 0.5
Flow Weight λflow 0.1 (after αflow)
GPU 8 Nvidia H100 (168

hours)

Inverse Dynamics Encoder I

Backbone Init. DINOv2 [82]
Embedding Dim 768
Spatio-temporal Layers 6
Attention Heads 16
Attention Head Dim 64

Latent Action Quantization

Codebook Size |C| 8
Quantized Token Dim 32
Quantization Method NSVQ [86]
Codebook Refresh Interval Every 10 till 100, every

100 till 1000, every 1000
till 10000

Codebook Refresh Strategy Re-init Unused,
Re-shuffle Used

Forward Decoder Fα

Embedding Dim 768
Spatio-temporal Layers 8
Attention Heads 16
Attention Head Dim 64

Table 3: Hyperparameters for latent action learning.
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C Multimodal Video Pretraining with Latent Actions

We augment a pretrained multimodal video model Gθ (LWM-Chat-1M [7]) with an embedding layer
Eϕ and a decoder Hψ for latent action processing. The model jointly predicts future visual tokens
and latent action sequences, conditioned on past frames and task context.

The latent action embedding head Eϕ maps each code zt ∈ C into the token space of Gθ, and
the decoder head Hψ predicts next-token logits over the latent vocabulary. Training uses teacher
forcing for both video tokens (from a frozen VQ-VAE) and latent tokens with cross-entropy loss. The
complete training procedure and hyperparameters are detailed in Algorithm 2 and Table 4.

Algorithm 2 Multimodal Video Pretraining via Video and Latent Action Prediction

Require: History frames: (ot−1, ot)
Require: Target frame: ot+H
Require: Task description: c (text string)
Require: Labels i.e. latent action chunk zt:t+H−1 ∈ CH
Require: Pretrained models: VQ-VAE encoder EVQ, video model Gθ

Require: Trainable components: random initialized embedding layer Eϕ, decoder head Hψ

1: Tokenize input frames: vt−1, vt ← EVQ(ot−1), EVQ(ot)
2: Tokenize target frame: vt+H ← EVQ(ot+H)
3: Encode text prompt: c̃← Tokenizer(c)
4: Embed latent actions: z̃t:t+H−1 ← Eϕ (zt:t+H−1)
5: for i = 1 to Ntokens do
6: v̂it+H ← Gθ

(
c̃, vt−1, vt, v̂

<i
t+H

)
{Autoregressive prediction}

7: end for
8: Limg ←

∑Ntokens
i=1 CE

(
v̂it+H , vit+H

)
{Image token loss}

9: for k = t to t+H − 1 do
10: for i = 1 to Nlatent do
11: ẑik ← Hψ

(
Gθ

(
c̃, vt−1, vt, vt+H , z<k, z

<i
k

))
12: end for
13: end for
14: Lact ←

∑t+H−1
k=t

∑Nlatent
i=1 CE

(
ẑik, z

i
k

)
{Action token loss}

15: Lpretrain ← Limg + Lact {Total loss}
16: Update Gθ, Eϕ, and Hψ using gradient descent
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Hyperparameter Value

Model Setup

Video Model LWM-Chat-1M [7] (initialized)
Tokenization Backbone VQ-VAE (frozen)
Prompt Tokenizer BPE tokenizer
Latent Action Vocabulary Size |C| 8
Latent Embedding Dim (Eϕ) 4096
Latent Decoder Type (Hψ) MLP
Latent Decoder Layers 1
Latent Decoder Hidden Dim 2048

Training Configuration

Optimizer AdamW
Learning Rate 4e-5
Weight Decay 0.0
Optimizer Betas (0.9, 0.95)

Batch Size 512
Total Steps 50,000
Dropout 0.1
Gradient Clipping 1.0
Mixed Precision bfloat16
GPU 8 Nvidia H100 (144 hours)

Prediction Targets

Prediction Horizon H 14
Image Token Loss Cross Entropy
Latent Action Loss Cross Entropy

Table 4: Hyperparameters for multimodal video pretraining to jointly predict future visual state and
latent action sequence. The video model is initialized from LWM-Chat-1M and trained jointly with
lightweight latent action modules.
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D Flow Matching Decoder for Continuous Control

We extend the pretrained video model Gθ with two components for continuous control. Specifically,
we introduce an action encoder head Eγ that maps each continuous noisy action xs into the model’s
embedding space, and an action decoder head Hη that predicts the flow field used to recover the full
action chunk.

The resulting model, denoted gω, consists of three key components: the pretrained video model Gθ,
the action encoder Eγ , and the flow decoder Hη. During training, we sample a noisy interpolation
between a standard Gaussian vector and the ground-truth action chunk, and supervise the predicted
flow toward the true actions using visual and task context. The full training procedure is detailed in
Algorithm 3. Corresponding neural design choices and hyperparameters are include in Table 5.

Algorithm 3 Flow Matching for Continuous Control

Require: Image history frames (ot−1, ot),
Require: Task description: c (text string)
Require: Action chunk at:t+H−1 ∈ RH×D {D-dimensional actions}
Require: Pretrained models: VQ-VAE encoder EVQ, video model Gθ

Require: Trainable components: action encoder Eγ , flow decoder Hη

1: Sample timestep s ∼ Beta(1.5, 1.0)
2: Sample noise x0 ∼ N (0, I)
3: Compute interpolation: xs ← s · x0 + (1−s) · at:t+H−1

4: Tokenize input frames: vt−1, vt ← EVQ(ot−1), EVQ(ot)
5: Encode text prompt: c̃← Tokenizer(c)
6: Encode noisy actions: fs ← Eγ(xs, s)
7: Predict flow field: ĝ ← Hη (Gθ (c̃, vt−1, vt, fs))

8: LFM ← ∥at:t+H−1 − x0 − (1−s) · ĝ∥22 {Flow matching loss}
9: Update parameters of Eγ , Gη , and Gθ via gradient descent

Hyperparameter Value

Noisy Action Encoder Head (Eγ)

Architecture 2-layer MLP
Hidden Dim 4096
Embedding Dim (da) 4096
Activation GELU
Dropout 0.1

Flow Decoder Head (Gη)

Input Dim 7 (End-Effector Deltas) or 8 (Absolute
Joint States)

Architecture Single linear projection

Flow Matching Setup

Interpolation Timestep s Beta(1.5, 1.0)
Noise Distribution x0 Standard normal N (0, I)

Prediction Horizon H 14
Integration Method (Inference) Forward Euler, N = 10 steps

Training Configuration (follows Table 4)

Total Steps 12000 (SIMPLER)

Table 5: Architecture and hyperparameters used for continuous control. Training settings (optimizer,
schedule, etc.) match those used during pretraining.
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E Simulation Benchmarks

E.1 SIMPLER Benchmark

Following prior latent action works [12, 13], we benchmark ViPRA in SIMPLER [23], an open-source
suite for evaluating generalist manipulation policies. We evaluate on four Bridge tasks with a 7-DoF
WidowX arm, a benchmark designed to test generalization across diverse manipulation goals. Since
SIMPLER does not provide finetuning data, we collect 100 diverse multi-task trajectories using a
pretrained VLA model [12] to adapt policies before evaluation. The tasks are as follows:

• Spoon2Cloth: The instruction is put the spoon on the towel. The spoon is placed on a
vertex of a 15 cm square on the tabletop, and the towel on another vertex. The spoon’s orientation
alternates between horizontal and vertical, requiring the robot to re-orient its gripper. This task
evaluates both grasp selection and orientation adjustment.

• Carrot2Plate: The instruction is put carrot on plate. Same setup as Spoon2Cloth, but with
a carrot and a plate. While similar in layout, this introduces a different geometry and surface,
requiring adaptation in grasping and placement.

• StackG2Y: The instruction is stack the green block on the yellow block. A green
block is placed on a vertex of a tabletop square (10 cm and 20 cm edges) and a yellow block
on another. Success requires precise alignment and careful release, making it a fine-grained
manipulation task that stresses stability and accuracy.

• Eggplant2Bask: The instruction is put eggplant into yellow basket. An eggplant is
dropped into the right basin of a sink and a yellow basket in the left basin. The eggplant is
randomized in pose but ensured to be graspable. This task evaluates robustness to shape variability
and placement under uncertainty, as the object must be reliably picked and transferred across
workspace regions.

We evaluate performance using two metrics: success rate and partial success rate (grasp rate).
Success rate measures whether the full task goal is completed (e.g., spoon placed on towel, block
stacked without falling, eggplant deposited into basket). Grasp rate captures whether the robot is at
least able to establish a successful grasp on the object, even if the subsequent placement or stacking
is not achieved. This distinction is important: grasping reflects a fundamental capability for initiating
manipulation, while successful completion requires the integration of grasping with precise transport
and placement. Together, these metrics provide a more comprehensive view of policy competence,
distinguishing between failures due to perception/grasping versus those arising from downstream
control and placement.

E.2 SIMPLER Results

We report both end-to-end success rate and grasp rate in Table 1. Across discrete actions setting,
ViPRA-AR attains the best average success (69.8%), exceeding LAPA (53.1%), VPT (51.0%)
and OpenVLA (38.6%). It leads on precision-heavy StackG2Y (66.7% vs. 54.2% Scratch-AR,
45.8% VPT) and Carrot2Plate (62.5%), and remains competitive on Spoon2Cloth (66.7%, near
VPT’s 70.8%). On Eggplant2Bask, ViPRA-AR (83.3%) significantly outperforms other methods,
demonstrating strong transport and placement.

In the continuous setting, ViPRA-FM achieves the highest average success (62.5%), outperforming
Scratch-FM (41.7%), π0 (27.1%), and UniVLA (42.7%). It is the strongest continuous model on
StackG2Y (54.2%), Carrot2Plate (50.0%) and Spoon2Cloth (66.7%) while remaining competi-
tive (79.2%) with π0 (83.3%) on Eggplant2Bask. UniPI frequently generates action sequences that
diverge from the given instruction in longer-horizon settings, while VPT provides only limited gains,
indicating that IDM-derived pseudo-labels are sensitive to environment shifts. In contrast, ViPRA’s
joint use of latent action prediction and future state modeling yields stronger cross-environment
transfer and more reliable task execution.

ViPRA converts grasps into task completion more reliably. On StackG2Y, OpenVLA achieves 70.8%
grasp but only 25.0% success (a 45.8 pt gap), indicating post-grasp placement failures. ViPRA-AR
maintains 66.7% grasp and 66.7% success (0 pt gap), and ViPRA-FM 62.5% grasp vs. 54.2% success
(8.3 pt gap), evidencing stable transport and release. On Eggplant2Bask, OpenVLA’s 91.7% grasp
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Method Success Rate

UniPI [35] 0.00
OpenVLA [18] 0.54
π0-FAST [20] 0.60
π0 [20] 0.85
UniVLA (human) [13] 0.79
UniVLA (all) [13] 0.92
ViPRA 0.79

Table 6: Success rates on LIBERO-10 benchmark.

falls to 58.3% success (33.4 pt drop), whereas ViPRA-AR (100%→ 83.3%) and ViPRA-FM (91.7%
→ 79.2%) show markedly smaller drops, consistent with smoother post-grasp control and accurate
instruction following.

E.3 LIBERO Long Benchmark

We also evaluate on LIBERO Long (a.k.a LIBERO 10) [80], the most challenging subset of the
LIBERO simulation benchmark. Unlike the Spatial, Object, or Goal subsets, LIBERO Long focuses
on long-horizon manipulation tasks that require sequencing multiple sub-goals with heterogeneous ob-
jects, layouts, and task dependencies. This setting stresses robustness and temporal compositionality,
since errors can accumulate across long horizons.

The evaluation consists of a suite of 10 long-horizon tasks, each paired with a natural language
goal description. For example, one of the task instructions includes "put the white mug on the
plate and put the chocolate pudding to the right of the plate", requiring reason-
ing over both symbolic relations (object identities, spatial references) and low-level control. For each
task, the environment is initialized with objects placed in varied locations, increasing the difficulty of
generalization.

Each task is evaluated across 10 runs with 5 different random seeds, and results are reported as
the average reward over all 10 tasks (500 episodes in total). This protocol provides a stringent test
of both semantic grounding and long-horizon policy execution, making LIBERO Long a valuable
complement to SIMPLER’s shorter-horizon manipulation tasks.

E.4 LIBERO Long Results

On LIBERO-10, which emphasizes long-horizon, multi-stage manipulation, ViPRA achieves a 79%
success rate. This is substantially higher than OpenVLA (54%) and π0-FAST (60%), and close to
UniVLA (90%), which is specifically optimized for LIBERO. These results demonstrate that ViPRA’s
motion-centric latent pretraining transfers effectively to simulated long-horizon tasks, outperforming
methods trained primarily with labeled actions or direct policy supervision.

We observe that ViPRA performs reliably on coarse manipulations (e.g., cups, bowls, books), which
are easy to grasp, but struggles with precision grasps such as cylindrical cans that require diameter-
aligned control. We attribute this to delta-EEF drift: since LIBERO’s action space is delta end-effector,
small prediction biases can accumulate over time, leading to imprecise grasps in the absence of
absolute cues to re-anchor the trajectory. For instance, π0 mitigates this issue by conditioning on
proprioceptive state history and wrist-camera inputs. Despite lacking such additional signals, ViPRA
surpasses OpenVLA under the same sensing setup (image-only, delta-EEF), underscoring the benefits
of motion-centric latent pretraining for long-horizon manipulation.
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F Action Output Analysis

We provide a more in-depth analysis of the action outputs of various policies introduced in Section 5.5,
highlighting their differences in smoothness, consistency, and suitability for real world deployment.
Policies differ in their action representations and control spaces:

• Absolute Joint Space. ViPRA-FM and LAPA [12] output full 7D joint positions (Franka),
directly supervised in joint space.

• Delta End-Effector Space. OpenVLA [18], π0 [20], and operate in 7D Cartesian delta
commands (position, Euler rotations, gripper), decoded from visual inputs.

• Continuous vs Discrete. ViPRA-FM and π0 [20] predict continuous actions via a flow
matching decoder, whereas LAPA [12] and OpenVLA [18] use quantized logits over dis-
cretized action bins.

To better understand the behavioral differences between discrete and continuous policies, we analyze
the predicted action trajectories across different models during closed-loop visual rollout on real
robot observations. We evaluate policies by loading their finetuned checkpoints into our inference
pipeline and simulating replay on the training trajectories from the finetuning dataset. This allows us
to visualize their motor command trends without introducing new generalization factors. In particular,
we compare ViPRA-FM (ours), LAPA [12], OpenVLA [18], and π0 [20].

LAPA [12] and OpenVLA [18] rely on a discretization scheme in which each dimension of the
robot’s action space is uniformly quantized into 255 bins using equal-sized quantiles over the training
distribution. That is, for each joint or end-effector dimension, bin boundaries are chosen so that each
bin contains roughly the same number of training points. This quantile-based discretization ensures
equal data coverage across bins but introduces two key limitations in how actions are represented and
learned:

1. Contact-Sensitive Flipping: At test time, small perturbations in the input (e.g., due to
occlusions or slight viewpoint drift) may cause the model to flip from one bin to another
near the quantile boundary–especially at contact points. Since adjacent bins can correspond
to different action magnitudes, these minor visual shifts can lead to abrupt discontinuities in
motor output.

2. Loss Granularity: The cross-entropy loss used for training treats each action bin as a
distinct class label. As a result, all incorrect predictions are penalized equally, regardless of
how close they are to the ground-truth bin. For example, predicting bin 127 instead of 128
incurs the same loss as predicting bin 0. This is fundamentally at odds with the structure of
continuous action spaces, where the cost of an error should scale with its magnitude.

We hypothesize that the combination of bin boundary flipping and non-metric loss leads to the
spiky or erratic behavior seen in discrete action models, particularly around moments of contact
or high-frequency motion. These effects are amplified in high-dimensional control settings, where
discretization artifacts can arise independently in each action dimension–compounding into visibly
unstable or jerky behaviors across the full joint trajectory.

By contrast, continuous policies such as ViPRA-FM and π0 [20] operate directly in RD using flow
matching. These losses naturally reflect the structure of the action space–penalizing predictions in
proportion to how far they deviate from the ground truth. As a result, the output trajectories tend to
be smoother, better aligned with demonstrations, and more robust to perceptual jitter.

We note that it may be possible to mitigate some of the above issues by increasing the number of
bins or by using non-uniform binning schemes (e.g., higher resolution in frequently visited regions).
However, these approaches increase model complexity and still inherit the fundamental limitation
of using classification loss in a regression setting. Continuous decoders trained with distance-aware
objectives offer a more natural and principled solution for low-level control.

To gain deeper insight into how different action representations influence control behavior, we
examine the temporal structure of predicted actions across several rollout trajectories. We organize
the analysis by control space–absolute joint angles vs. delta end-effector motions–and visualize
per-dimension action trends across time in Figure 8.
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(a) Absolute joint space. Predicted 7D joint positions over time for ViPRA-FM (blue) and LAPA [12] (green).
ViPRA-FM produces smooth, continuous trajectories, while LAPA [12] exhibits local discontinuities and
random spikes–often around contact events–despite tracking the overall trend. In real world deployment, such
discontinuities triggered Franka’s emergency brake mechanism due to abrupt torque jumps.
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(b) Delta end-effector space. Predicted 7D delta actions (position, rotation, gripper) for π0 [20] (magenta) and
OpenVLA [18] (orange). Although delta control provides structured low-level modulation, OpenVLA exhibits
sharp fluctuations due to discretized output. Notably, the gripper signal shows large, momentary switches during
contact events–resulting in failed grasps or premature object drops. In contrast, π0 maintains stable gripper
behavior during fine manipulation.

Figure 8: Visualization of predicted actions across different control spaces. Discrete policies often produce
sharp discontinuities due to binning artifacts and classification loss, whereas continuous policies exhibit smoother,
dynamics-consistent behavior.

These visualizations support our hypothesis: discrete policies, trained with cross-entropy over fixed
bins, tend to produce abrupt transitions around perceptually sensitive regions–especially near bin
boundaries or occlusions. This manifests as random spikes, high-frequency jitter, or contact-time
instability, all of which can destabilize robot behavior in deployment.

In contrast, continuous policies like ViPRA-FM and π0, trained with flow matching losses, yield
consistently smooth, physically plausible actions that better reflect real world constraints. The ability
to interpolate naturally between states–not just classify them–proves critical for robust closed-loop
performance in contact-rich manipulation.
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G Real World Experiments: Setup, Challenges, and Observations

To complement our real world results in Section 5.4, we provide additional details on our hardware
setup, task design, and policy behavior under realistic sensing and control constraints. We also
analyze generalization to unseen objects, retry behavior, and how chunked continuous actions support
efficient closed-loop control.

G.1 Hardware and Data Collection Setup

All experiments are conducted on a real world robotic platform with two 7-DOF Franka Emika
Panda arms. The workspace is observed by a single front-mounted ZED stereo camera. There are no
wrist-mounted or side-view cameras, so all perception is monocular and from a fixed third-person
viewpoint. We use the GELLO teleoperation system [81] to collect human demonstrations at 15Hz.
Demonstrations are collected directly in task-relevant environments, with each policy trained using
only a single camera view.

Our decision to use image history as part of the observation is motivated by the inherently temporal
nature of the video model architecture, as well as the absence of auxiliary views. Stacking observations
over time allows the model to internally infer dynamics and compensate for occlusions or ambiguous
single-frame cues.

G.2 Task Descriptions and Challenges

We evaluate policies on three real world single-arm tasks, each with unique control and perception
challenges (Figure 9):

1. Cover-Object: The robot must pick up a piece of cloth and drape it over a specified object.
This task is challenging due to the deformable nature of cloth, which requires reliable
grasping from the table surface. Slight changes in cloth configuration or object geometry
can affect dynamics drastically. Generalization requires reasoning over unseen cloth textures
and novel target objects.

2. Pick-Place: The robot must pick up a named object (e.g., sponge, bowl, duck) and place
it on a destination surface (plate or board). Object shapes vary significantly, leading to
different grasp affordances. Grasping a wide bowl vs. a narrow-handled cup requires distinct
motor strategies. The task is highly multimodal–there are multiple correct ways to perform
the task, depending on object shape, pose, and placement surface.

3. Stack-Cups: The robot must follow language instructions to stack a cup of color1 onto a
cup of color2. Success requires grounding object properties and executing precise stacking.
Evaluation setups include unseen cup types, color shades, and geometries to test language
understanding and spatial generalization.

G.3 Generalization to Novel Objects

A core goal of our real world evaluation is to assess how well the policy generalizes to unseen
object instances and configurations not encountered during training. We design test-time setups that
introduce meaningful variation across tasks:

• Cover-Object: Test scenarios include cloths of varying texture, size, and stiffness, as well
as new target objects such as jars, boxes, and toys. These variations require the policy to
generalize grasp strategies and adapt to deformable material dynamics.

• Pick-Place: We evaluate on previously unseen objects with diverse geometries and affor-
dances (e.g., bowls, mugs, fruits), and destination surfaces of varying size and texture. The
task requires flexible grasping and reliable placement across a range of object shapes and
destination surfaces.

• Stack-Cups: Evaluation includes new cup types with unseen shapes, rim sizes, and fine-
grained color variations. The policy must generalize language grounding to new color
references and execute precise stacking across novel physical configurations.
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Figure 9: Task Setup Overview. (Top row) Training environments for each of the three single-arm manipulation
tasks: Cover-Object, Pick-Place, and Stack-Cups. (Bottom row) Evaluation environments featuring novel
objects, textures, or placements not seen during training. Note the variety in cloth shape, object geometry, plate
type, and cup color/size combinations.

Despite these shifts, our method consistently exhibits robust generalization across all tasks. We
attribute this to the combination of latent dynamics pretraining, language-conditioned perception,
and a unified architecture that integrates semantic, spatial, and temporal cues. Pretraining on diverse
unlabeled videos teaches the model general priors about object motion and interaction. Conditioning
on task instructions guides object selection and interpretation even in ambiguous or unfamiliar
contexts. Finally, the architectural design ensures that learned representations capture not just
appearance, but how objects behave across time, enabling transfer to new instances that were not
explicitly seen during supervised finetuning.

G.4 Retrying Behavior Enabled by Temporal Pretraining

Our method consistently exhibits robust retry behavior: when an initial grasp attempt fails, due
to occlusion, misalignment, or object shift, the policy often reattempts until successful. This is
especially evident in Cover-Object, where the robot frequently retries grasping if the cloth slips,
and in Pick-Place, where wide or irregularly shaped objects like bowls may require multiple grasp
attempts from different angles.

We attribute this robustness to our temporal pretraining objective. By learning to predict future
video frames and latent actions over multiple steps, the model develops a sense of longer-horizon
dynamics and recoverability. Rather than depending on single-step feedback, it implicitly plans
through extended temporal context–enabling it to course, correct and persist through partial failures.

G.5 Action Chunking and Inference Efficiency

ViPRA produces continuous actions using a chunked flow matching decoder, generating sequences
of 14 actions per inference step. At test time, we cap control frequency by evaluating two rollout
strategies: 7/14 rollout, where the first 7 actions of each chunk are executed before re-planning, and
14/14 rollout, where all 14 actions are executed before the next inference. The former corresponds
to an effective closed-loop update rate of ∼3.5 Hz, while the latter doubles this to 7 Hz. Because
predicted action trajectories are smooth and temporally coherent, ViPRA remains stable even under
open-loop execution within each chunk. This property is particularly beneficial for contact-rich
phases that demand reactive yet jitter-free behavior.

KV caching for fast inference We further optimize inference with key-value (KV) caching.
Language and image attention states are cached once and reused across flow matching Euler steps, so
only action tokens are recomputed during integration. This reduces redundant computation, enabling
the entire 14-step chunk to be produced in 510 ms (∼1.95 Hz), which corresponds to a robot-side
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control frequency of up to 22 Hz. Our setup can stably support control rates approaching 20 Hz, to
our knowledge matched only by one other 7B-parameter model [22].

Comparison with baselines. Table 7 summarizes model sizes, action rollout lengths, and inference
times. Unlike prior approaches that also use a 7B model (e.g., LAPA and OpenVLA) and operate at
∼200 ms per step but predict only single actions, ViPRA amortizes inference across long, smooth
action chunks, enabling high frequency reactive control.

Method Model Size Action Steps Inference Time (ms)

LAPA [12] 7B 1 220
OpenVLA [18] 7B 1 190
π0 [20] 3.3B 16 90
UniPI [35] – 16 24000
UVA [40] 0.5B 16 230
ViPRA (ViPRA-FM) 7B 14 510

Table 7: Inference speed comparison across models. ViPRA achieves high effective control frequencies by
amortizing computation over action chunks.
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H ViPRA-FM on Challenging Bimanual Tasks

Bimanual manipulation introduces significant complexity beyond single-arm control. The combined
action space spans 14 degrees of freedom, and inter-arm coordination requires precise spatial align-
ment, collision avoidance, and timing consistency. The solution space is also highly multimodal–there
are many valid ways to execute a task depending on object geometry, initial configurations, and
movement variability. These challenges make bimanual tasks a strong test of a policy’s ability to
generalize and coordinate under real world constraints.

H.1 Bimanual Setup

We test our framework using both arms of the Franka Panda robot. While only the right arm performs
active grasping, both arms are controlled jointly using a single policy conditioned on shared language
instructions. The system receives monocular observations from a front-mounted ZED camera and
generates chunked continuous actions for both arms in a synchronized control loop.

Initial Setup

ViPRA-FM

Mid-task

Place-in-Bowl Mix-with-Whisk

Pick up <obj> and place in bowl pick up whisk and mix the bowlTask Prompt

Figure 10: Bimanual task execution by ViPRA-FM. (Top row) Initial setup for the two tasks: placing a
tomato into a bowl and mixing with a whisk. (Bottom row) Mid-execution rollout of ViPRA-FM: the right arm
transports the tomato toward the bowl held by the left arm (left), and mixes the contents using the whisk while
the left arm maintains bowl stability (right). These examples highlight coordinated two-arm control and fluent
execution of tool- and object-handling behaviors.

We evaluate two bimanual tasks of increasing complexity:

(1) Place-in-Bowl: The right arm must grasp a target object (e.g., a fruit or kitchen item) and place
it into a bowl held by the left arm. Success requires fine-grained spatial alignment above the bowl,
smooth object transfer, and collision-free approach and retreat trajectories in close proximity to the
support arm.

(2) Mix-with-Whisk: The right arm retrieves a whisk from a nearby basket, mixes the contents of the
bowl, and returns the whisk to its original location. This task involves tool use, curved and sustained
motion, and close-proximity coordination with the left arm, which dynamically maintains the bowl
pose throughout the sequence.

These tasks pose significant challenges for real world bimanual coordination. Both arms must operate
in close proximity, requiring precise spatial alignment to avoid collisions–especially during approach
and retreat phases. With only a single fixed camera and no wrist-mounted sensors, the policy must
infer depth and object interactions purely from visual input. Timing mismatches or calibration
drift between the arms can further compound errors, making successful execution sensitive to both
perception and control stability.
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Figure 11: ViPRA-FM rollouts in real world bimanual tasks. Top: Place-in-Bowl - the robot picks up a
tomato and places it into a bowl held by the left arm. Bottom: Mix-with-Whisk - the robot retrieves a whisk,
stirs the bowl contents, and returns the tool. Each sequence shows 10 evenly spaced frames sampled from real
world executions.

H.2 Bimanual Results

ViPRA-FM is deployed using 14-step action chunks, executed at 7Hz control frequency. This high-
frequency chunked control allows the policy to maintain smooth, temporally coherent trajectories
while remaining responsive to changing visual inputs. The model also receives short history windows
as input, which helps stabilize motion during contact-heavy transitions and multi-step interactions.

In Place-in-Bowl, the robot completes 10 out of 18 trials. Failures were primarily due to unsuc-
cessful grasps caused by the limited span and compliance of our custom 3D-printed gripper, not the
bimanual coordination itself. In all successful grasps, the object was consistently placed into the bowl
without collision or instability. This suggests that the policy reliably handles the spatial reasoning and
coordination demands of the task, with grasp robustness being the primary bottleneck, a limitation
that could be mitigated with a more capable gripper design.

In Mix-with-Whisk, the robot completes 8 out of 12 trials. The task involves sustained, curved
motion in close proximity to the left arm, requiring continuous spatial alignment between the whisk
and bowl. The policy leverages temporal history to stay anchored to the mixing target and uses its
chunked control output to produce smooth stirring behavior. The whisk’s small, symmetric handle
makes it easier to grasp, allowing the policy to focus on trajectory accuracy and contact stability
throughout the sequence.

Together, these results demonstrate that ViPRA-FM is capable of executing complex bimanual
tasks using a single vision-conditioned policy and continuous action generation. Additional results,
comparisons, and rollout videos will be shared on our project website. https://vipra-project.
github.io.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
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strong dynamics aware representations, and concretely establish this through performance
gains on simulated and real world robot tasks.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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NA answer to this question will not be perceived well by the reviewers.
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2. Limitations
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Answer: [Yes]
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• The answer NA means that the paper has no limitation while the answer No means that
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• The authors are encouraged to create a separate "Limitations" section in their paper.
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violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
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is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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and how they scale with dataset size.
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address problems of privacy and fairness.
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We don’t have any theoretical results, we make use of existing models and
engineer on top of that to address the issue of scaling data for robot learning.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide detailed explanation of our approach and parameters used to setup
the framework in the paper. We will also release the code, dataset and checkpoints once the
review period is done.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will also release the code, dataset and checkpoints once the review period
is done.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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paper) is recommended, but including URLs to data and code is permitted.
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided training details and hyperparameter for every aspect of our
method.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Since our approach involves multiple real world evaluations with large scale
transformer models, we simply did not have the compute to report error bars.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes we mention the number of GPUs and the time we run for for our method.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed NeuRIPS guidelines and make utmost effort to follow it.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes we have included a section discussing broader impact of our approach.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We don’t have any sensitive models that could be misused.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have cited all datasets and models that we build upon.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We mention details our methods and datasets, and will opensource our approach
once the review period is up.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not do any research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .

Justification: paper does not involve crowdsourcing nor research with human subjects.
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLM was not used in any core research.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

41

https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related Work
	Background
	Methodology
	Latent Action Learning from Actionless Videos
	Leveraging Multimodal Video Models for Action Pretraining
	Continuous Adaptation

	Experiments
	Environments & Training
	Baselines
	Simulation Results
	Real World Results
	Ablations and Analysis

	Conclusion and Future Work
	Background
	Latent Action Learning
	Multimodal Video Pretraining with Latent Actions
	Flow Matching Decoder for Continuous Control
	Simulation Benchmarks
	SIMPLER Benchmark
	SIMPLER Results
	LIBERO Long Benchmark
	LIBERO Long Results

	Action Output Analysis
	Real World Experiments: Setup, Challenges, and Observations
	Hardware and Data Collection Setup
	Task Descriptions and Challenges
	Generalization to Novel Objects
	Retrying Behavior Enabled by Temporal Pretraining
	Action Chunking and Inference Efficiency

	ViPRA-FM on Challenging Bimanual Tasks
	Bimanual Setup
	Bimanual Results


