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Abstract

Retrieval-Augmented Generation (RAG) sys-001
tems are being rapidly adopted to provide002
LLMs with access to up-to-date external knowl-003
edge without the need to constantly re-train. A004
major challenge with the adoption of RAG sys-005
tems is user trust - users need to be able to006
quickly verify that system responses are fac-007
tually correct given the retrieved knowledge.008
Attribution (citation) systems address this need.009
However, most implementations either rely010
on hallucination-prone prompting methods or011
post-hoc analysis which may not reflect the012
actual information used by the LLM during re-013
sponse generation. We propose an attribution014
method for RAG systems that requires no spe-015
cial prompting or external evaluation - instead,016
it relies only on the LLM itself with the orig-017
inal context presented in the user query and018
the subsequently generated response. Specif-019
ically, we use the response loss to compute a020
saliency map over the entire context, including021
the retrieved documents. We then derive sets of022
context spans likely to support or conflict with023
each sentence in the response. Experiments024
with end-to-end RAG pipelines show that the025
proposed saliency-based approach outperforms026
prompting on granular span attribution while027
being orders of magnitude more efficient. Ad-028
ditionally, by deriving saliency measurements029
directly from the LLM, we maximize the likeli-030
hood that the cited text actually influenced the031
response, providing better explainability.032

1 Introduction033

Retrieval-Augmented Generation (RAG) systems034

are an important application of Large Language035

Models (LLM), allowing existing models access036

to fresh, up-to-date knowledge beyond the scope037

of their original training data. Originally intro-038

duced by Lewis et al. (2020) as an encoder-decoder039

model jointly trained with a vector-based retriever,040

RAG has since been widely adopted as a general041

Figure 1: An example of granular attribution in a RAG
system. The system not only indicates which source doc-
uments ([1] or [2]) support each part of the answer, but
also provides token-level highlighting showing the pre-
cise correspondence between information in the source
documents (highlighted in purple and yellow) and the
generated answer text. This granular attribution allows
users to trace exactly which parts of each source docu-
ment contribute to specific segments of the response.

framework for pairing LLMs with search capabil- 042

ity (Borgeaud et al., 2022). A standard modern 043

RAG implementation will include an LLM (e.g., 044

Llama3.1 (Dubey et al., 2024), GPT-4 (OpenAI, 045

2023)) that is instructed to issue a query to a search 046

engine based on the user’s request. The results are 047

ranked by similarity to the request and inserted into 048

the LLM context, after which the LLM can condi- 049

tion on them while generating its response. Search 050

engines typically used by RAG systems include 051

internet search (e.g., Google, Bing), structured 052

knowledge graphs (e.g., Wikidata), and vector- 053
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based retrievers (e.g., ChromaDB Chroma (2024),054

FAISS Douze et al. (2024)), bringing a wide variety055

of external knowledge sources within reach of the056

LLM.057

A key challenge that remains with RAG sys-058

tems is the fact that the LLM is free to use its059

context in any capacity. This means that it can060

ignore retrieved information in favor of generat-061

ing a response conditioned by its own pre-training,062

or it can mistakenly combine unrelated facts from063

different retrieved chunks. Additionally, if the re-064

trieved results are not relevant to the user’s query,065

the LLM may use them to generate a misinformed066

response. In order for users to trust the response067

from a RAG system, they must be able to quickly068

and effortlessly verify that: (a) the LLM grounded069

its response to a relevant passage within the re-070

trieved documents, and (b) the grounding passage071

is relevant and from a trustworthy source. While072

(b) is up to user discretion and can be aided by user-073

centric interface design, (a) presents the technical074

challenge of response attribution to the LLM’s075

context. Specifically, the user needs to know which076

spans of text in the context were referenced by077

the LLM while generating its response, and which078

retrieved documents those spans originate from.079

To address this need, RAG system developers080

typically employ post-hoc attribution (citation) sys-081

tems that attempt to match each response sen-082

tence to their most likely source in the retrieved083

context. Typical post-hoc attribution methods in-084

clude prompt-based approaches, textual similarity085

metrics, and Natural Language Inference (NLI).086

Prompting approaches include asking the LLM to087

rank each response-document pair for attributabil-088

ity or to directly generate in-line citations (Gao089

et al., 2023). Textual similarity metrics include090

n-gram overlap metrics (e.g., BLEU, ROUGE) or091

sentence embedding cosine similarity to identify092

the documents that contain the highest content over-093

lap with the response. Natural Language Inference094

(NLI) models predict whether each retrieved docu-095

ment is likely to entail the response(Honovich et al.,096

2022).097

However, none of these post-hoc methods show098

what exact information was likely used by the099

LLM during response generation; rather, they make100

a “best-guess” attempt at identifying sources that101

could reasonably support the response. Further-102

more, post-hoc attribution methods that rely on103

prompting are prone to hallucination in the same104

manner as the RAG systems they are there to ex-105

plain, leading to the potential for compounding 106

hallucinations. 107

To address this, we turn to saliency-based meth- 108

ods for context attribution, a paradigm that has 109

long been used for explainability of neural mod- 110

els in NLP and Computer Vision. Specifically, we 111

keep the original context and generated response 112

presented during the user’s interaction with the 113

LLM and compute a saliency map over the context 114

with respect to each sentence in the response. The 115

saliency map shows the positive or negative im- 116

pact of each context token on the LLM-assigned 117

likelihood of the response sentence, intuitively indi- 118

cating whether the presence of each token supports 119

or conflicts with the prediction of that sentence. If 120

the salient tokens fall within the bounds of the a 121

document, this indicates that we can cite that doc- 122

ument as a supporting or conflicting source (Fig. 123

1); if the salient tokens fall outside the bounds of 124

any retrieved document, this indicates a missing 125

citation. 126

Importantly, unlike current RAG attribution 127

benchmarks that simply require the correct doc- 128

uments to be cited, we present the first (to our 129

knowledge) formulation of the RAG attribution 130

task that requires the correct documents to be cited 131

correctly: that is, salient token spans within a docu- 132

ment must sufficiently overlap with and not exceed 133

ground-truth spans for the citation to count. 134

Thus we propose SALSA: SALiency-based 135

Source Attribution for RAG Systems1, with the 136

following contributions: 137

1. Sliding-Window saliency method with dy- 138

namic Z-thresholding for supporting and con- 139

flicting span extraction. 140

2. Human-annotated dataset of supporting and 141

conflicting document spans corresponding to 142

the ELI5 (Fan et al., 2019) portion of the 143

ALCE RAG attribution benchmark (Gao et al., 144

2023). 145

3. Span-level and document-level evaluation 146

of an end-to-end RAG pipeline using LLMs 147

from different families and at different scales. 148

2 Methods 149

We now describe our saliency-based method as ap- 150

plied to a RAG system. Let c = (c1, . . . , cn) be 151

1Our code and utilized datasets are available on GitHub
for reproducibility: https://anonymous.4open.science/r/salsa-
citation
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Figure 2: Overview of the sliding-window saliency (§2.1) and span extraction (§2.2) methods. (1) A sliding attention
mask window with configurable size and overlap traverses the context. For illustration purposes, we show a window
size of 4 with an overlap of 2. (2) Each window position receives a saliency score by measuring how masking its
text affects P (A | context): a decrease in probability indicates the masked text supports answer A, while an increase
indicates it conflicts with A. (3) Token-level saliency scores are computed by averaging across all windows that
contain each token and smoothing using a 1d convolution. (4) Finally, attribution spans are extracted by separating
saliency scores into positive (supporting) and negative (conflicting) bins, selecting the tokens from each bin with
saliency scores exceeding the z-threshold. The tokens are padded into contiguous citation [1] and conflict [2] spans.

the context tokens which include all retrieved doc-152

uments D = (d1, . . . ,dz). Let A = (a1, . . . ,am)153

be a set of response sentences generated by the lan-154

guage model M . For each sentence as ∈ A, our155

objective is to identify spans from D that support156

or conflict with as.157

2.1 Sliding-Window Saliency158

For context c with n tokens, let wk =159 (
ck, . . . , cmin(k+w−1,n)

)
be a sliding window of160

size w ≪ n tokens with an overlap of o < w161

tokens. This yields l = 1 +
⌈
n−w
w−o

⌉
overlapping162

windows over c such that163

k ∈ {j(w − o) + 1 : j ∈ Z; 0 ≤ j < l} . (1)164

Also, let L(as,at<s, c) be the negative log-165

likelihood loss of language model M for response166

sentence as given response sentences at<s and con-167

text c. 2168

First, we compute the relative loss δk for each169

window wk as:170

δk = L(as,at<s, c \wk)− L(as,at<s, c) (2)171

where c \ wk denotes the context with window172

wk hidden using an attention mask. Intuitively,173

δk represents the impact of hiding the tokens in174

2For a detailed explanation of how the loss function
L(as,at<s, c) is computed for a specific sentence as as op-
posed to the entire response A, see Appendix A.

wk on the likelihood of response sentence as: A 175

positive δk value indicates that hiding wk makes 176

as less likely, meaning that the tokens in wk are 177

important context for the generation of as. Like- 178

wise, a negative δk value indicates that wk harbors 179

distracting context which possibly conflicts with 180

as. A δk value near zero indicates that wk is likely 181

inconsequential to as. 182

Next, the saliency score si for each context token 183

ci is defined as the average of the relative losses for 184

all windows containing ci: 185

si =
1

|{k : ci ∈ wk}|
∑

k:ci∈wk

δk (3) 186

Note that when overlap o is zero, each token ci 187

will only appear in one window and thus Eq. 3 188

simplifies to si = δk : ci ∈ wk. 189

Finally, we smooth the token-level saliency 190

scores using a one-dimensional convolution with 191

a constant kernel of size ω > 1, where the con- 192

stant λ = 1
ω averages each token’s saliency with its 193

ω − 1 nearest neighbors. Smoothing helps avoid 194

span fragmentation in areas with multiple close-by 195

but non-contiguous high-saliency tokens. 196

2.2 Salient Span Extraction 197

To extract the most relevant contiguous regions of 198

the context for the generated response, we normal- 199

ize all saliency scores to have a zero mean and unit 200

variance (z-score) and select tokens with saliency 201
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above a given z-threshold to form the supporting202

and conflicting attribution spans. To avoid the need203

to select a good z-threshold, we implement dy-204

namic z-thresholding: we set z = 2 exp
(
Ss
|c|

)
205

where Ss is the shannon entropy of the saliency206

scores and |c| is the total number of tokens in207

the context. Intuitively, this scales the baseline208

z-threshold of 2 by the entropy of the saliency209

scores normalized by the context length: tokens210

in contexts with dispersed saliency (e.g. multiple211

candidate attribution spans) require higher saliency212

values to qualify for attribution than contexts with213

focused saliency (e.g., one clear candidate span).214

2.3 Document Attribution215

We attribute each response sentence as to zero or216

more documents in D based on the candidate sup-217

porting spans S+, and zero or more documents218

in D based on the candidate conflicting spans S−.219

The set of supporting documents Da for a response220

statement as is then:221

Da =
⋃

r∈S+

d ∈ D : r ⊆ d (4)222

Similarly, the set of conflicting documents Dc for223

a response statement as is:224

Dc =
⋃

r∈S−

d ∈ D : r ⊆ d (5)225

3 Experimental Setup226

The goal of our experiments are to: (a) determine227

if saliency-based attribution is competitive with a228

traditional prompt-based attribution approach; (b)229

validate that saliency-based attribution is robust230

across different LLM families and scales; and (c)231

compare these approaches from the lens of compu-232

tational efficiency, since RAG systems are typically233

deployed to many concurrent users at scale.234

When measuring performance we adhere to a235

strict interpretation of the RAG attribution task: it236

is not enough that the correct documents are cited;237

rather each document must also be cited correctly,238

e.g. the system can identify exactly what content239

inside the document enables its use as a support-240

ing source. Thus, we construct a new dataset of241

character-level ground-truth citation spans for doc-242

uments used in the ALCE RAG benchmark (Gao243

et al., 2023) for our experiments.244

3.1 Data Annotation 245

We construct our dataset based on the ELI5 Q&A 246

corpus (Fan et al., 2019), using its RAG-adapted 247

version (Gao et al., 2023) which pairs questions 248

with their top-5 retrieved documents from filtered 249

Common Crawl. ELI5 is particularly suitable for 250

RAG evaluation due to its open-ended questions 251

that require multi-sentence answers. We select a 252

sample of 100 question, answer, document tuples 253

from the ELI5 dataset to annotate. Annotations 254

were collected using a web application built using 255

the Streamlit library. 3 We recruited two computer 256

science students from a 4-year institution as an- 257

notators. Each annotator was trained to identify 258

supporting and conflicting spans within source doc- 259

uments that either substantiate or contradict given 260

answer statements. Following the guidelines (see 261

Appendix F), annotators were instructed to select 262

minimal contiguous text spans that conveyed the 263

necessary semantic meaning, allowing for multiple 264

span selections when information was distributed 265

across documents. 266

3.2 Evaluation Metrics 267

We develop a comprehensive evaluation pipeline 268

with two main components: granular character- 269

level evaluation and document-level attribution as- 270

sessment. 271

Character-level span evaluations measure the 272

overlap between candidate spans S and ground 273

truth spans G using the binary classification met- 274

rics precision, recall, and F1: 275

Precision =
|S ∩G|

|S|
(6) 276

Recall =
|S ∩G|
|G|

(7) 277

where |S ∩G| represents the number of charac- 278

ters that overlap between the predicted and ground 279

truth spans, |S| is the total number of characters in 280

the predicted spans, and |G| is the total number of 281

characters in the ground truth spans. 282

Document-level evaluations assess the quality 283

of document attribution by comparing the predicted 284

document set Da with the ground truth document 285

set Dg using Precision, Recall, and F1 metrics. Im- 286

portantly, we only consider a document citation 287

as a true positive if both: (1) the document is cor- 288

rectly cited, and (2) the corresponding text span 289

3https://streamlit.io/
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Model Method Document-level ↑ Character-level ↑ Avg. Time (sec) ↓Prec. Rec. F1 Prec. Rec. F1

Mistral-7B-Instruct-v0.1

Prompt-based 0.00 0.00 0.00 0.00 0.00 0.00 64.4
SALSABASE 0.52 0.37 0.44 0.39 0.38 0.38 6.5
SALSA+T 0.57 0.36 0.44 0.41 0.37 0.39
SALSA+S 0.53 0.37 0.44 0.39 0.38 0.39
SALSA+TS 0.61 0.37 0.46 0.43 0.38 0.40

Llama-3.1-8B-Instruct

Prompt-based 0.38 0.13 0.19 0.26 0.15 0.19 41.0
SALSABASE 0.51 0.38 0.43 0.38 0.40 0.39 6.0
SALSA+T 0.56 0.37 0.44 0.40 0.39 0.39
SALSA+S 0.54 0.38 0.44 0.38 0.40 0.39
SALSA+TS 0.58 0.35 0.44 0.41 0.39 0.40

Llama-3.1-70B-Instruct

Prompt-based 0.26 0.53 0.35 0.23 0.48 0.31 175.7
SALSABASE 0.51 0.41 0.45 0.35 0.42 0.39 22.8
SALSA+T 0.54 0.40 0.46 0.37 0.42 0.39
SALSA+S 0.52 0.40 0.45 0.35 0.42 0.38
SALSA+TS 0.55 0.39 0.45 0.37 0.41 0.39

Table 1: Answer attribution quality comparison showing both document-level and span-level metrics (Precision,
Recall, F1). Unless otherwise specified, all SALSA experiments use sliding window size w = 7, overlap o = 2,
z-threshold z = 4.0, and padding p = 7. Ablations: SALSA+T: adds dynamic z-thresholding; SALSA+S: adds
smoothing (ω = 7); SALSA+TS: adds dynamic z-thresholding and smoothing (ω = 7). Prompt-based baseline
generates up to 2048 tokens with temp= 0.6 and top_p= 0.9. Best F1 scores and Times for each model are in bold.

achieves an F1 score above a threshold of 0.5 with290

the annotated ground truth span.291

We note that it is also appropriate to consider292

using Intersection over Union (IoU) as a metric293

for this task as described in Appendix C; however,294

we select character-level P, R, and F1 since over295

IoU as it allows us to examine whether the systems296

over-cite or under-cite on the span-level.297

3.3 RAG Pipelines298

We run our experiments in an end-to-end RAG set-299

ting, where a language model generates an answer300

based on the retrieved documents. Specifically,301

we generate all answers ahead of time using the302

Llama-3.1-70B-Instruct language model.303

We select this language model since it’s the best304

LLM we can run given our GPU constraints. Re-305

trieved documents are provided along with each306

question in the ALCE ELI5 dataset - we use these307

for our evaluation instead of implementing a full308

retrieval pipeline (e.g., chunking, embedding, stor-309

age, approximate-nearest-neighbor search).310

We evaluate three LLMs as the RAG311

model: Mistral-7B-Instruct-v0.1,312

Llama-3.1-8B-Instruct, and313

Llama-3.1-70B-Instruct. These mod-314

els represent two families and scales of LLM.315

Each LLM is evaluated in two modes: (a) as a316

Prompt-based baseline and (b) as the SALSA317

system.318

When running as the prompt-based baseline, the319

LLM is prompted with each question/document/an- 320

swer sentence triple and instructed to rewrite the 321

document verbatim, placing tags around text that 322

supports or conflicts with the answer (the exact 323

prompt is shown in Appendix E.2). The tags are 324

then matched with a Regex to extract the attribution 325

spans. Importantly, prompt-based baseline must 326

generate 2 × number of documents × number of 327

answer sentences (approx. 50) document rewrites 328

to predict supporting and conflicting attributions 329

for each answer sentence. 330

When running as the SALSA system, the LLM 331

is prompted as a RAG system for answer gener- 332

ation (the expact prompt is shown in Appendix 333

E.1). However, the pre-generated answer is ap- 334

pended to the prompt and no actual generation is 335

done. Instead, the sliding window saliency method 336

described in Section 2 is applied to extract all sup- 337

porting and conflicting attribution spans in one shot 338

(requiring only l+1 model forward passes; see Sec- 339

tion 2.1). 340

All of the experiments were run using a Linux 341

computer system with 2xA100 80GB GPUs and 342

2xA6000 GPUs. The experiments in total took 343

∼ 24 hours on this system. 344

4 Experimental Results 345

We evaluate our Saliency-based attribution method 346

on the annotated ELI5 dataset. 347

Table 1 shows the performance of our Saliency- 348

based method compared to the prompt-based base- 349
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line. Experimental hyperparameters and ablations350

are described beneath the results. Specifically,351

each SALSA pipeline is run with static threshold-352

ing and no smoothing (BASE), with dynamic z-353

thresholding (+T), with smoothing (+S), and with354

both dynamic z-thresholding and smoothing (+TS).355

We find that SALSA consistently outper-356

forms the prompt-based baseline for all LLMs357

we test, and by a wide margin: for exam-358

ple, SALSA achieves a document-level F1 of359

0.44 vs. 0.19 from the prompt-based base-360

line using Llama-3.1-8B-Instruct. We361

observe that Mistral-7B-Instruct-v0.1362

completely fails to follow the prompt-based instruc-363

tions, yielding no valid document rewrites with ex-364

tractable spans and a consequent F1 score of 0 at all365

levels. Llama-3.1-70B-Instruct was the366

only LLM able to reasonably follow the document-367

rewriting prompt, however was still not competitive368

with SALSA (0.46 F1 vs. 0.35 document-level F1).369

Overall, we find that the effectiveness of the370

prompt-based baseline is directly tied to the scale371

class of the LLM (e.g., 70B scale vs 8B scale).372

In contrast, SALSA provides approximately the373

same robust performance across all LLMs.374

In terms of computation, SALSA is orders-of-375

magnitude more efficient than the prompt-based376

baseline (7-9x faster), a benefit for at-scale deploy-377

ment.378

4.1 Effect of Hyperparameters379

We measure the effect of a range of choices for380

sliding window size w, overlap o, smoothing ker-381

nel size ω, z-threshold z, and padding length p.382

Each range ablation only varies one hyperparam-383

eter, keeping all others constant. We find that384

SALSA gives consistent results across most values385

of w, o, and ω, while adjusting z and p involves a386

precision-recall trade-off (Figures 3, 4). Despite387

this trade-off, we show that dynamic z-thresholding388

yields near-optimal performance without needing389

to manually select a value for z.390

5 Related Work391

Attribution in language models refers to the task392

of identifying and verifying which portions of393

source documents support or conflict with model-394

generated text. This capability is crucial for build-395

ing trustworthy AI systems, as it allows users to396

verify claims and trace information to its origins.397

Prior approaches to this challenge broadly fall into398

three categories: fine-tuning models for attribution 399

capabilities, developing prompting strategies, and 400

applying saliency techniques to identify influential 401

context. 402

▶ Fine-tuning Based Attribution. Tahaei et al. 403

(2024) introduces FiDCiter, showing that targeted 404

fine-tuning of a FLAN-T5 model with a Fusion- 405

in-Decoder (FiD) architecture (Izacard and Grave, 406

2020) can enhance both answer quality and citation 407

verification capabilities enabling a much smaller 408

FLAN-T5 model (3B) to perform comparably with 409

a much larger Llama-13B. Xia et al. (2024) pro- 410

posed ReClaim, a more granular approach that 411

uses two fine-tuned language models that inter- 412

leave reference and answer generation at the sen- 413

tence level, enabling finer attribution control. How- 414

ever, a key challenge in developing these systems is 415

the scarcity of high-quality training data for multi- 416

source attribution. Patel et al. (2024) addressed this 417

challenge by introducing MultiAttr, a method for 418

transforming existing QA datasets into attribution- 419

focused training data. Their work demonstrated 420

that fine-tuning on such transformed data yields sig- 421

nificant improvements across multiple attribution 422

benchmarks compared to domain-specific training 423

alone. While fine-tuning can improve attribution 424

capabilities, these methods typically require sub- 425

stantial training data and may not generalize well 426

across domains. Additionally, Yue et al. (2023) 427

showed that reliable evaluation of attribution qual- 428

ity remains an open challenge that warrants further 429

investigation. 430

▶ Prompt-based Attribution. Prompt engineer- 431

ing offers a more flexible alternative to fine-tuning 432

by enabling citation capabilities without special- 433

ized training data. Recent work has explored var- 434

ious prompting strategies for eliciting attribution 435

to sources from language models (Hu et al., 2024; 436

Li et al., 2024), while Yue et al. (2023) demon- 437

strated prompting’s utility for evaluating attribution 438

quality through natural language inference. Gao 439

et al. (2023) demonstrated the viability of few-shot 440

prompting for citation generation and introduced 441

ALCE, a benchmark for evaluating citation qual- 442

ity, correctness, and fluency. Their experiments 443

revealed significant challenges, including the gen- 444

eration of plausible but incorrect citations. Press 445

et al. (2024) further demonstrated these limitations 446

through chain-of-thought prompting experiments, 447

where even state-of-the-art LLMs performed very 448

poorly and achieved only 4.2-18.5% accuracy com- 449

pared to human performance of 69.7%. While 450
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Figure 3: Effect of adjusting sliding window size w, and overlap o, and smoothing kernel size ω hyperparameters
on character-level citation F1 (Llama-3.1-8B-Instruct). The system gives consistent results across most choices
for these hyperparameters, however smoothing can yield performance benefits when combined with dynamic
z-thresholding as shown for Mistral-7B in Table 1.

prompt-based methods offer deployment flexibil-451

ity, their current reliability remains insufficient for452

high-stakes attribution tasks.453

▶ Saliency-based Attribution. Saliency meth-454

ods identify which input tokens most strongly in-455

fluence a model’s predictions by analyzing the456

model’s internal representations and gradients. Un-457

like prompting or fine-tuning approaches, these458

methods require no modifications to the base model.459

Yin and Neubig (2022) introduced contrastive ex-460

planations that identify influential input tokens by461

comparing the model’s behavior with and with-462

out specific context. Sarti et al. (2023) devel-463

oped this further with their Inseq toolkit, provid-464

ing a unified framework for extracting and visu-465

alizing token-level attributions in sequence gen-466

eration tasks. Feldhus et al. (2023) compared467

different approaches for representing feature im-468

portance, contrasting model-free saliency methods469

with instruction-based approaches. Despite their470

potential for faithful attribution, saliency-based ap-471

proaches remain relatively unexplored for RAG472

systems. While Cohen-Wang et al. (2024) demon-473

strated saliency methods for analyzing model be-474

havior in general text generation, their approach475

was not investigated specifically for RAG attribu-476

tion. Concurrent work by Qi et al. (2024) intro-477

duced MIRAGE, which employs feature attribution478

to detect context-sensitive answer tokens and match479

them with retrieved documents in RAG systems.480

However, MIRAGE relies on calibration data for481

optimal performance. Our work advances this di-482

rection through a sliding-window approach that dy-483

namically identifies both supporting and conflicting484

spans without requiring calibration data, prompting,485

nor fine-tuning and outperforms prompting-based486

approaches. 487

6 Discussion & Conclusion 488

We presented SALSA, a saliency-based attribution 489

approach for RAG systems that identifies support- 490

ing and conflicting spans in retrieved documents 491

without requiring special prompting or training. 492

Our experiments demonstrate that SALSA achieves 493

superior performance compared to prompt-based 494

approaches while being much faster. The method 495

is robust across various LLMs and their scales, and 496

provides granular span-level attribution that helps 497

users quickly verify factual claims. 498

By deriving saliency measurements directly 499

from the LLM’s internals, SALSA provides more 500

faithful attributions that reflect actual context usage 501

during generation. 502

7 Limitations 503

While SALSA shows promising results for attri- 504

bution in RAG systems, several important limita- 505

tions should be noted. First, the sliding window 506

approach may become less effective with very long 507

contexts. While the window size can be adjusted, 508

there is an inherent trade-off between computa- 509

tional efficiency and the ability to capture long- 510

range dependencies. Very large windows increase 511

computational overhead, while smaller windows 512

might miss important contextual relationships that 513

span across longer distances in the text. 514

Third, SALSA can be sensitive to token-level 515

similarity rather than purely semantic relationships. 516

The system may attribute spans based on lexical 517

overlap or stylistic similarities even when the se- 518

mantic content is not actually being referenced by 519

7



Figure 4: Effect of adjusting z-threshold z and span
padding p hyperparameters on character-level citation
F1 (Llama-3.1-8B-Instruct). Both z and p present a
precision-recall trade-off. However, note that dynamic
z-thresholding yields near-optimal performance without
needing to manually select a value for z.

the model. This makes it challenging to defini-520

tively distinguish between factual citations and521

cases where the model is simply picking up on522

shared vocabulary or writing patterns.523

Finally, while computing saliency maps does524

introduce additional computational overhead com-525

pared to basic RAG inference, this cost can be526

significantly mitigated through parallelization and527

batching. In contrast, prompt-based attribution528

approaches require multiple additional generation529

steps, which typically constitute a more substantial530

computational burden. The relative efficiency of531

SALSA makes it more practical for production de-532

ployment, though careful attention should still be533

paid to performance optimization.534

8 Ethical Considerations535

The development and deployment of attribution sys-536

tems like SALSA raises several important ethical537

considerations. A primary concern is that detailed538

attribution patterns could potentially be exploited539

by malicious actors to develop more sophisticated540

prompt injection attacks. By understanding ex-541

actly how models use their context to generate 542

responses, attackers might be able to craft more 543

effective adversarial inputs or carefully generated 544

misinformation posing as documents that are more 545

likely to be cited by attribution systems. Bad ac- 546

tors could potentially use this capability to generate 547

large volumes of seemingly well-cited but actually 548

misleading content. 549

Another critical consideration is the risk of false 550

confidence in model outputs. While SALSA’s gran- 551

ular span-level attribution aims to make verification 552

more accessible and less cognitively demanding for 553

users, there is still a danger that users might over- 554

rely on the system without properly examining the 555

highlighted spans. This risk is particularly acute 556

in high-stakes domains like healthcare or policy- 557

making where incorrect attributions could have se- 558

rious consequences. However, we believe that by 559

making the verification process more streamlined 560

and transparent, SALSA can actually encourage 561

more users to validate model outputs rather than 562

accepting them blindly. 563
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A Sentence-Level Loss Computation693

The loss function L(A, c) for the entire response is typically computed as the average cross-entropy loss694

over all tokens in the response. Let ar =
⋃

a∈A a ∈ a be the set of all tokens in all response sentences.695

The cross-entropy loss of the full response is then:696

L(A, c) = − 1

|ar|

|ar|∑
i=1

logP (ari |c,art<i) (8)697

where P (ari |c,art<i) is the model’s predicted probability for token ari given the context and preceding698

tokens.699

For computing the loss for a specific sentence as within the response, we modify this approach. Let700

as = (as1 , . . . ,ask) be the tokens of the sentence we’re focusing on, where s1 is the index of the first701

token of the sentence. The loss function for this specific sentence is then:702

L(as,at<s, c) = −1

k

k∑
i=1

logP (asi |c,at<s,ast<i) (9)703

This formulation focuses on the tokens in the specific sentence as while maintaining the autoregressive704

nature of the model by conditioning on the previous tokens in the response denoted by at<s. Using this705

sentence-specific loss in Equation 2 of the main text, we can compute saliency scores specifically tailored706

to identify important spans in the context that support or conflict with the sentence in question, rather than707

the entire response.708

B Sliding Window Example709

This section provides a worked-out example of the sliding window approach, demonstrating how we710

identify spans that support or conflict with a specific response sentence, and how we determine the711

relevant documents. We use mock scores and documents for illustration and skip the final scaling step for712

simplicity.713

Let’s consider a context c of 10 tokens, divided into three documents:714

c = (c1, c2, c3, c4, c5, c6, c7, c8, c9, c10) (10)715

d1 = (c1, c2, c3)716

d2 = (c4, c5, c6, c7)717

d3 = (c8, c9, c10)718

We’ll use a window size w = 3 with an overlap of 1 token (o = 1) and a padding of 1 (p = 1).719

B.1 Saliency Score Computation720

First, we compute the relative loss δk for each window wk using Equation 2. Let’s assume we get the721

following scores:722

δ1 = 0.5 (w1 = (c1, c2, c3))723

δ2 = −0.2 (w2 = (c3, c4, c5))724

δ3 = 0.8 (w3 = (c5, c6, c7))725

δ4 = 0.3 (w4 = (c7, c8, c9))726

δ5 = −0.7 (w5 = (c9, c10))727

Next, we compute the saliency score si for each token using Equation 3:728
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s1 = s2 = 0.5 729

s3 =
0.5 + (−0.2)

2
= 0.15 730

s4 = −0.2 731

s5 =
−0.2 + 0.8

2
= 0.3 732

s6 = 0.8 733

s7 =
0.8 + 0.3

2
= 0.55 734

s8 = 0.3 735

s9 =
0.3 +−0.7

2
= −0.2 736

s10 = −0.7 737

B.2 Supporting Salient Span Identification 738

We’ll use three non-negative uniform bins for discretization (η = 3): low (< 0.33), medium (0.33 to 739

0.67), and high (>= 0.67). The binary sequence b (where 1 represents scores in the highest bin) is: 740

b = (1, 1, 0, 0, 0, 1, 1, 0, 0, 0) (11) 741

By identifying consecutive sequences of 1’s and applying padding, we get two spans: 742

r1 = (c1, . . . , c3) 743

r2 = (c5, . . . , c8) 744

B.3 Attribution to Documents 745

We match these spans to their containing documents: 746

(c1, . . . , c3) ⊆ d1 (12) 747

(c5, . . . , c7) ⊆ d2 ∪ (c8) ⊆ d3 (13) 748

(14) 749

Thus, the set of documents that support the sentence is: 750

Da = {d1,d2,d3} (15) 751

B.4 Conflicting Salient Span Identification 752

For conflicts, we focus on the spans with the lowest scores, so the three uniform bins are: high (> −0.33), 753

medium (−0.33 to −0.67), and low (<= −0.67). The binary sequence b (where 1 represents scores in 754

the lowest bin) is: 755

b = (0, 0, 0, 0, 0, 0, 0, 0, 0, 1) (16) 756

By identifying consecutive sequences of 1’s and applying padding, we get one span: 757

r1 = (c9, c10) 758

Matching this span to its containing document: 759
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(c9, c10) ⊆ d3 (17)760

Thus, the set of documents that potentially conflict with the sentence is:761

Dc = {d3} (18)762

In this example, our sliding window approach has identified that the sentence is supported by information763

from all three documents, but may conflict with information in document d3.764

C Alternative Evaluation Metrics765

In addition to character-level P, R, F1, it is appropriate to evaluate systems using Intersection over Union766

(IoU) for granular span-level evaluations. IoU measures the overlap between candidate spans S and767

ground truth spans G using the Intersection over Union (IoU) metric:768

IoU =
|S ∩G|
|S ∪G|

(19)769

Document-level evaluations are computed similarly but instead of using character-level F1 as a770

threshold, we use the IoU score as a threshold. In other words, we only consider a document citation as a771

true positive if both: (1) the document is correctly cited, and (2) the corresponding text span achieves a772

span-level IoU above a threshold of 0.4 with the annotated ground truth span.773

D Hyperparameter Analysis774

To ensure robust performance and provide guidance for practitioners implementing SALSA, we conduct775

extensive hyperparameter sensitivity analyses. We evaluate five key parameters that control different776

aspects of our attribution pipeline: (1) sliding window size, which determines the granularity of context777

masking, (2) window overlap, which affects how smoothly the saliency scores transition between adjacent778

windows, (3) span padding size, which influences how much surrounding context is included in extracted779

spans, (4) saliency threshold (z-score), which controls how selective the method is in identifying salient780

tokens, and (5) smoothing window size, which determines the degree of post-processing applied to raw781

saliency scores.782

For each parameter, we conduct sweeps across reasonable ranges while holding other parameters fixed783

at their default values. We evaluate performance on the same test set from the annotated ELI5 dataset784

using both document-level and character-level span metrics. The following subsections present detailed785

analyses for each parameter.786

D.1 Sliding Window Size Analysis787

[Placeholder]788

D.2 Window Overlap Analysis789

[Placeholder]790

D.3 Span Padding Analysis791

[Placeholder]792

D.4 Saliency Threshold Analysis793

[Placeholder]794

D.5 Smoothing Window Analysis795

[Placeholder]796

E Language Model Prompts797

This section lists the prompts used for both answer generation and source attribution in our experiments.798
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E.1 Answer Generation Prompt Template 799

The following prompt template was used by the language model Llama-3.1-70B-Instruct to 800

generate answers for ELI5 questions in the end-to-end RAG experimental setting: 801

SYSTEM: You are a question answering assistant. Your job is to search for documents with
relevant information and then use them to answer the user’s question. To search, respond with
‘search("Q")‘ where ‘Q‘ is a search query based on the user’s question.
USER: Question: Q
ASSISTANT: search("Q")
USER: Search Results:
——
Document [1] (Title: T): P
——
[Additional documents from ELI5 in the same format...]
——
ASSISTANT: Answer:

where: 802

• {Q} is the user’s question 803

• {T} is the document title 804

• {P} is the document text 805

• {ID} is the document identifier. Used for IEEE-style inline citations. 806

E.2 Source Attribution Prompt Template 807

For the prompt-based attribution approach, we used the following template: 808

SYSTEM: You are a source attribution assistant. You will be given a question, an answer, and a
document. For each sentence in the answer, your job is to tag all text in the document that supports
the answer. You will only be given one answer sentence at a time to analyze. When you are given an
answer sentence, you must write out the document verbatim. Surround text that supports the answer
sentence with <|support|>...</|support|> tags. If no supporting text is found, do not add
any tags.
USER: Question: Q
Answer: A
Document [ID] (Title: T): P
——
[Additional documents from ELI5 in the same format...]
——
Remember, you must write out the document verbatim. Surround text that supports the answer
sentence with <|support|>...</|support|> tags. If no supporting text is found, do not add
any tags.
ASSISTANT: I am ready for the first answer sentence!
USER: Sentence: S
ASSISTANT: Document [ID] (Title: T):

For identifying conflicting information, the same template is used but with: 809

• <|conflict|> tags instead of <|support|> 810

• "conflicts with" instead of "supports" in the instructions 811

• "conflicting" instead of "supporting" in the reminder 812
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F Annotation Guidelines813

Annotators were on-boarded with the following guidelines for the tool and task.814
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SALSA Span Annotation Guidelines
Given a question, its context (if shown), and an answer sentence, your task is to annotate zero
or more citation and conflict spans in each of the five retrieved documents.

A citation span is text within the document that supports an answer sentence, while a conflict
span is text within the document that conflicts with (possibly contradicts) an answer sentence.

The following sections outline the span annotation procedure and provide guidelines for what
makes high quality, relevant citation/conflict spans.

Annotation Procedure

Step 1: Navigation
To navigate to the previous or next question, use the buttons on the left-hand sidebar. You may
also use the numeric input box to jump directly to a question.

Step 2: Read the question and its context

Note: sometimes there is no context provided and you will only see a question.

Step 3: Select an answer sentence
Each answer sentence gets its own distinct set of citation and conflict span annotations. Use the
selection box to choose a sentence:

815



Step 4: Select a span type
Select if you want to annotate citation spans (supporting text) or conflict spans (possibly
contradicting text):

Step 5: Carefully read the first document
Make sure to actually read the document text and not just superficially skim it.

If the document was detected by the ALCE NLI model to support one or more “claims” extracted
from the answer by GPT-3.5, you can see them here on the right-hand side of the document:

Note: these “supported claims” were generated automatically during the ALCE ELI5 dataset
creation process, and don’t necessarily correspond to the presence or absence of valid spans in
the document. If you see 0 claims supported, still make sure to read the document completely
before moving on.
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Step 6: Annotate the spans
To annotate a span, simply select the text with your cursor:

You may select multiple spans within the same document to indicate that multiple text passages
support (or conflict with) the answer together. This means a system should identify both of
these spans within the document:

Alternatively, you may select multiple spans within the same document where either one can be
independently cited; i.e., they both independently support (or conflict with) the answer sentence.
To do this, use the [+] button to create additional span sets:

As before, each span set can contain more than one span when multiple passages should be
cited together.

Step 7: Repeat Steps 5-6 for each of the remaining documents.
If no supporting or conflicting spans are identified (i.e. the documents are completely irrelevant
to the answer), it is okay to annotate nothing.

817



Step 8: Repeat Steps 3-7 for each of the remaining answer sentences.

Step 9: Mark the question as Done
When all documents have been annotated for all answer sentences, mark the question as
“Done” with this button:

This will increment the progress indicator.

Span Annotation

What makes a good span?
A span should cover the minimum amount of contiguous text needed to support (or refute) a
statement in the answer sentence. Irrespective of the truthfulness of the text and whether the
text entails the statement.

For example, consider the following question and answer:

Question: What color is the sky?
Answer: The sky is blue on clear days and grey on cloudy days.

The following represents a good minimal contiguous span (✅ do this!):

Document: You can always tell it will be a great day to hike if you look out the window and see a nice, clear day with
a bright blue sky. If the sky is grey and cloudy, you might want to take a look at the forecast to see if it’s going to rain.

The following represents minimal but non-contiguous spans (❌ don’t do this!):

Document: You can always tell it will be a great day to hike if you look out the window and see a nice, clear day with
a bright blue sky. If the sky is grey and cloudy, you might want to take a look at the forecast to see if it’s going to rain.

The following represents a non-minimal contiguous span (❌ don’t do this!)

Document: You can always tell it will be a great day to hike if you look out the window and see a nice, clear day with
a bright blue sky. If the sky is grey and cloudy, you might want to take a look at the forecast to see if it’s going to rain.

If information is spread out in the document (more than 10-15 words apart) it is okay to annotate
separate spans that work together to support (or conflict with) the answer (✅ do this!):
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Document: Have you ever really looked up at the sky? Every now and then you should try it, it’s good for your
well-being and sense of self-purpose. It doesn’t matter if it’s clear, sunny and blue, or if it’s one of those days where
your bones ache and you don’t want to get out of bed because it is cloudy, rainy, and grey.

In the case above, a single minimal contiguous span would include too much irrelevant
information, so we break it up into three independent minimal contiguous spans.

What makes a relevant span?
Often, an answer will summarize or paraphrase the supporting documents. Thus it is
unnecessary for a span to contain the exact word-for-word phrasing that is in the answer. A
relevant citation span should share semantic meaning with the answer or entail the answer. A
relevant conflict span should contradict the answer or make it ambiguous.

For example, consider the following question and answer:

Question: What color is the sky?
Answer: The sky is blue on clear days and grey on cloudy days.

The following represents a citation span that shares semantic meaning with the answer
(turquoise is a shade of blue):

Document: On clear evenings in the summer you can watch the sun set in the turquoise sky over the Hotel Calabria
on Flamingo Island… It is one of those rare photo opportunities that you don’t want to miss while you’re in town.

The following represents a citation span that entails the answer given other context in the
document (the lake reflects the sky):

Document: When the wind is calm the lake makes a mirror-like reflection of the sky. On bright clear days the lake
shines in a deep radiant blue, while on cloudy days the lake becomes a dark grey portal among the hills.

The following represents a conflict span that directly contradicts the answer:

Document: Polar night: when you’re up that far north, it is night time for 24 hours. Regardless of the weather, the sky
is always black at all times of day. This is because the sun is always below the horizon at that latitude.

The following represents a conflict span that makes the answer ambiguous (blue is not the only
color it can be on a clear day):

Document: Often during a sunset the sky can be painted deep shades of orange and red, especially on clear days!
You’ve heard the saying, “red sky at night, sailors delight…” which means that there is clear weather ahead!

Handling duplicate citations
A duplicate citation happens when the same (or similar) information shows up in: (a) multiple
places within the same document, or (b) in multiple documents.
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Duplicate citations within the same document
If the same information shows up in multiple places in the same document, use the [+] button to
create multiple span sets (see Step 6: Annotate the spans), one set for each instance of the
duplicated information. This way, we indicate that only one citation is needed in that document,
referring to the spans from any one of the sets.

Duplicate citations across multiple documents
If the same information shows up in multiple documents, multiple span sets are not needed,
since a citation system would be expected to cite each document in which that information
exists. Simply annotate spans for all instances of the duplicated information.

For example:

Answer: The sky is blue on clear days and grey on cloudy days.

Document [1]: The sky is blue on clear days and grey on rainy or cloudy days because…

Document [2]: Blue skies on clear days are nice to see…

Document [3]: I love grey skies on a cloudy day. Call me a pessimist, but…

Annotating spans for long answers
Ideally, answer sentences are short and concise, making only one or two statements. For
example:

Answer: The sky is blue on clear days and grey on cloudy days.

However, sometimes the answer authors allow their sentences to run on, packing many
statements within the same sentence. For example:

Answer: The sky is blue on clear days and grey on cloudy days, but it doesn’t really matter if you’re far enough north
because of the Polar night where the sky is black all the time, or if you’re watching a sunset where even a clear day
can have deep orange skies.

The answer above contains four separate claims and would have ideally been split into multiple
sentences, but unfortunately it was not. In this case, a single span is rarely enough to fully
support the sentence, and the supporting information is likely to be scattered across many
documents. When faced with an answer sentence like this, make sure to annotate spans over
all of the available evidence for each statement:
Document [1]: When the wind is calm the lake makes a mirror-like reflection of the sky. On bright clear days the lake
shines in a deep radiant blue, while on cloudy days the lake becomes a dark grey portal among the hills.

Document [2]: Polar night: when you’re up that far north, it is night time for 24 hours. Regardless of the weather, the
sky is always black at all times of day. This is because the sun is always below the horizon at that latitude.

Document [3]: Often during a sunset the sky can be painted deep shades of orange and red, especially on clear
days! You’ve heard the saying, “red sky at night, sailors delight…” which means that there is clear weather ahead!
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