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Abstract

Spurious bias, a tendency to use spurious correlations between non-essential input
attributes and target variables for predictions, has revealed a severe robustness
pitfall in deep learning models trained on single modality data. Multimodal
Large Language Models (MLLMs), which integrate both vision and language
models, have demonstrated strong capability in joint vision-language understand-
ing. However, whether spurious biases are prevalent in MLLMs remains under-
explored. We mitigate this gap by analyzing the spurious biases in a multimodal
setting, uncovering the specific test data patterns that can manifest this prob-
lem when biases in the vision model cascade into the alignment between visual
and text tokens in MLLMs. To better understand this problem, we introduce
MM-SPUBENCH, a comprehensive visual question-answering (VQA) benchmark
designed to evaluate MLLMs’ reliance on nine distinct categories of spurious
correlations from five open-source image datasets. The VQA dataset is built from
human-understandable concept information (attributes). Leveraging this bench-
mark, we conduct a thorough evaluation of current state-of-the-art MLLMs. Our
findings illuminate the persistence of the reliance on spurious correlations from
these models and underscore the urge for new methodologies to mitigate spurious
biases. To support the MLLM robustness research, we release our VQA benchmark
at https://huggingface.co/datasets/mmbench/MM-SpuBench.

1 Introduction

In recent years, we have witnessed the rise of highly performant Large Language Models
(LLMs) [1, 2, 3, 4, 5, 6] and Vision Foundation Models (VFMs) [7, 8] powered by the advancements
in language modeling and visual understanding as well as the availability of large-scale training
data and substantial computational resources. Building on these advancements, multimodal Large
Language Models (MLLMs) [9, 10, 11, 12, 13, 14, 15], which integrate both LLMs and VFMs for
joint visual and text understanding, emerge as the new frontier of foundation models. MLLMs have
demonstrated significant performance in visual understanding and reasoning tasks, such as image
perception [16], visual question answering [17], and instruction following [18], making remarkable
strides toward Artificial General Intelligence (AGI).
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Despite the impressive performance of MLLMs, the robustness of MLLMs remains largely under-
explored. A well-known robustness issue in deep learning models is the spurious bias, a tendency to
use spurious correlations between non-essential input attributes and target variables for predictions
[19]. For example, image classifiers tend to identify an object by using the image background that
frequently co-occurs with the object in the training data [20], and the image background and the
target object establish a spurious correlation which is not inherently relevant to the prediction task.
Much research [21, 22, 23, 24, 25] has been focusing on single-modality classification tasks. Given
the prevalence of spurious biases in deep learning models, it is natural to ask the following question
in the multimodal setting:

Are spurious biases prevalent in MLLMs? If so, how much are MLLMs affected?

Figure 1: Comparative performance of different
MLLMs across 9 types of spurious biases in MM-
SPUBENCH.

To answer the above question, it is critical to
identify the major cause of spurious biases in
MLLMs. A recent finding [26] suggests that
the predominant contrastive language-image pre-
training (CLIP) [27] objective often leads to vi-
sion models overlooking crucial visual details
in images. Motivated by this, we reason that in
MLLMs, a core visual token representing a class
may be spuriously aligned with multiple irrel-
evant text tokens. Consequently, MLLMs may
struggle in answering challenging visual ground-
ing questions which ask MLLMs to identify a
target object in an image amongst descriptions
of surrounding and spurious objects in the im-
age. To illustrate, given an image of a boot in
a bathroom setting and the question “What is
the item being held upright on the flat surface
next to the hygiene products?" (Fig. 2, Inference
Data), an MLLM may not successfully identify
the boot in the image where spurious objects,
including a mouthwash, a cabinet, a towel, a
toilet, and a sink (Fig. 2, Training Data), exist
in the background. Indeed, the model incorrectly answers with “Choice A: A container for liquids",
utilizing the strong spurious correlation between a spurious text token “container" and the core visual
token “boot".

Revealing and benchmarking spurious biases in MLLMs require dedicated evaluation data and
methodologies that specifically target robustness pitfalls in MLLMs. However, there is a scarce
of works that systematically evaluate spurious biases in MLLMs. To this end, we propose an
automatic attribute-based Visual Question Answering (VQA) construction method based on our
theoretical analysis on spurious biases in MLLMs. The idea is to test whether MLLMs produce
wrong answers when spurious correlations are shifted in both vision and language modalities. We
consider nine categories of spurious correlations when constructing VQA questions, creating a
challenging evaluation scenario that exposes MLLMs’ reliance on spurious correlations between
vision and language modalities. To facilitate future research, we propose MM-SPUBENCH and
a Visual Question Answering (VQA) benchmark specifically designed to evaluate the reliance
of MLLMs on instance-level spurious correlations in training data. By investigating the reliance
on spurious correlations of state-of-the-art vision encoders in MLLMs we carefully select 10,773
image data from five open-sourced datasets and design 2,400 VQA questions containing derived
core/spurious attributes and types of spurious biases. Our experiments highlight the urge for better
modality alignment techniques and how the information from the benchmark can help to improve the
performance of current MLLMs as shown in Fig. 1.

Our contributions are summarized as follows:

• We formally define multimodal spurious bias in MLLMs, highlighting how spurious correla-
tions can propagate from vision encoders and lead to failures in current MLLMs.

• We propose MM-SPUBENCH, a comprehensive benchmark featuring 10,773 realistic im-
ages with concept-based attribute information, paired with a subset with 2,400 VQA data,
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Source Image

The image shows a bathroom where a 
person is holding a black mid-calf boot 
over a beige sink. To the left of the sink, 
there's a large bottle of Listerine 
mouthwash. In the background, a cabinet 
with shelves contains various items, 
including a woven basket. <omitted>

Image 
Tokens

Modality Alignment in Pretrained MLLMs

Training Data Inference Data

boot mouthwash cabinet toilet footwear container furniture accessory

Text
Tokens

Image 
Tokens

Text
Tokens

Core Visual Token

Spurious Visual Token

Core Textual Token

Spurious Textual Token

Core Textual Token (Attributes)

Spurious Textual Token (Attributes)

Question: 
What is the item being held upright on the 
flat surface next to the hygiene products?
Choices:
A. A container for liquids
B. A small furniture item
C. A personal hygiene accessory
D. A footwear object

Figure 2: Illustration of multimodal spurious bias: From the training data of MLLMs, these models
aim to learn visual grounding through instance-level correlations between visual objects and text
descriptions. During inference, these correlations can be influenced by other attributes which refer to
the same object attributes. In this case, we break the previous correlations and reveal the underlying
spurious correlations learned by the model. It can be observed by the failures to accurately interpret
the objects in the vision modality.

designed to systematically evaluate current MLLMs across 9 distinct categories of spurious
biases.

• We conduct an in-depth analysis of current representative MLLMs, including 5 close-sourced
and 10 open-sourced models with different parameter sizes, revealing the existing limitations
on achieving effective alignment between vision and language modalities.

2 Related Works

Robustness in multimodal LLMs. Recent close-sourced MLLMs, such as GPT-4V [10],
Claude [11], and Gemini [12], have demonstrated notable robustness to various distribution shifts.
These models showcase the potential of MLLMs in handling diverse and challenging real-world
scenarios. On the other hand, open-source methods like InstructBLIP [13], MiniGPT-4 [14], and
LLaVA [15] emphasize the importance of high-quality visual instruction tuning data in improving the
robustness of MLLMs [26]. However, MLLMs still face challenges in handling visually complex
images due to limitations in visual search mechanisms [28] and visual grounding capabilities [26].
Moreover, MLLMs are susceptible to spurious correlations that can lead to hallucinations and non-
trustworthy behaviors [29, 30]. Our paper focuses on the spurious bias issue in the multimodal setting,
as it covers a broad family of biases prevalent in current MLLMs.

Spurious attribute detection. Spurious attributes can negatively impact a model’s generalization
capabilities during training [20]. Detecting these spurious attributes often requires domain knowledge
[31, 32] and human annotations [33, 34]. Previous studies have identified object backgrounds [35]
and image texture [36] as spurious attributes that can pose biases to the predictions of deep learning
models. Recent research [37, 38] has employed explainable methods to automatically detect spurious
attributes and their corresponding features through the neural networks. Additionally, [39] utilizes a
pre-defined concept bank as an auxiliary knowledge base for spurious feature detection. In our work,
we aim to automatically build human-understandable concept information based on both ground truth
and incorrectly predicted labels with state-of-the-art vision encoders, and use this information for
building more challenging tasks for MLLMs.

Benchmarks on multimodal LLMs. Previous benchmarks such as TextVQA [40] and GQA [41]
have focused on traditional VQA queries. More recently, works like MM-Vet [42], POPE [43],
and MM-Bench [44] have been developed to specifically evaluate multimodal LLMs in terms of
hallucination, reasoning, and robustness. These evaluations have highlighted that multimodal LLMs
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can suffer from hallucination [45, 46], catastrophic forgetting [47], and a lack of robustness [48].
Unlike previous VQA benchmarks, which only include question-answer data, our benchmark also in-
corporates concept-based information on both core and spurious attributes. This addition helps future
researchers distinguish between core and spurious information, thereby facilitating the development
of spurious bias mitigation methods.

3 Spurious Biases in Multimodal LLMs

3.1 Problem Setting

In this study, we consider a common multimodal setting with the vision modality X and the language
modality Y . Given the image input x ∈ X and text input (prior) y ∈ Y , an MLLM algorithm
learns the mapping ϕ : X × Y → C such that c = ϕ(x,y), where c ∈ C ⊂ Y denotes the response
(generated autoregressively) to y conditioned on x. For example, the x could be an image showing
a boot in the middle, and the y could be a question starting with “What is the object in the middle
of the image?", then the output c of ϕ could be “a boot". To elucidate spurious biases in MLLMs,
without loss of generality, we consider each input from any data modalities to have a spurious feature,
a core feature, and a noise feature [21]. Specifically, we denote x = [xcore, xspu, xnoise], representing
the core, spurious, and noise features of x. Similarly, we denote y = [ycore, yspu, ynoise]. In any of the
two modalities, the core features are essential to generating the desired response c, spurious features
are non-essential to c, and noise features storing sample-specific information.

In the multimodal setting, inputs from different modalities can have the same attribute. For example,
both a text description and an image can contain the attribute “footwear" (Fig. 2). We use a latent
feature vector z ∈ Z [49] to model a modality-agnostic attribute, which is obtained by mapping
modality-specific features to the latent feature vector space Z . To analyze spurious biases in the
multimodal setting, given a multimodal data tuple (x,y, c), we restrict z to only representing a
spurious attribute that is shared by x and y but not by c. For example, as illustrated in Fig. 2, x is an
image showing a boot in a bathroom, y is a question regarding the boot, c is “A footwear object", and
z could represent “A container for liquids".

3.2 From Single Modality to Multi-modality

To define spurious biases in the multimodal setting, we start with an analysis on a single modality
scenario. Without loss of generality, we consider the vision modality X as an example. Given a
data pair (x, c) from a training dataset, the target c typically represents a class label, and x has a
spurious attribute z. When spurious attributes and class labels in the training dataset have strong
spurious correlations, the conditional probability distributions regarding z have the following rela-
tion: ptrain(z|c, xcore) ≫ ptrain(z|xcore) [50], which describes strong correlations between a spurious
attribute z and a class label c in the existence of the core input feature xcore. Spurious biases describe
the tendency of a model using the spurious correlations described above for predictions.

Following the analysis on a single modality scenario, we extend our analysis to the multimodal
setting. We define multimodal spurious bias as follows.
Definition 3.1 (Multimodal Spurious Bias). Given an input image x = [xcore, xspu, xnoise], a text input
y = [ycore, yspu, ynoise], the desired response c to the joint inputs x and y, and a spurious attribute z
shared by x and y, the spurious correlations in the multimodal setting are expressed as follows.

p(z|xcore, ycore, c) ≫ p(z|xcore, ycore). (1)

The multimodal spurious bias is the tendency to use the spurious correlations between spurious
attributes z and the desired responses c to generate responses given the core features in both modalities.

The inequality in Eq. (1) is derived from our assumptions on the varied degrees of spurious correlations
in the vision and language modalities and on the weak correlation between the two modalities.
Formally, we have the following proposition.
Proposition 3.1. Given that the vision and the language modalities are weakly correlated and that
conditional distributions in the vision and language modalities have the following relations:

Vision modality: p(z|c, xcore) ≫ p(z|xcore); (2)
Language modality: p(z|c, ycore) ≈ p(z|ycore), (3)

4



Type Description
Background (BG) Occurs when the model relies on background context instead of the subject, e.g.,

identifying animals by natural backgrounds and failing in urban settings.
Texture and Noise (TN) Arises when the model focuses on textures or noise patterns instead of shapes.

E.g., misclassifying fruits due to changes in surface texture.
Co-occurring Objects (CO) Happens when the model associates frequently appearing objects together. E.g.,

labeling any scene with a microwave as a kitchen.
Relative Size (RS) Occurs when the model uses the relative size of objects as a cue. E.g., misclas-

sifying a toy car as a real car due to a close-up perspective.
Colorization (Col.) Related to reliance on specific colors for predictions. E.g., failing to recognize

bananas that are green or brown.
Orientation (Ori.) Arises when the model depends on the orientation of objects. E.g., struggling

with faces not shown upright or from side profiles.
Lighting and Shadows (LS) Occurs when predictions are influenced by lighting conditions or shadows. E.g.,

misclassifying objects in images with different lighting conditions.
Perspective and Angle (PA) Emerges when the model relies on the viewing angle of objects. E.g., car

recognition failing with top-down or oblique views.
Shape (Sha.) Arises when an object has an unusual shape resembling another object. E.g.,

misidentifying a deformed fruit as a different type due to shape similarity.

Table 1: Types of spurious correlations categorized in MM-SPUBENCH.

the inequality in Eq. (1) holds.

Typically, in the vision modality, images are not balanced in terms of spurious attributes across
different classes, leading to Eq. (2). In contrast, due to the flexibility of language and the massive
amount of text data, a spurious attribute z often exhibits a weak correlation with a specific response
c given a core text feature ycore, which leads to Eq. (3). Under a mild condition on the correlation
between the vision and language modalities, we can prove Prop. 3.1. The details of the derivation are
provided in the Appendix.

Prop. 3.1 shows that spurious correlations in the vision modality can propagate to the joint distribution
of the visual and text data, posing a great challenge to the alignment between vision and language
modalities. Considering that the predominant CLIP objective [27] for training vision encoders may
overlook crucial visual details in images [26], a vision encoder in an MLLM may exploit the spurious
correlations in the vision modality and develop spurious biases, which can be propagated to the
MLLM affecting its alignment between visual and text tokens.

3.3 How to Reveal Multimodal Spurious Bias

In principle, to reveal spurious biases in models, we aim to create a set of test data with spurious
correlations different from those in the training data. For example, in the vision modality, a common
approach [21] is to curate a test set so that the spurious correlation between a spurious attribute z
and a target c in it becomes ptest(z|c, xcore) = ptest(z|xcore) [50]. This shows a significant distribution
shift from the training distributions, where ptrain(z|c, xcore) ≫ ptrain(z|xcore), such that the strong
correlation between a spurious attribute z and a target c that holds in the training data no longer holds
in the test data.

However, obtaining such a test set requires knowing z a priori and controlling over groups of test
samples, which is challenging in the multimodal scenario where a massive amount of multimodal
data is available. Therefore, we propose an instance-level method that creates distribution shifts in
both the vision and language modalities. We first select challenging images aiming to approximate
the relation ptest(z|c, xcore) ≈ ptest(z|xcore) in the vision modality. Based on these images, we create
individual VQA tasks with generic derived textual attributes. In this way, c will have reduced reliance
on z given the core features xcore and ycore, and we can create a shifted test data distribution by
bringing ptest(z|xcore, ycore, c) closer to ptest(z|xcore, ycore). We realize this idea with a comprehensive
VQA benchmark in the following section.
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Step 1:
Image Pre-selection

Step 2:
Type Identification / Concept 
Extraction

Step 3:
VQA Generation

ObjectNet, ImageNet-R, 
…

Sort the logit 
vector, find true 
class prediction

not in top 𝑘 but in 
top 𝑙.

Recollect images 
from existing 

datasets

Zero-shot 
Classification

logits
vector

Get predictions 
from CLIP

𝑘𝑙

True label: DVD Player (0.018)
Misclassified label: Box 

(0.346), Printer (0.041), …

Extract true label 
and misclassified 

labels

Core attributes:
Disc slot,
Buttons, ...
Spurious attributes:
Rectangular shape,
White color, …

… identify type of …
… list core and 
spurious attributes ...

Provide GPT-4 the 
types and 

extracted labels

List out 
core/spurious 

attributes

Core 
Attributes

Spurious 
Attributes

Generate a multiple choice question based 
on … if models associate the spurious 
attributes with the true object …

Prompt to add the 
spurious attributes 
and core attributes 
for VQA generation

Are the VQA pairs 
understandable
and correct?
Keep / Discard

Filter out VQAs 
not aligning with 
human knowledge

Which feature best 
indicates the identity of the 
white rectangular object 
inside the black shelf?
A. The black shelf
B. The nearby objects
C. The object′s disc slot
D. The horizontal orientation

Figure 3: Construction of the MM-SPUBENCH. Left: Pre-select images where CLIP’s true class
prediction is not in top k but is in top l. Middle: Use GPT-4V to identify spurious correlations and
lists core/spurious attributes. Right: Generate multiple-choice questions based on the spurious bias
type and core/spurious attributes.

4 The Multimodal Spurious Benchmark (MM-SPUBENCH)

4.1 Types of Spurious Correlations

We first define the types of spurious correlations in Table 1 to comprehensively cover the spurious
correlations in real-world data. Note that there exist other research works [29] with similar definitions,
such as shape bias and texture bias. In our work, we are interested in spurious correlations between
attributes and the core object in the images rather than focusing on a single perspective. In the next
section, we demonstrate the three steps for the construction of MM-SPUBENCH as shown in Fig. 3.

4.2 Construction of MM-SPUBENCH

Image pre-selection. We pre-select images with their class labels from various image classification
datasets to ensure the diversity of our benchmark. ObjectNet [51] serves as our primary image source
due to its numerous observable spurious biases. To supplement this dataset, we also collect data from
other domain generalization datasets, including ImageNet-R (rendition)[52], ImageNet-Sketch[53],
ImageNet-A [54], and ImageNet-C [55]. These datasets are derived from the superset ImageNet-
Hard [56] for the ease of implementation. They add categories of spurious biases not present in
ObjectNet, such as texture/noise and relative size. We choose existing datasets rather than using
image generation techniques [30] to ensure our benchmark reflects realistic spurious biases found in
the real world, avoiding additional biases that could render the benchmark results unrepresentative.
The licenses of these datasets are provided in the Appendix.

To select image data without spurious correlations, we use the most commonly employed vision
encoder in current open-source MLLMs, CLIP-ViT-L/14@336px [27], for zero-shot classification.
We utilize the logit vectors from the classification output to find samples where CLIP’s true class
prediction is not in the top-k but is in the top-l, where k and l are hyperparameters to control whether
the misclassification is due to spurious biases rather than potential annotation errors/no enough visual
cues. For each image, we record the ground truth class and top misclassified classes. The pair of
ground truth labels and misclassified labels can indicate the spurious correlations the vision encoder
relies on during the training process, guiding the design of our benchmark. For image pre-selection,
we deploy k = 3, l = 20 for ObjectNet and k = 3, l = 40 for ImageNet-Hard. With this selection
strategy, we curate a dataset with a total of 10, 773 image samples. To retrieve a smaller VQA subset,
we deploy k = 5, l = 10 for ObjectNet and k = 3, l = 40 for ImageNet-Hard with a total of 2, 400
image/labels samples.
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Figure 4: Overview of the MM-SPUBENCH. (a) Distribution of spurious correlation types. (b)
Selected attributes within each spurious correlation type. Note that there might be shared attributes in
different types since each image may contain at most two types of spurious correlations.

Type identification and attribute extraction. We leverage images along with their corresponding
ground truth and misclassified labels to identify the types of spurious biases and understand their
underlying causes. To achieve this, we employ GPT-4 as a concept generator, utilizing the chain-
of-thought strategy to extract detailed and useful concept-based information from both the ground
truth and misclassified labels. For each image, we generate two types of attributes: core attributes
and spurious attributes. Core attributes are generated based on the ground truth label. They describe
the intrinsic properties of the core object within the image, such as shape, color, and specific
distinguishable features inherent to the object. Spurious attributes are generated based on the
misclassified labels. These attributes do not have direct correlations with the primary object but still
influence the model’s inference process, leading to spurious biases. To maintain a balanced and fair
evaluation in our VQA benchmark, we limit the number of both core and spurious attributes to 5
per image, ensuring consistent evaluation and fair comparison across the dataset. Then we use the
derived attributes together with the image to let the GPT-4V model to figure out the types of spurious
biases (at most 2) in the image.

Visual Question Answering (VQA) generation. We build upon the identified core and spurious
attributes to create VQA pairs that evaluate a model’s robustness to multimodal spurious biases.
Using the provided images and their core and spurious attributes, we design prompts that integrate
spurious attributes into the question and use core attributes to generate one correct option referring to
the main object. The GPT-4V model utilizes this information to produce multiple-choice questions
that test whether a model can identify the true label based on core attributes while being misled by
spurious ones. These questions avoid direct references to the core attributes or true label, instead
describing the core object using spurious attributes and its spatial position. Each question may
randomly incorporate the derived core and spurious attributes from the previous step, with only one
correct answer and three misleading options. After generation, we filter out the VQAs that do not
align with human knowledge. The overview of the MM-SPUBENCH is shown in Fig. 4. Panel (a)
illustrates the distribution of spurious correlation types, while panel (b) displays the selected attributes
within each type.

5 Experiments

5.1 Baselines

For close-sourced MLLMs, we selected Gemini 1.5 Pro [12], GPT-4V/GPT-4o [10] and the Claude 3
family models (Haiku, Sonnet, Opus)[11], which are the mainstream MLLMs in the AI community.
The input for these models consists of a system prompt and a format prompt that describes the task
and the question with four options, while the expected output includes the predicted option and an
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MLLM Method MM-SPUBENCH Average
BG TN CO RS Col. Ori. LS PA Sha.

Gemini 1.5 Pro [12] zero-shot 60.12 55.35 63.46 50.28 53.25 62.86 60.38 48.15 54.79 58.06
chain-of-thought 50.26 50.55 48.88 45.27 42.33 42.31 47.92 33.33 38.56 47.93

Claude 3 Haiku [11] zero-shot 55.45 53.77 57.12 40.22 45.12 55.71 47.17 37.04 39.85 52.06
chain-of-thought 58.12 59.59 59.81 51.40 43.09 58.57 52.83 41.98 32.18 54.76

Claude 3 Sonnet [11] zero-shot 78.06 76.57 81.35 61.45 65.85 81.43 75.47 59.26 60.92 74.82
chain-of-thought 76.91 75.43 77.84 59.22 60.98 72.86 77.36 53.09 51.72 72.08

Claude 3 Opus [11] zero-shot 80.43 76.10 83.65 64.80 66.67 82.86 83.02 70.37 67.82 77.18
chain-of-thought 85.54 83.94 87.16 67.33 66.67 79.66 82.00 69.35 69.14 81.68

GPT-4V [10] zero-shot 83.58 82.39 85.33 67.60 72.65 81.43 84.91 70.37 73.36 80.90
chain-of-thought 86.13 84.59 88.08 74.30 73.47 81.43 83.02 77.78 72.59 83.22

GPT-4o [10] zero-shot 80.64 81.13 83.85 60.89 69.39 80.00 83.02 65.43 67.18 77.97
chain-of-thought 80.53 76.50 83.65 62.36 69.39 85.71 79.25 69.14 63.95 77.05

Table 2: Benchmark results of different close-sourced MLLMs on MM-SPUBENCH. All numbers
are accuracy in percentages. Higher accuracy is represented by lighter background color.

MLLM LLM Backbone MM-SPUBENCH Average
BG TN CO RS Col. Ori. LS PA Sha.

InstructBLIP [13] Vicuna-7B [57] 22.54 23.43 21.15 26.82 18.29 21.43 33.96 20.99 23.75 22.59
MiniGPT4-v2 [14] Llama-2-7B [58] 24.83 24.37 25.00 29.61 26.02 21.43 30.19 25.93 24.52 25.12
LLaVA-v1.5 [15] Llama-2-7B [58] 34.17 32.86 32.69 37.43 35.37 28.57 45.28 24.69 32.57 33.71
LLaVA-v1.6 [15] Mistral-7B [59] 32.39 32.70 31.73 34.64 35.37 28.57 43.40 25.93 32.18 32.59
Qwen-VL [60] Qwen-7B [61] 28.98 31.76 28.08 25.70 29.27 41.43 28.30 27.16 20.69 28.82
CogVLM-v2 [62] Vicuna-7B [57] 59.52 60.71 62.46 35.87 56.25 48.00 60.00 46.88 46.93 57.44
LLaVA-v1.5 [15] Llama-2-13B [58] 52.71 50.63 54.62 35.75 46.75 42.86 60.38 37.04 42.53 50.06
LLaVA-v1.6 [15] Vicuna-13B [57] 51.96 50.16 54.04 37.99 47.97 41.43 64.15 39.51 45.21 50.12
Intern-VL [63] InternLM2-20B [64] 80.43 77.83 81.92 59.22 68.29 72.86 79.25 70.37 70.50 77.00
LLaVA-v1.6 [15] Hermes-Yi-34B [65] 78.65 76.73 80.58 55.87 62.20 68.57 81.13 64.20 65.90 74.71

GPT-4V [10] - 83.58 82.39 85.33 67.60 72.65 81.43 84.91 70.37 73.36 80.90
GPT-4o [10] - 80.64 81.13 83.85 60.89 69.39 80.00 83.02 65.43 67.18 77.97

Table 3: Zero-shot results of different open-sourced MLLMs on MM-SPUBENCH. All numbers are
accuracy in percentages. Higher accuracy is represented by lighter background color.

explanation to help us understand why some questions are not answered correctly. For open-sourced
MLLMs, following previous works [44, 26], we select current state-of-the-art models that excel in
general VQA tasks, including InstructBLIP [13], MiniGPT-4 [14], LLaVA [15], and Qwen-VL [60],
with variants of LLM backbones. The input for these models is a system prompt that describes the
task and the question with four options, with the expected output being only the option, since smaller
models lack the reasoning ability to show what leads them to give a particular answer.

5.2 Implementation Details

To ensure a fair comparison, we shuffle the choices in each question to avoid option biases for each
MLLM model during implementation. For the open-source models, all inference code is executed on
four NVIDIA A100 GPUs. Each experiment is conducted with three different random seeds, and the
reported value is the average of these runs. For all open-sourced models, we set the temperature to
0 to ensure reproducibility. Due to variations in the capabilities of each model, we design separate
prompts to ensure the models can output the choices from our benchmark. To assess the performance
on MM-SPUBENCH, we use accuracy as the metric to determine MLLMs’ robustness to spurious
biases as follows: Acc = C/T , where C denotes the number of image-text pairs correctly answered
by the model, and T represents the total number of image-text pairs. To validate the usefulness of the
concept information in our benchmark, we conduct experiments on two inference strategies in the
open-sourced models, zero-shot and chain-of-thought. For zero-shot inference, we only input the
system prompt with the question/choices in the language modality. For chain-of-thought inference,
we first give the spurious bias type to the models, and let the MLLMs reason which attributes are
core or spurious from the vision modality.
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5.3 Main Results

Overall performance on MM-SPUBENCH. Based on the results in Table 2 and Table 3, we
observe that MLLMs exhibit varying degrees of spurious bias. Generally, the close-sourced models
outperform the open-source models. When examining the performance across different types of
spurious bias, we found significant variations in the MLLMs’ ability to address each type. They
perform better in the BG and Col. types, while their performance is notably subpar in the RS and PA
types. This suggests that while certain spurious correlations, such as backgrounds, are more easily
perceived by these models, others, like relative size and perspective, present greater challenges. A
potential explanation for the performance gap is that the models might heavily rely on specific visual
cues that are more consistent in the training data while struggling with complex visual relationships.

Modality alignment plays a vital role. A deeper analysis of the open-source models reveals that
models with larger sizes are more resilient to spurious biases. Models such as InstructBLIP [13],
MiniGPT-4 [14], and LLaVA [15] employ similar modality alignment techniques: mapping the
output from the vision encoder to the same space as the LLM input tokens. The poor results in their
smaller models align with the proposition we derived in Sec. 3. Additionally, we note that better
modality alignment techniques can significantly improve robustness to spurious biases. For example,
InternVL [63] adopts an improved approach to scaling up the vision encoder and aligning it with the
LLM. Consequently, even with 26B parameter size, it achieves competitive results compared to the
LLaVA-1.6 model with 34B parameter size in our benchmark. This suggests that advanced modality
alignment techniques, along with larger model sizes, contribute to better addressing spurious biases
in multimodal learning.

Concept information helps mitigate spurious biases. In Table 2, we employ a simple chain-
of-thought technique for the close-sourced models, providing the spurious bias type to the model
and allowing it to reason. We avoid using the core/spurious attributes directly, as the VQAs are
constructed based on these attributes, which could lead to information leakage. The results show
that the most advanced models (GPT-4V and Claude 3 Opus) demonstrate larger performance
improvement. This suggests that integrating concept information and strong reasoning capabilities
can effectively mitigate spurious biases, enhancing the models’ overall robustness and accuracy.
Future work may explore the reasoning strategies together with the core/spurious attributes to learn
better multimodal representation and mitigate the multimodal spurious biases.

6 Conclusion

In this work, we investigate the prevalence and impact of spurious biases in multimodal large language
models (MLLMs). Our findings reveal that current MLLMs, particularly those relying solely on
existing Vision Foundation Models (VFMs) for visual understanding, often fail to achieve effective
alignment between visual and language components in multimodal tasks, indicating that these models
are not yet fully equipped for robust vision-language integration. To address this gap, we introduce
MM-SPUBENCH, a comprehensive benchmark designed to evaluate the robustness of MLLMs to
spurious biases. This benchmark systematically assesses how well these models distinguish between
core and spurious features, providing a detailed framework for understanding and quantifying spurious
biases. Our results indicate that both open-source and close-sourced MLLMs continue to rely on
spurious correlations to varying degrees, underscoring the need for improved multimodal alignment
techniques and more robust architectures. We hope that MM-SPUBENCH will drive further research
in this field, leading to the development of more robust and reliable multimodal models.
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A Broader Impacts

Social Impacts. We summarize the following aspects of social impacts of our work.

1. Enhanced Model Robustness: By identifying and addressing spurious biases in multimodal
large language models (MLLMs), our work can lead to the development of more robust
AI models. These models will perform more reliably across diverse real-world scenarios,
benefiting applications in healthcare, autonomous driving, and education where robustness
is critical.

2. Transparency and Trustworthiness: We provide a well-designed framework to evaluate
and understand spurious biases in MLLMs, which can increase transparency in AI systems.
The transparency is crucial for gaining public trust and for ensuring that AI systems are held
accountable for their decisions, especially for MLLMs.

Technical Impacts. We summarize the technical impacts as follows:

1. Improving Multimodal Learning: Our work pushes the boundaries of multimodal learning
by defining an overlooked robustness issue, multimodal spurious bias, and providing a
comprehensive benchmark for evaluating and improving the alignment between visual and
language modalities. This can lead to advancements in fields like visual question answering
(VQA) and multimodal reasoning.

2. Benchmark using Concept Information: MM-SPUBENCH sets a new standard for evalu-
ating spurious biases in multimodal models using the core/spurious attribute information.
This could inspire future research directions and benchmarking practices, ensuring that new
models are evaluated in a diverse perspective for the robustness to spurious correlations.

3. Inspiration on Better Model Design: Insights gained from our benchmark can inform the
design of future MLLMs, leading to architectures that are inherently more robust to spurious
biases. This could result in better performance in real-world applications where robustness
is essential.

Potential Negative Impacts.
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1. Over-reliance on Benchmarks: There’s a risk that focusing on specific benchmarks might
lead researchers to optimize models solely for benchmark performance rather than general
robustness. This could result in models that perform well on MM-SPUBENCH but still
exhibit other robustness issues in untested scenarios.

B Limitations

1. Dynamic Nature of Spurious Biases: Spurious biases in AI models can evolve over time,
especially as models are exposed to new data and the biases are based on human perception.
MM-SPUBENCH provides a snapshot based on current understandings of spurious biases,
but it may need updates to remain relevant with the development of new models and data.

2. Granularity of Categorization: While we have comprehensively categorized spurious biases
into 9 distinct types, this categorization is coarse considering the wide range of such biases.
There is a possibility that within each of these categories, there exist more subtle, fine-
grained spurious biases that are not explicitly accounted for. This limitation means that our
benchmark might not fully capture the complexity and nuances of all spurious correlations
that can occur in multimodal data. Future work could involve developing more granular
classifications and corresponding evaluation metrics to provide a deeper understanding of
these biases.

C More Information on the Data

C.1 Public Availability

We have made the MM-SPUBENCH dataset publicly available at https://huggingface.co/
datasets/mmbench/MM-SpuBench.

C.2 Data Sources and Licenses

ObjectNet ObjectNet is a vision dataset with 50,000 images, specifically designed to test object
recognition systems under varied conditions. It includes 313 object classes and controls for rotation,
background, and viewpoint. This dataset reveals significant performance drops, showing real-world
challenges and difficulties in transfer learning. ObjectNet is free for both research and commercial
use, with the following restrictions:

1. ObjectNet cannot be used to tune the parameters of any model.

2. Individual images from ObjectNet must include their 1-pixel red border when posted online.

The license details can be found at https://objectnet.dev/download.html.

ImageNet ImageNet is a comprehensive visual database used for visual object recognition research,
containing millions of labeled images across thousands of categories. It serves as a key benchmark
for evaluating computer vision algorithms and advancing deep learning research. The license details
for ImageNet are available at https://www.image-net.org/download.php.

ImageNet-R(endition) ImageNet-R is a subset of ImageNet-1K classes with art, cartoons, graffiti,
embroidery, graphics, origami, paintings, patterns, plastic objects, plush objects, sculptures, sketches,
tattoos, toys, and video game renditions of ImageNet classes. It contains renditions of 200 ImageNet
classes, with a total of 30,000 images. This dataset is available under the MIT License at https:
//github.com/hendrycks/imagenet-r.

ImageNet-A ImageNet-A contains real-world, unmodified examples that cause significant perfor-
mance degradation in machine learning models. The dataset is available under the MIT License at
https://github.com/hendrycks/natural-adv-examples.

ImageNet-C The ImageNet-C dataset consists of 15 types of corruptions applied to ImageNet
validation images, categorized into noise, blur, weather, and digital, each with five severity levels,
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resulting in 75 distinct corruptions. This dataset is available under the Apache License 2.0 at
https://github.com/hendrycks/robustness.

ImageNet-Sketch ImageNet-Sketch includes 50,000 images, with 50 sketches for each of the 1,000
ImageNet classes. These images are gathered using Google Image searches with the query "sketch
of CLASS" in black and white. The dataset is under the MIT License at https://github.com/
HaohanWang/ImageNet-Sketch.

ImageNet-ReaL ImageNet-ReaL offers "Re-Assessed" (ReaL) labels with multi-label and more
accurate annotations from the "Are we done with ImageNet" paper. The dataset is available under the
Apache License 2.0 at https://github.com/google-research/reassessed-imagenet.

ImageNet-Hard ImageNet-Hard is a new benchmark featuring challenging images curated from
various ImageNet validation datasets. It challenges state-of-the-art vision models as simply zooming
in often fails to improve classification accuracy. The dataset is available under the MIT License at
https://github.com/taesiri/ZoomIsAllYouNeed.

D Derivation of Proposition 3.1

In the vision encoder and the LLM from the MLLM, we represent the training data probability with
one spurious attribute z, the core object c, and the core features xcore, ycore as follows.

In Vision Encoder: p(z|c, xcore) ≫ p(z|xcore) (4)
In LLM: p(z|c, ycore) ≈ p(z|ycore) (5)

The conditional probability on the spurious attribute z, given the core features and object, is:

p(z|xcore, ycore, c) =
p(xcore, ycore|z, c)p(z|c)

p(xcore, ycore|c)
(6)

=
p(xcore|z, c)p(ycore|z, c)p(z|c)

p(xcore|c)p(ycore|c)
(7)

=
p(z|xcore, c)p(z|ycore, c)p(z|c)

p(z|c)p(z|c)
(8)

=
p(z|xcore, c)p(z|ycore, c)

p(z)
(9)

Without considering the core object c, the conditional probability on the spurious attribute z is:

p(z|xcore, ycore) =
p(xcore, ycore|z)p(z)

p(xcore, ycore)
(10)

=
p(xcore|z)p(ycore|z)p(z)

p(xcore, ycore)
(11)

=
p(z|xcore)p(z|ycore)p(z)p(xcore)p(ycore)

p(z)p(z)p(xcore, ycore)
(12)

=
p(z|xcore)p(z|ycore)

p(z)
· p(xcore)p(ycore)

p(xcore, ycore)
(13)

≈ p(z|xcore)p(z|ycore)

p(z)
(14)

By (2) and (3), we can get inequality (1) in the multimodal case.

p(z|xcore, c)p(z|ycore, c) ≫ p(z|xcore)p(z|ycore) (15)
p(z|xcore, c)p(z|ycore, c)

p(z)
≫ p(z|xcore)p(z|ycore)

p(z)
(16)

p(z|xcore, ycore, c) ≫ p(z|xcore, ycore) (17)

17

https://github.com/hendrycks/robustness
https://github.com/HaohanWang/ImageNet-Sketch
https://github.com/HaohanWang/ImageNet-Sketch
https://github.com/google-research/reassessed-imagenet
https://github.com/taesiri/ZoomIsAllYouNeed


Background Texture and Noise Co-occur Object Relative Size

Colorization Orientation Lightning / Shadow Perspective / Angle

Cork
'Wine bottle', 'Wine 
glass', 'Bottle stopper', 
'Beer bottle', 'Bottle 
cap', 'Lighter', 'Toilet 
paper roll', 'Bottle 
opener', 'Marker', 'Pill 
bottle'

Monitor
'Soap dispenser', 'Desk 
lamp', 'Coffee table', 
'Laptop charger', 
'Stopper (sink/tub)', 
'Standing lamp', 
'Laptop (open)', 
'Phone (landline)', 
'Hand mirror', 'Pill 
organizer'

Sandal 
'Measuring cup', 
'Hairclip', 'Contact lens 
case', 'Bracelet', 
'Remote control', 
'Makeup brush', 'Belt', 
'Squeeze bottle', 
'Hairtie', 'Chair'

First aid kit 
'Briefcase', 'Sewing 
kit', 'Travel case', 'CD 
case', 'Binder (closed)', 
'Contact lens case', 
'Box', 'Multitool', 'Glue 
container', 'Cellphone 
case'

Skirt
'Bath towel', 'Clothes 
hamper', 'Bathrobe', 
'Dishrag or hand 
towel', 'Clothes 
hanger', 'Tablecloth', 
'Drying rack for 
clothes', 'Paper towel', 
'Orange', 'Bed sheet'

Candle
'Nail file', 'Tweezers', 
'Nail clippers', 'Fork', 
'Letter opener', 'Bottle 
opener', 'Pencil', 
'Match', "Butcher's 
knife", 'Lighter'

Blender 
'Coffee machine', 
'Coffee/French press', 
'Coffee grinder', 'Flour 
container', 'Cooking oil 
bottle', 'Drying rack for 
plates', 'Salt shaker', 
'Pepper shaker', 'Paint 
can', 'Pet food 
container'

Teapot
'Flour container', 
'Sugar container', 
'Coffee grinder', 
'Pepper shaker', 'Paint 
can', 'Coffee table', 
'Salt shaker', 
'Thermos', 'Spray 
bottle', 'Glue 
container'

Shape

Rock
'Bread loaf', 'Bread 
knife', 'Dog bed', 'Bath 
towel', 'Spatula', 'Soap 
bar', 'Squeegee', 'Hair 
brush', 'Toothbrush', 
'Makeup brush'

Selected Labels 

- Ground truth Label

- Misclassified Labels

Figure 5: Examples of ground truth and misclassified labels, illustrating spurious correlations.

E More Experimental Details

E.1 Zero-shot Classification

In Figure 5, we see that misclassified labels often include spurious information unrelated to the core
object but present in the image or contextually linked to the object (e.g., Cork vs. Wine Bottle).
This validates our zero-shot classification approach for extracting potential spurious attributes. Zero-
shot classification lets models predict without prior exposure to specific examples. By examining
misclassified labels, we can identify the spurious attributes based on the main object (ground truth
label). For instance, ’Cork’ is often misclassified as ’Wine bottle’ or ’Wine glass,’ showing the model’s
reliance on the contextual cues rather than intrinsic features. Using CLIP-ViT-L/14@336px, we
identified spurious correlations hurt model performance. For example, ’Monitor’ was confused with
’Soap dispenser’ and ’Desk lamp’ due to background information, while ’Sandal’ was misclassified
as ’Measuring cup’ or ’Hairclip’ due to shape and orientation.

E.2 Prompt Engineering

To ensure the effective generation and evaluation of questions for analyzing spurious correlations
in images, we design four prompts for the MLLMs. In Table 4, we created a system message
prompt to guide the assistant in identifying spurious correlations, and deriving core and spurious
attributes. We then formulate multiple-choice questions that test a model’s ability to distinguish
these attributes. This ensures challenging and accurately reflective questions of spurious biases. For
zero-shot evaluation on open-sourced models in Table 5, we only ask the model to select the best
answer. For zero-shot evaluation on close-sourced models in Table 6, we designed a straightforward
prompt instructing the assistant to answer questions based on the provided image and four answer
options, with a focus on selecting the best answer and providing a brief explanation. Additionally, we
used the chain-of-thought prompt to enhance the assistant’s reasoning capability by considering the
type of spurious correlation provided in the benchmark and thinking step-by-step before choosing the
best answer in Table 7.
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System Message
You are a helpful assistant that analyze images.
I will give you image... true label: ... misclassified labels: ...
Spurious correlations are brittle associations learned by the models between non-essential spurious
attributes of inputs and the corresponding core learning attributes in the training dataset.
Based on the provided information 1. Figure out what kind of spurious correlations is performing in
the given image. 2. Based on the true label and the image, generate what are the core attributes of
this true object label. Based on the misclassified labels and the image, generate what are the spurious
attributes that are causing the misclassification. 3. Generate a multiple choice question based on the
analysis to test the capability of a model whether it can identify the true label based on the spurious
attributes. Among the choices, there should be only one correct answer related to the core attributes.
Make the other choices as misleading as possible so that the model may fail on it. 4. Do not provide
the true label or the core attributes of the main object in the question. Only use its visible spurious
attributes or its spatial position in the image to refer to the object.
The max words for each attribute is {max_words_per_attribute}.
The max number of core attributes is {num_core_attributes}.
The max number of spurious attributes is {num_spurious_attributes}.
For the generated multiple choice questions, the number of correct options is 1, and the number of
wrong options is {num_wrong_options}.
You should only respond in the format as described below:

Response Format
Explanation: The explanation of the attributes.
Core Attributes: The core attributes of the main object, must be visible in the image.
Spurious Attributes: The spurious attributes in the image.
Spurious Correlation Type: Should be from the 9 possible categories: Background; Texture and
Noise; Co-occurring Objects; Relative Size; Colorization; Orientation; Lighting and Shadows;
Perspective and Angle; Shape. Two at most.
Questions: The question to ask about the image.
Choices: The choices for the question, indexed by a single letter.
Answer: The index of the correct answer, as a single letter.

Table 4: System message and response format for the QA generation with GPT-4V.

System Message
You are a helpful assistant that can answer question for an image. I will provide you 4 options.
Response Format
Choice: A single character from A, B, C, D.

Table 5: System message and response format for the zero-shot evaluation on open-sourced models.

System Message
You are a helpful assistant that can answer question for an image. I will provide you 4 options.
Response Format
Explanation: Explanation text in one sentence.
Choice: A single character from A, B, C, D.

Table 6: System message and response format for the zero-shot evaluation on close-sourced models.

System Message
You are a helpful assistant that can answer question based on the image. I will provide you 4 options
and {the type of spurious correlations} that exist in the image. Think step by step and then choose
the best answer.
Response Format
Explanation: Explanation text in one sentence.
Choice: A single character from A, B, C, D.

Table 7: System message and response format for the chain-of-thought evaluation on close-sourced
models.
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F Data Instances in MM-SPUBENCH

Image Question Choices Answer Type

Which feature best indicates the identity of
the object held in hand on the countertop?

A. The countertop
B. The lighting
C. The metallic parts
D. The multiple tools

D Texture and Noise
Shape

Which feature best indicates the identity of
the object that is lying horizontally on the

bathroom sink?

A. The object’s control panel
B. The bathroom mirror
C. The toothbrushes
D. The soap dispenser

A Background
Orientation

Which feature best indicates the identity of
the object that is lying horizontally on the

floor?

A. Office chair
B. Water bottles
C. Table
D. Light bulb socket

D Orientation
Co-occurring Objects

Which feature best indicates the identity of
the small cylindrical object next to the

small bottle?

A. Its small size
B. Its cylindrical shape
C. The lace tablecloth
D. The nearby bottle

B Co-occurring Objects
Relative Size

Which feature best indicates the identity of
the object being held?

A. The glitter bottle
B. The object’s circular shape
C. The shadow
D. The surface texture

B Background
Lighting and Shadows

Which feature best indicates the identity of
the object that is upside down with two

sticks on top?

A. Circular shapes
B. The shark-like form
C. The cinnamon sticks
D. The curved handle

D Orientation
Shape

Which feature best indicates the identity of
the object with a distorted reflection?

A. The bulb shape
B. The background buildings
C. The outdoor setting
D. The lightening

A Background
Perspective and Angle

Which feature best indicates the identity of
the animal with black and white patterns?

A. Small size
B. Dog-like head shape
C. Black and white pattern
D. Elongated body

B Colorization
Orientation

Which feature best indicates the identity of
the coiled object in the drawing?

A. The patterns on the object
B. The serpentine body
C. The outline drawing
D. The coiled shape

B Shape
Texture and Noise

Table 8: Data instances in MM-SPUBENCH. Images are cropped and resized to fit in the table. Red
denotes the spurious attributes and green denotes the core attributes.
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