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Abstract

In this paper, we explore the asymptotically optimal tuning parameter choice in
ridge regression for estimating nuisance functions of a statistical functional that
has recently gained prominence in conditional independence testing and causal in-
ference. Given a sample of size n, we study estimators of the Expected Conditional
Covariance (ECC) between variables Y and A given a high-dimensional covariate
X € RP. Under linear regression models for Y and A on X and the proportional
asymptotic regime p/n — ¢ € (0, 00), we evaluate three existing ECC estimators
and two sample splitting strategies for estimating the required nuisance functions.
Since no consistent estimator of the nuisance functions exists in the proportional
asymptotic regime without imposing further structure on the problem, we first
derive debiased versions of the ECC estimators that utilize the ridge regression
nuisance function estimators. We show that our bias correction strategy yields
\/n-consistent estimators of the ECC across different sample splitting strategies
and estimator choices. We then derive the asymptotic variances of these debiased
estimators to illustrate the nuanced interplay between the sample splitting strategy,
estimator choice, and tuning parameters of the nuisance function estimators for
optimally estimating the ECC. Our analysis reveals that prediction-optimal tuning
parameters (i.e., those that optimally estimate the nuisance functions) may not lead
to the lowest asymptotic variance of the ECC estimator — thereby demonstrating
the need to be careful in selecting tuning parameters based on the final goal of
inference. Finally, we verify our theoretical results through extensive numerical
experiments.

1 Introduction

Over the past decade, powerful prediction tools from the machine learning arsenal have been used
to construct robust estimators of statistical functionals such as treatment effects and conditional
dependence measures. Specifically, the seminal work of Double Machine Learning (DML) develops
methods for estimating functionals that require fitting two nuisance functions (e.g., outcome regression
and propensity scores for causal effect estimation), which use novel debiasing techniques that impart
robustness to the fit of the nuisance functions [1]. DML allows researchers to perform sample
splitting where one sample is used to optimally estimate the nuisance functions and the other
sample is used to estimate the statistical functional efficiently based on the fitted nuisance functions.
Importantly, one can be agnostic of the statistical functional that is the target of inference while fitting

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



nuisance functions. Hence, the tuning of learning algorithms for such function estimation can be
operationalized from a prediction optimality perspective.

The validity of DML relies on suitable rates of estimation of the estimated nuisance functions — which
need to be verified on a case-by-case basis, depending on the choice of learning method employed
for fitting. However, modern complex observational studies can result in situations in which one
might not be able to estimate nuisance functions consistently, let alone at a sufficiently fast rate. One
regime where this occurs, termed as the inconsistency regime by Celentano and Wainwright [2], is
the proportional asymptotic setting, i.e., when the number of variables in the study is proportional to
the sample size. In this regime, the DML theory does not apply owing to the inconsistency of any
nuisance function estimator. Therefore, an alternative estimation strategy is required.

A number of works have explored the use of certain sample splitting and nuisance function tuning
(e.g., undersmoothing) strategies to construct optimal estimators of the functional of interest [3H15]].
Indeed, recent literature with nonparametric nuisance function models has shown that even a naive
plug-in principle-based approach can be asymptotically minimax optimal when the nuisance functions
are tuned carefully [14}[15]. Moreover, a fascinating interplay has been observed between the choice
of the estimation technique for the functional of interest and whether different splits are used to
estimate the nuisance functions [[14]. This phenomenon has been studied in nonparametric problems
under Holder type models for nuisance functions that allow for consistent estimation.

This paper aims to understand optimal tuning functions in the inconsistency regime through a doubly
robust functional lens. Specifically, we consider the Expected Conditional Covariance (ECC) between
a continuous outcome and treatment variable given baseline confounders — an object that has been
central in the development of model agnostic inference [16} 17, [12}[18}[15], learning weighted causal
effect estimation to deal with positivity violations [[19, 20]], conditional independence testing [21]],
and understanding genetic correlations [22]. Under linear models for the nuisance functions and
proportional asymptotics, the overarching goal of this paper is to perform sharp asymptotic analyses
and thereby paint a complete picture of the interplay of sample splitting, the type of estimator used,
and the choice of optimal tuning of the nuisance functions estimated through ridge-regularized
regression.

1.1 Our Contributions

We take a first step towards a comprehensive understanding of how the tuning of nuisance function
estimators and the choice of data-splitting strategy affect the asymptotic variance of estimators of
the ECC. We present a rigorous theoretical analysis of the asymptotic behavior of three different
estimators of the ECC: a plug-in based estimator, the doubly robust, i.e., DML estimator, and a
variant of the DML estimator introduced in [7]. We focus on the ridge-regularized estimators for the
nuisance functions and leave the investigation of other estimators to future work. Since the type of
data-splitting plays a pivotal role in the proportional asymptotic regime, we consider two distinct
data-splitting strategies: (i) two-split approach: where the data is divided into two parts—one used
to estimate both nuisance functions and the other to estimate the ECC; and (ii) three-split approach:
where the nuisance functions are estimated using two separate parts, and the third part is used to
estimate the ECC. Below, we summarize our key contributions:

 Since no consistent estimators of the nuisance functions exist in our setting with proportional
asymptotics, we show that each of the ECC estimators is asymptotically biased in each data-
splitting strategy. We then derive bias-corrected versions of these estimators by inverting the
asymptotic bias.

» We show that each of the bias-corrected estimators achieve the optimal y/n-rate for estimating the
ECC and derive expressions for their asymptotic variances. Unlike settings amenable to DML, the
asymptotic variance of these estimators is not immune to the effects of nuisance function estimation.
Therefore, the tuning parameters can be selected to minimize this asymptotic variance of the ECC.
Surprisingly, the optimal tuning parameters for inference differ from those that are optimal for
prediction, that is, the values that optimally estimate the nuisance functions. This highlights a key
difference from the standard DML framework: one should not estimate the nuisance functions by
minimizing prediction error (which is the gold standard in fixed-dimensional settings), but instead
by minimizing the asymptotic variance of the functional of interest.



* We perform extensive numerical experiments that verify and complement our theoretical results.
We identify the optimal choices of tuning parameters for minimizing the asymptotic variance of
the ECC and compare those to prediction-optimal tuning parameters. We then provide practical
guidance on which approach a practitioner should prefer under different circumstances.

2 Problem Setup

To set notation, consider a tuple of random variables (A, Y, X), where A € R,Y € Rand X € RP.
We aim to estimate the ECC of A and Y given X, i.e., our parameter of interest is:

0, = Elcov(Y, A | X)] = E[AY] — E[E[Y | X]E[4 | X]].

As mentioned in the Introduction, the estimation of ECC has a long-standing presence in the causal
inference literature among other applications. ECC also serves as a foundational stepping stone
toward understanding a broader class of doubly robust functionals [19]]. It is easy to show that
6o is a doubly robust with respect to two nuisance functions, E[A | X] and E[Y" | X], i.e., one
can consistently estimate 6 as long as at least one of these two nuisance functions is consistently
estimated. Despite its simple structure, the ECC functional encapsulates many of the key features
necessary for a thorough understanding of doubly robust estimators. (e.g., minimal smoothness or
convergence rate required for the nuisance estimators to achieve /n-consistency for 6, feasibility of
adaptive inference, etc.). While there is a relatively clear understanding of the statistical properties
of 6y when X is finite-dimensional (or in ultra high-dimensional regimes under suitable sparsity
assumptions), our knowledge of its behavior in the proportional asymptotics setting remains limited
[23]]. This motivates us to take a first step toward analyzing the ECC functional under proportional
asymptotics, which we believe will serve as a foundation for understanding the broader class of
doubly robust functionals in this asymptotic regime.

2.1 Estimation Strategies

In this section, we present three different estimation strategies of 6. To formalize our analysis
and investigate the behavior of 6 under the proportional asymptotic regime, we now describe the
data-generating process in detail. We assume to observe n i.i.d. observations {(X;,Y;, 4;) }<i<n.
We assume that the dimensionality of X grows proportionally with the sample size, i.e., p/n = ¢ €
(0, 00). In this paper, we assume (Y, A) follows a bivariate normal distribution conditional on X, i.e.,

A:XTOZ()+E, € 0 1 p
~ X. 2.1
Y = X7 o+ p, (ﬂ) N(@’(ﬂ 1)>i @D

We assume that coordinates of X € RP are i.i.d. subgaussian random variables, with mean 0, variance
1, and uniformly bounded (over p) subgaussian norm. It is immediate from our data-generating
process that the nuisance functions can be expressed as E[A | X] = X Tag and E[Y | X]| = X T 0.
The key challenge in estimating 6y under the proportional asymptotic regime lies in accurately
estimating the nuisance parameters o and Sy. In the proportional asymptotic regime, particularly
when p > n, a common strategy is to use convex regularized estimators. For simplicity and clarity of
exposition, we focus in this paper on ridge regression. The analysis of other estimators is an important
direction for future work. Given tuning parameters A;, Ay > 0, the ridge regression estimators of cg
and [y are defined as:

a(M) = argming { £ ]la — Xal3 + Arflal} = (£ + ML)~ X2 0

~ . ~ _ T *

B(A2) = argming { +[ly — XB[I3 + Aa[IB]3} = (£ + doL) 1 X
where a = (Ay,...,4,) ",y = (V1,...,Y,) " and X € R"*P is the matrix of (Xi,...,X,)" and
¥ = (XTX)/n is the sample covariance matrix of X.

<

To construct our first estimator, observe that we can express 6 as
fo = E[AY] - E[E[Y | X]E[A | X]] = E[AY] — ag E[X X "]8, = E[AY] — ag fo

As both A and Y are scalar random variables, one may estimate E[AY] by the sample av-
erage (3, A;Y;)/n, which is y/n-consistent and asymptotically normal (CAN), provided that



var(AY) < oo (which can be ensured if ||agl|2 and ||Byl|2 are assumed to uniformly (over p)
bounded, see Appendix for more details). However, the key difficulty lies in estimating o 3o under
the proportional asymptotic regime. The integral-based plug-in estimator of 0y involves estimating

ag Bo by @A) T B\, ie.,

GINT — Ly LAY — a(M)TB(N2). 23)

Our second estimator is based on the work of Newey and Robins [[7]. Owing to the representation
0o = E[Y (A — E[A|X])] = E[Y (A — X Ta(\1))], we can consider the following Newey-Robins
plug-in estimator of 6,

ONR = L5 Vi(A; — X[ a(\)). 24

Observe that one may construct a similar estimator of ¢ based on exchanging the roles of A and
Y, i.e., a plug-in estimator based on 6y = E[A(Y — E[Y'| X])]. It is straightforward to see that both
estimators share essentially the same asymptotic properties. Therefore, we focus on the former.

Our third estimation strategy is inspired by the one-step influence function-based correction strategy
to construct a semi-parametrically efficient estimator. In our case, this estimator is given by

PR = LS (4~ XTa(M))(Yi — X[ B(N)). 2:3)

Typically, in a fixed-dimensional setup (or in an ultra-high-dimensional setup), it is possible to
estimate the nuisance functions E[Y | X] and E[A | X] at a rate faster than n'/* under some
appropriate smoothness/sparsity assumption. This leads to the traditional DML wisdom: one should
first split the data into two parts: use the first part to estimate the nuisance components, namely

E[Y | X] and E[A | X], and then plug these estimates to construct GPR using the second part of the
data. Finally, cross-fitting should be used to reduce asymptotic variance. Following this wisdom, it
is not hard to show that the estimator is 1/n-Consistent and Asymptotically Normal (CAN) as well
as a semiparametrically efficient estimator of 6. However, this traditional wisdom is not readily
applicable to the proportional asymptotic regime for two main reasons. First, although the mean
functions in our setting are infinitely smooth (since they are linear), we typically do not assume any
form of sparsity. As a result, it is not possible to estimate E[Y | X] or E[A | X] at a rate faster
than n~1/4. In other words, the product of the estimation errors is not asymptotically negligible; in
fact, we will show that this product is itself \/n-CAN and contributes non-trivially to the asymptotic
variance. Second, as demonstrated in Jiang et al. [23], cross-fitting is not straightforward in this
regime: estimates obtained by rotating the data are generally not asymptotically independent, and the
resulting correlations between folds introduce additional contributions to the asymptotic variance. In
fact, the precise characterization of the minimum achievable variance when ¢ = p/n > 1 remains an
open problem.

2.2 Sample Splitting

The three estimators introduced in the previous subsection all involve the estimation of two nuisance
parameters, (ay, Bp). As a result, one can consider two distinct sample splitting strategies. The first
is the two-split approach, where both o and 3 are estimated using one half of the sample (D7),
and the resulting estimates are then combined with the other half of the sample (Ds) to construct
GINT GNR and §PR. The second is the three-split approach, where the data is divided into three
parts: one (D7) used to estimate vy, another (D,) to estimate 3y, and the third (D3) to construct
the final estimator. To make this distinction explicit, we adopt a notational convention: for instance,

OINT and INT denote the versions of §'NT constructed using the two-split and three-split strategies,
respectively. Same convention are also followed for 6NR and 6PR. However, these two sample
splitting strategies result in different effective sample sizes being used for constructing the final
estimator. For notational convenience, we consistently use n to denote the number of samples
involved in the construction of the final estimator. This means we implicitly assume access to 2n

total samples when employing the two-split approach, and 3n samples for the three-split approach.



3 Main results

3.1 Bias Correction

In the previous section, we introduced three distinct strategies for estimating the target parameter 6,
and all of them rely on estimating the nuisance components « and S, (directly or indirectly), which
can be learned either from a common auxiliary sample (two-split approach) or from two separate
subsamples (three-split approach). However, all six resulting estimators suffer from a non-negligible
asymptotic bias, which must be carefully removed to even achieve consistency for 8. In the following
sections, we will motivate and develop the bias correction strategy for each of the six estimators.

3.1.1 Integral-Based Estimator

To illustrate the origin of this bias, and to motivate our debiasing strategy, let us consider the three-
split version of /™™ (Equation (2.3)), i.e., we estimate a and /3y from two separate subsample, then
use a third subsample to estimate ™NT. Since E[AY] = 6 + af Bo, it follows immediately that:

E[0™T) = 6+ fo — E [a(\) ")) - 3.

independent of (e, 1t). Using this, it is easy to see that:

s

As a()\1) and B()\;) are estimated from a separate sub-sample, they are independent, and X is
(

Al)TB()‘Q)} =E {04321(21 + ML) (S + Azlp)flizﬂo}

If p/n — c € (0,
details):

E [agil(il L) (S + AQIP)—ligﬁo} =ad fo (f ”dfffl(m)) (f ”dffj;(“) +o(1)
£ ag Bo gip (A1, A2) +0(1).
where Fyrp is the famous Marchenko-Pastur distribution (Section 3 of [24]), which ari§es as }he
limiting spectral distribution (LSD) of the ejgenvalues of the sample covariance matrix (331 or Xs).
The above sketch indicates that E[&(A1) T 8(A2)] & (o Bo)ging (M1, Az). i.e. the ridge-regression

based plug-in estimates approximate (ag Bp) up to a scalar function g3 (A1, A2). This scalar
function, however, is deterministic, as it does not depend on any unknown parameters. Therefore, it

naturally motivates a simple debiasing procedure by inverting the asymptotic bias:

), one can show using tools from random matrix theory that (see Appendix for

E [a(\)TB0)| ~ (ad 80) 91T (M, A2) = E [(@00)TB0)) /gl (M, 42)] =~ af o
Consequently, we can re-define a debiased version of gINT (using three-split) as:
GINT,db _ B(X
035p 1 ZZEDg A Y gNT)()\h()\;)) (32)

In Theorem 3.1} we establish that the above estimator is not only asymptotically unbiased but also
achieves the optimal \/n-rate for estimating 6y. However, in the case of the two-split approach,
where oy and [ are estimated from the same subsample, the bias correction step becomes slightly
more involved, due to the correlation between the associated estimation errors. As evident from

Equation (2.2), the error in estimating é()\;) depends on e, while that in 3(\) depends on 1, which
are themselves correlated. As a result, an additional bias term arises, given by:

E[a(A1) " B(Aa)] = Elag £1(S1 + ML) 7 (1 + AoLy) T80
+ LE[ETX(S + ML) (S + AoL,) X Ty
Again, some tools from random matrix theory yield (details are provided in the Appendix):
z* dF T cx dFy T
E[d(A)TA(M2)] = (ag fo) | (Zriels + 0y [ et 4 o(1)
( 0 B0) 91oep (M1, A2) + 0o 95055 (A1, X2) .

Interestingly, now the bias of &(\;)T 3(X2) not only involves ag Sy, but also involves p = 6.
Therefore, we cannot simply divide &(\1)T 3(\2) by some function of the tuning parameters to

(3.3)



remove the bias, as we also have to take care of the second part. Following the same inversion trick
as in the three-split case, we now have:

E[6(A1) " B(A2) /g5 (A1, A2)] & ad Bo + b (9855, (A1, A2)/giSt (A1, A2)) -

And consequently:

1 v a0 B ] Qész (A1,A2)
E[%Zievz“ll”‘m} ~ o (1‘ T ) )

Now, the above equation suggests using the inversion trick one more time (as both gi™!  and g5"!
are deterministic) to obtain the following debiased version of gINT.
INT -1 N
AINT,db _ 9325p(A1,A2) 1 v a(A)TB()
o= (1= SEa) [ Tien, A - 5] 34

We next present one of our main results, establishing that these debiased versions of the integral-based
estimator are indeed /n-consistent.

Theorem 3.1. Consider the debiased version of the integral-based estimator G'NTdb oither obtained

by a two-split approach (Equation (3.4)) or a three-split approach (Equation (3.2))). Assume X;;
are iid subgaussian random variables with mean 0, variance 1, with uniformly (over p) bounded
subgaussian norm. Furthermore, assume that (¢,v)_1l. X and follows a bivariate normal distribution
with mean 0, variance 1, and correlation p, and there exists C,, Cz > 0 such that ||agl|2 < Cy, and
I1Bollz < Cg forall p € N. Then, we have:

V(@NTA 90y = 0,(1)  both for two and three split versions .

3.1.2 Newey-Robins (NR) Estimator

In this subsection, we extend our bias-correction technique to the estimator 9N® (Equation (Z.4)).

To understand the nature of the bias, we once again consider the three-split version of GNR . The
expected value of this estimator is given by:

E |63R| = 60 + ad Bo — Ela(\) T o] = 0o + af fo — B3] (51 + MiTy) " Sra)

— 00+ o B (1 e dFMP(:c)) +o(1)
= 90 + a(;rﬂo gSI:Isl;(Ala )‘2) + 0(1) 3

where, as before, the last line follows using some techniques from random matrix theory, which
can be found in the Appendix. To eliminate this additional bias (i.e., the second term in the
equation above), we adopt the same inversion technique introduced in the previous subsection.

As noted earlier, when @& (A1) and 3()2) are estimated from two independent subsamples, we have

E |6(A)TB(N2) /g5 (M, )\2)} ~ ag fo. We leverage this observation to correct the bias as

follows: .
N ~ ~ A N )\1,)\2
B = {150 ) Vil Ai = XT (M)} — a() T B S0 (335)

3sp T (a )

For the two-split approach, the bias correction is a bit more involved as of 6™T due to the correlation
between the estimation error of oy and By. However, a similar approach as before yields the following
debiased estimator:

1

ANR,db g (N gh R () 1 T A R T5 g5, (N gh (A)

925p = (1 - 2;@;&? n Zie’Dg Yi(Ai - X; 040\1)) - 0‘()‘1) 5()\2)72 QQ}I;I’VQEP(S)\;)
3.6)

with A = (A1, A2). The following theorem establishes that these bias-corrected estimators are also
\/n-consistent:

Theorem 3.2. Consider the debiased version of the Newey-Robins estimator ONR-db oither obtained

by a two-split approach (Equation (3.6)) or three-split approach (Equation (3.3))). Under the same
assumptions as in Theorem[3.1} we have:

V(NP _ 00y = O,(1) both for two and three split versions .



3.1.3 Doubly Robust Estimator

Last but not least, we turn to the bias correction procedure for the doubly robust estimator of 6,

denoted by §PR and defined in Equation (2:3). As discussed in Section [2} this estimator has a
well-established history in the literature, particularly from the perspective of double machine learning.
A straightforward computation of the expectation yields:

E[6PR] = 0y + E[(ag — @(M))(Bo — B(Ma))] - (3.7

Therefore, the primary source of the bias is the second term of the above equation. Under the
three-split setup, one can show that:

El(ao — &(\))T (8 = B0e))] = ad Bo (J 2% dFur(@)) ([ 32%; dPup (@) ) +o(1)
£ (ag Bo) g5 (A1, A2) +o(1).

The calculation proceeds similarly to that for #NT or 6NR, which we skip for brevity; the key step is

to derive the asymptotic bias of &(A;) T 3(\2). This characterization of bias leads to the following
bias-corrected estimator:

ADR,db A « A PR(,A2)
Oy = OPF = G(A) T B) gy - (3.8)

However, as explained for the previous two estimators, the bias takes a more complicated form for the
two-sample split. Similar calculation using the tools from deterministic equivalence in the random
matrix theory yields:

E[6°"] = 0o + E[(c0 — a(\)) " (Bo — B(2))]
=00+ (g fo) [ RRARES 4 p [ CEHBELS 4 o(1)
cx dFj x A1Ag dFF =
=00 (14 RIS + (@0 60) | ASCES + oV
£ 6, (1 + g%fp(h, )\2)) + (Oé(—)rﬂO) 9]23,2Rsp(>‘1’ Az) +o(1).

The details can be found in the Appendix, which we do not provide here for the sake of space. Based
on this expression, we propose the following bias-corrected estimator:

o DR -17. 3(A1) T B(A2)gPR (A
e (s (1 ) [ ] o

The following theorem establishes that these bias-corrected estimators are also /n-consistent:

Theorem 3.3. Consider the debiased version of the doubly robust estimator GPR-AL either obtained

by a two-split approach (Equation (3.9)) or a three-split approach (Equation (3.8)). Under the same
assumptions as in Theorem|5. 1| we have:

V(PP — 00) = 0,(1) both for two and three split versions .

3.2 Limiting Variance

In the previous subsection, we established that the bias-corrected versions of all three estimators,

namely 6™T are \/n-consistent for any choice of A;, Ao > 0. This naturally raises a question for
practitioners: which estimator should one use in practice? The answer, of course, depends on the
downstream objective. Since our goal is to perform inference on 6, the ideal choice would be the
estimator that achieves the minimum asymptotic variance. Therefore, it is imperative to develop a
precise understanding of the asymptotic variance associated with each estimator, how this variance
is influenced by the choice of estimator, and the sample splitting strategy employed. However,
quantifying the asymptotic variance of this debiased estimator in the proportional asymptotic regime
remains a challenging task and requires much finer analysis. To the best of our knowledge, only a few
papers (e.g., [2, 25] 23]]) have addressed related questions; although, they are limited to the setting
where ¢ = p/n € (0,1). In this paper, we take a first step toward characterizing the asymptotic
variance of our debiased estimators in the regime where ¢ = p/n € (0, 0), i.e., we allow p > n.
To facilitate this analysis, we assume that the covariates X;; are independent and follow N(0, 1).



Gaussianity enables the use of powerful tools, particularly those involving the analysis of Haar-
distributed eigenvectors and the independence between eigenvalues and eigenvectors, both of which
play a crucial role in simplifying our analysis. While we believe that our results extend beyond
the Gaussian setting, we leave such generalizations as interesting avenues for future research. The
following theorem provides the exact asymptotic variance of the six debiased estimators introduced
previously:

Theorem 3.4. Consider the same setup as in Theorem along with the assumption that X by
N(0,1). Furthermore, assume that there exists (u,v, o) such that:

limy4oo lowoll3 = u, lim 400 1B0ll3 = v, lim4oo a(—]rﬁo =p.

Fre o ; INT 1/INT 1/NR 1/NR 1/DR 1/DR
Then there exists six functions {Vog,", Vag, ™, Vogp's Vagp's Vagp's Vagy'  such that:

limy, 400 M X var <éf’db> = VAN, \2)

for A € {INT,NR,DR} and v € {2sp, 3sp}. The expression of QISTJT and V})ISl\II)T are provided in
Equation (3.T1)) and Equation (3.12) respectively, and the expression for the rest of the variances can

be found in the Appendix.

The above theorem provides us with the precise limiting variance of six estimators. Ideally, one
should choose the estimation which has minimum variance over all possible limiting variances, i.e.

6°PT should be éﬁ:’db, where A* and v* should be chosen as:

(A*,v*) = argmin ge iNT,NR, DR} Milx, 2,50 Vi (A1, A2) . (3.10)
vE{2sp,3sp}

The reason we do not include the exact expressions for all the asymptotic variances is primarily due

to space constraints; the formulas are quite involved and lengthy. Below, we present the expressions

for VQIS;T and V3INT to illustrate the complexity and structure of these quantities:

-2

INT __ 95 omp (A) u? 40242 +c(1+ 2) 22 dFup ()
vy = (1 ngiZZ(A)) (var(AY) + ) | G

(3.11)

u?v + X2
+ anrFMP (m)) )

1,2sp

INT _ 2 4 u2e? X 2 x dF; x z dF) ) 2
Vasp = var(AY) + (gé&'ﬁil,xz))? [Q e Varx~Fup (X+A2) +ut [ (z+h§§>(2)] (f e )
1 X z dFyp (x) z° dF\p (z) z dFyp (z)
+ ;varx~FMp (X+>\1) { (f gHI\,/I,\p2 ) |: (f (1+I;\4;2 ) (f (xﬁf\z)z )] }
dF\ip (z) dFy\ip () e dF\ip (2)
+{ ( T ) +c(f Tetra)? )} (f Taran? ) :
(3.12)

It is worth noting that the optimal choice of (A1, A2) (which is the minimizer of Equation (3.10))
differs significantly from the prediction-optimal choice of (A1, A2) (derived in the Appendix), as
illustrated by our simulation in SectionE} This departs from the traditional DML framework, where
the nuisance parameters are typically estimated using prediction-optimal methods. However, in the
proportional asymptotic regime, such prediction-optimal choices do not necessarily yield the best
performance for inference. As a result, it is more appropriate to directly minimize the asymptotic
variance rather than predict optimal choices to achieve a more accurate inference/narrower confidence
interval.

In practice, the asymptotic variances can be estimated by using resampling techniques. We outline
a parametric bootstrap approach to estimate the asymptotic variances in the Appendix, which we
evaluate in our simulations.

4 Simulations

We assessed the performance of the ECC estimators through simulations under the different sample
splitting strategies. We considered the size of the splits to be 500, making the total sample size
N = 1000 for the two sample splitting case and N = 1500 for the three sample splitting case. For



each sample splitting case, we set p = 250 (i.e., ¢ = 0.25) and p = 1000 (i.e., ¢ = 2). In each case,
we generated 10, 000 independent data sets, each consisting of iid copies of (A, X, Y). Specifically,
we consider a random vector X of dimension p, generated as X ~ N (0, I,,). Then, we generated A
and Y with p = 0.5 by Equation (2.1I)). We applied the integral-based estimator, the Newey-Robins
estimator, and the doubly robust estimator, where we set Ay = Ao = X and set the bias correction
constants by using Monte Carlo with 10, 000 iterations. Each estimator was applied across 100
distinct values of A, spanning a grid from 0.05 to 10.

We investigated the impact of the tuning parameter A on the asymptotic variance of the debiased
estimators. Results for p = 1000 (i.e., ¢ = 2) are presented in Figure[I] while results for the p = 250
setting (i.e., ¢ = 0.5) are provided in the Appendix. Interestingly, we demonstrate that prediction-
optimal choices of the tuning parameters fail to yield statistically optimal estimates of ECC, and one
should rather aim at optimizing the variance of the ECC directly and carefully to account for the type
of sample splitting and estimator chosen. We note that in the two-split scenario, the variance blows
up at values around A = 1.48 due to the bias-correction constant diverging. However, this does not
affect our primary conclusions, as our goal is to select the value of A that minimizes the asymptotic
variance.

Due to space constraints, we present additional details of the simulations and our other analyses
in the Appendix. In brief, we found that the debiased estimators had negligible bias (unlike the
original estimators) and that the parametric bootstrap approach often performed well for estimating
the asymptotic variance.
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Figure 1: Variances of debiased estimators as functions of tuning parameter A. Top row: Two-split
(N = 1000 total, split into two subsamples of 500 each). Bottom row: Three-split (N = 1500 total,
split into three subsamples of 500 each). Red line indicates the optimal A for estimator variance; Blue
line is for prediction-optimal A. The figures shown here are zoomed-in views; complete versions are
included in the Appendix.

5 Conclusion

In this paper, we have explored the intricate interplay among sample splitting, estimator choice,
and optimal tuning of nuisance functions for estimating the expected conditional covariance (ECC),
a popular doubly robust functional in the literature on causal inference and missing data. The



philosophy we espouse in this regard can be best understood within the DML framework, where
typically prediction-optimal nuisance functions are used for downstream efficient estimation of a
low-dimensional functional that depends on them. In this paper, we explore the subtleties of this
discourse when no consistent nuisance functions exist. In particular, for ECC, this challenging regime
arises when the dimension of the problem is proportional to the sample size, and our results uncover
a precise asymptotic picture of the interplay between sample splitting, choice of estimator, and
optimal tuning of the regularized nuisance function in this regard under a stylized linear model for
the nuisance functions. Our analysis reveals an interesting phenomenon: prediction-optimal tuning
parameters are not necessarily the best choices for estimating ECC, in terms of its asymptotic variance
(and consequently the length of the confidence interval), which differs from standard DML wisdom.

While this is the first work to analyze ECC in the proportional over-parameterized regime, our
framework invites several natural extensions. For example, our analysis assumes the Gaussianity
of either the errors or the covariates for variance calculation — an assumption that remains to be
explored through the lens of universality principles. It is, however, worth noting that, unlike the
operational domain of the DML proposal, we consider a regime where asymptotic optimality for ECC
has not yet been established, and the literature has been active in constructing estimators that navigate
specific contours of the problem difficulty, such as debiasing regularized estimators of the nuisance
functions. Indeed, the estimators studied here are not the only ones that achieve y/n-consistency in
this regime; one can completely bypass nuisance function estimation using a method-of-moments
approach [26]. One can also envision appealing to more sophisticated debiasing techniques when
generic convex regularization, such as Lasso, is employed to estimate the nuisance functions [25]
and derive results analogous to those presented here. In this regime, where an efficiency theory is
unavailable, the choice of estimator that minimizes asymptotic variance is a priori unclear. We believe
that the template of exploration presented here might serve as a framework for such future endeavors.
Specifically, the availability of a large class of sample-split-sensitive, optimally tuned estimators of
double-robust functionals might shed light on eventual efficiency bounds for estimating the functional
itself. A case study of ECC presented here hopefully serves as a compass for future conjectures in
this journey.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction match the theoretical and
simulation results. In the discussion and conclusion section, we comment on how results
can be generalized to other settings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in Section 5 (Conclusion).
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Proofs of all theoretical results are given in the supplemental material. Some
proof sketches are provided in the main text as well.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The Simulations section and details in supplemental sections provide a detailed
description of the simulation architectures.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be nECCssary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

14



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The supplemental materials contain all relevant codes and information.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) nECCssary to understand the
results?

Answer: [Yes]

Justification: The paper’s main message is about the relationship between sample splitting
and optimal hyperparameter tuning; therefore, all the results are aimed at elaborating on this
aspect.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is nECCssary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Numerical results provided in the simulations section detail precise descriptions
of the bias and variance of the methods considered in the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Compute resources are detailed in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research conforms, in every respect, with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: The paper concerns foundational research in semiparametric theory.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper does not release data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released
with nECCssary safeguards to allow for controlled use of the model, for example by
requiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

17


paperswithcode.com/datasets

13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are released.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The research does not involve human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The research does not involve human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The research does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proof of Theorem 3.1]

A.1 Proof of Three-Split

Recall that in the three-split strategy, we assume to have 3n observations: We use the first n
observations (D) to estimate &()\;), second set of n observations (Ds) to estimate 3(\2), and the
last set of n observations (Ds) to construct the final estimator. For the three-sample splitting, the
debiased version of the integral-based estimator takes the following form:

Adb,INT a(x) B
B ™" = & Tiep, Yidi — GRS (A1)

To establish the y/n-consistency of ég;)P;INT, we start with the definition of the ridge-regularized
estimators:
A : 1 2 2 < -1 XIal
6(\) = argmin, { Llay — Xiaf3 + Mflal3} = (£ + AT, oL
. - A X[e
= (S 4+ ML) a0+ (31 4 M) T
. - X/e
= Qg — /\1(21 + )\1]:;0)_10(0 + (21 + )\le)_1171
- ) 1 - L XJy
B(va) = argming { ~llya = Xl + Aall3 | = (£ + raT,) X222
¢ —1¢ S 1 Xg pe
= (Y2 + A2ly) " 2280 + (X2 + A2y) —
-1 X2TN2

= Bo — A2(D2 + AoL,) T By + (B2 + Aol)

Hence, we have:
a(M) T B(N2) = ag Bo — ag Aa(B2 + AI) 1B + ag (X2 + AoI)”
— )\10&8—(21 + )\11)_150 + )\1)\20&8—(21 + )\11)_1(22 + )\21)_150

1 X;FQ
n

. . XTI
—dog (31 F D)2 + /\21)_12TN2

A . XTe A _1a . XTe
+ B0 (B0 4+ M) T = 0] (82 4+ dD)THE + WD) T
TX R R XT
AR NS, AQI)*;%"Q
=2 T

j=1

Combining the parameter o 3o, and the terms that contribute to its estimation bias, namely
T1,T5,T4,Ts (observe that all the other terms have mean 0), let us define an aggregated term
B, as:

By = ag (I G+ )\11)_1) (1 (S 4 )\21)_1) 8

Using this new notation, we have:

GINT.db _ 0o = % Z A;Y; —E[AY] — <W — a(—)rﬂ())

o i€D3 g3sp(A1, A2)
! Pn ¢4 L
== AY; —E[AY] — | e — o Bo + =220 -
" iEZDg (gil’}jp;r(Alv >\2) 0 gg;g()\l, )\2)

As a consequence,
AINT,db
\/B(GSSp - 90)
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1 P Z‘¢{1245}Tj
- n AY; —BIAY] ) = Vi | qpre—— — @0 Bo | — VR . (A2)
(3 ) - Gy o) e

That the first term is O, (1) (in fact, asymptotically normal) follows from CLT as var(AY) < co. We
now show that:

1
| B0 — (g Bo) gy (A1, X0)| = O, (\/ﬁ) : (A3)

Towards that end, we apply Theorem 1.1 of [27]. Conditioning on D, and defining w :=
(I — /\2(532 + )\21)‘1) Bo, we have:

E [V | B0 — (1 — Mmap(—A1))agw| | Da] < |ao||2||wz||¢&),

for some function ) (-) and constant C' > 0 (see the proof of Theorem 1.1 of [27] for details). That
||| < Cy is by our modelling assumption (see Theorem [3.1). For the other term, observe that:

O TASVERSE R
2
N A
1(1’;50)2 (1 - (/\J_i)@)

2
AT 2 J
1(Uj BO) (5\] +>\2>

(8] B0)? = [I1Boll3 < C3.

(A4)

I
.ME

J

>

[
VM“

J

<
Il
—_

[

Therefore, using this bound and taking expectation on both sides of Equation (A-4), we have:

cce,C
E [V |8, — (1 — Mimup(—\))agwl|] < 5 (A.5)
(A1)
Now, another application of Theorem 1.1 of [27] yields the following for some constant C’ > 0:
c'c,C

Combining Equation (A3) and (A%6), we conclude Equation (AZ3)). Therefore, it only remains to
establish the tightness of the last term of Equation (A.2). As a starter, consider /nT5:

& - XT“’Q
\/HT3 = O(OT(EQ + )\21) 127\/5 .
As p ~ N(0,1) is of X, we have:
\/ﬁTg | X2 ~ N (O,CX(—;(EQ + )\21)7122(22 + )\21)71040> .

Furthermore, observe that

P
T/ -1 (¢ -1 AT 2
oy (X2 + X)) 3530 + D) e = 0 ap)—————
o (22 oI) 2(X2 oI) 0 E ( 0) 3+ 2a)?

p

< C(M2) Y (6] ap)?

=1
= C(A2)llagll3 < C(A1,A2)C

Here, C'(\2) is the maximum value of f(z) = z/(z 4+ A\g)?. This implies 73 = O,(n~'/?). Now,
all that remains to show is that \/n Ty is tight. From the expression of Ty, we have:

Vn'Ty =

Ele

. . X.J
= (S 4+ MD) TS + AQI)—12T“2
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Now conditional of D5 and X1, /1 Ty follows a normal distribution:

TX R R XT
VEBW%XMNN(Q“22@b+MD LS+ MI) 75 (5 + MI)~ Qb+MD”y”)

Therefore, all we need to show is that the variance has a uniform upper bound with probability going

to 1. Towards that end, we use the fact ||2||op < 2(1 4 /c)? with probability going to 1 ([24]). First
of all, we have:

TX R R R R R XT
E%3QE+MD”QH+MD”&QH+MD”Qh+MD”—%E
2(1 4 /€)% pg XoXg p
BT n?

From the independence of p and X and the fact that u ~ A(0, 1), we have:

E {“JX?X;“} - %E [tr(f]l)} - [/xdﬁn,g(az)] - c/xdFMp(a:) +om.

n2
Therefore, the variance is uniformly upper bounded with probability approaching 1, which, in turn,
implies that Ty = O, (n~'/2). This concludes the proof.

A.2  Proof of Two-Split

AINT,db
0

9sp - as defined in

We first consider the case when A1 # Ay. We start with the definition of

Equation (3.4):
GINTdb g (1 géNzEp(/\l )‘2)> l Z A, — M)’ 5(/\2)

2
. T (. Ao) 2 {Igzpul,Az)

_ (1 ] <>) [1 S A, BAv] s Eav] SO0 E09]

QINT (A1, A2) et 91 oep (A1, A2)

1,2sp
That (32, A;Y;)/n — E[AY] is O,(n~1/2), follows from CLT. Furthermore, we have E[AY] =
ag Bo + 6. Therefore, all we need to show

INT -1 . 5
(1 _ J22sp1 M, A2) 22p (A1, )\2)> [01550 + 6y — 7@()\ )Tﬂ(AQ)l — 0y = Op(nfl/z) )

915, (A1, A2) 9198, (A1, A2)

which is equivalent to show the following:
&A1) B(N2) = (ag Bo) 915 (A1, A2) + 00 g5 %n (A1, A2) + Op(n=1/2)

For the rest of the proof, we denote by R(\) = (2, 4+ AI)~! for notational simplicity. We use the
following identity in our proof:

1
A2 — A1
which follows from the fact A= — B=! = A=}(B — A)B~!. We start with the definition of
a(M)TB(N2):

(R()q) — R()\z)) = R()\1)R()\2) (A7)

&A1) B(A2) — (ag Bo) gi5ms (A1, A2) — B0 9858, (A1, A2)
= ag (I = M R(M)) T = X2R(X2))Bo — (g Bo) g1 oep (A1, A2)

=T

XlTel

TS X1Tli1 TS
+ g le(/\l)R()\g)T + Bo ZIR()‘I)R()‘Q)

=T5 :=T3
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T
_|_

1 X p
R()‘l)R()‘2)T - 90 g2 25p</\1a )‘2) .

=Ty

Our goal is to show each T; is Op(n’l/ 2). We start with Ty: from the normality of y and its
independence with X, we have:

\/’ﬁTQ I X1 ~ ./\/ (0, Oé(—)rilR(/\l)R(/\Q)ihR()\Q)R()\l)ilOé())

Now to show that variance is uniformly upper bounded with probability going to 1, denote by
21 VAVT the eigendecomposition of 21 Then we have:

) ) ) p A3
ad S1ROR(O)E1RO) R E1a ) 00)® — e
0 Z1R(A) R(A2) 21 R(A2) B(A) 2:: o) )\ +A1)2(A5 + Ag)?

p
)\1,)\2 E ’U Ck()
Jj=1

=C(A1, A2)[laoll3 < C(A1, A2)C -

Here C/(a, b) is the maximum of the function f(x) = 2®/((z +a)?(z +b)?) over [0, 00). This shows
that Ty = O, (n~'/2). The proof of T3 = O, (n~'/2) is similar, hence skipped. For T}, first observe
that

n x var <€T§(1R(/\1)R(/\2)Xiﬂ L X1> _ (1+60) (R(Al)R(Az)ilR(Al)R(A2)il)

n

.5!?2

- +90)2/ T Fe @)
< (1+60)°C" (A1, A2)

where C’(a, b) is the maximum of the function f(z) = 22 /((z + a)?(x + b)?) over [0, 00). As the
upper bound does not depend on X, we have Ty — E[Ty] = O, (n~'/?). Now, let us consider E[T}]:

BI7,) = 20 [tr (ROWRO)S:)] — 00 B, 00,20)

. rdina(x) x dFyp ()
- HOE[/ (l‘+)\1)($+/\2) /($+)\1)(l‘+)\2)

=O(n™') [Theorem 1.1 of [28]] .

Therefore, Ty = O,(n~'/?). Finally, we need to show 7 = O,(n~'/2).

ag (T= A R(M))(I— A2R(X2))Bo — (g Bo) 91 5ep(A1; A2)
=g Bo(1 Q{Nzgp(/\la A2)) — Aag R(A1)Bo — Xaag R(X2)Bo + AMidaag R(A)R(A2)fBo
= ag Bo(1 — g1%ep (M1, A2)) — Adrag R(M)Bo — Aacg R(X2)B0

A1
o 00 (RO = ROw))f

AL AL
= o fol1 ~ ¥R — (M= 2 ) af RO — (et 21 ) af RO

2

2
= o Bo(1 — gIT (A, A)) + ol RO — —22—aT R(\)Ao

)\1 )\2 )\1 - )\2
From Theorem 1.1 of [27]], we have:
z dFyp(x _
R(\1)Bo = aq Bo / %if) +0,(n71?),
z dFyip (x _
R(\2)B0 = o Bo / %ii) +0,(n~?).
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This implies:
ag (T=AMR(M))(I = A2R(A2))B0 — (ag Bo) 91 %ep (A1, A2)

A2 x dFvip(z) A3 x dFvip ()
— T 1 _ INT )\ )\ 1 / MP _ 2 / _1/2 .
ag Bo {( 91,25p (A1, A2)) + N PR VW P +0,(n )

=0

where the last equality follows from the definition of g{{\ggp(/\l, A2). This completes the proof.

Now, consider the case Ay = A2 = A. The entire proof almost remains identical to that of
A1 # Aa, except that we cannot use Equation (A.7)) to establish that

ag R*(\)Bo — ag fo / C(l?f;;) = 0,(n"1/?).

However, observing that R*(\) = 8, (31 — zI)~! |.—», one can follow the exact same argument as
used to prove Theorem 1.1 of [27] and arrive at the conclusion. We skip it here for brevity.

B Proof of Theorem 3.2

B.1 Proof of Three-Split

The proof shares certain similarity with that of the proof of Theorem [3.1] Recall the definition of
égNR,db,
sp

R NR A\
GNRb _ {i S Vi - X am»} — a(h) i) St

i€D3 g3sp (A17)\2)

Expanding the definition of Y; and A; in terms of X; and (e;, ; ), we have:

ANR,db . Te . T4 (A1, x2) 1 T
O35 — o = (a0 — &(A1)) B3P0 — &(M) B(A2) xry T = ZQX Bo

INT
3ep (A1, A2)
=T =Ts
+ E /’Lz 040 - Oé )\1 E Hi€; —
Z€D3 lGDg
=T3 =Ty

It is immediate Ty = O, (n~'/?) by CLT. For T5, observe that:

var(e X ' fo) = [|Boll3 < C -

Now, for T3, observe that,

n x var(T3) = n X lvar ( Z wiX; (g — a(\)) | D1>

i€Ds
2
)
<C? 4+ %E [tr (RQ()\I)il)}

< C2+cE {/(1”—#96)\1)2 dﬁn,1($)} <C24cC(N).

=E [var (1 X (g — a(A\1)) | Dy)]
— Ellao - a()I3]

) X1T€1
n

I ROl + R00)
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Here C'()\;) is the maximum value of the function f(x) = x/(z + A1)?. This, along with the fact
that E[T3] = 0, implies T3 = O,(n~'/2). We now focus on 7. Towards that end, first observe that,
conditional on Dy:

(a0 = &(M)) " B30 = % (X Bo) (X (0 — a(A)))
i€D3
=E[(X o) (X] (a0 — &(\1))) [D1] + Op(n™17?)

= (o — (A1) " Bo + Op(n~1/2). (B.1)
Here, the remainder in the second equation is O, (n~1/2) because

var (X, o) (X (a0 — a&(M))) | D1) < CllBollllan — a(A))I13

which is uniformly upper bounded with probability going to 1. Therefore, to conclude 7} =
O, (n~'/2), all we need to show is:

. T A Th g?ll%(AlvAQ) ~1/2
(OLO - Oé()\l)) 50 - Oé()\l) B(AQ)W = Op(n ) . (BZ)
G3ep (A1, A2)
We start with the following decomposition:
NR
~ ~ 3 ng ()\17)\2)
— &))" By — @A) TB(Ng) b "2
(aO O‘( 1)) BO Oz( 1) ﬂ( 2)951;1;')1"()\17)\2)
) a(n) T
< (o — &(A1)) " Bo — (g Bo) 9:’1:151;()\1, A2)| + g?la\;%(Alv A2) |(eg Bo) — w
F3ep (A1, A2)

That the second summand is O, (n~1/2) is already established in the proof of Theorem Therefore,
we need to show:

(20 = &(M)) " Bo — (ag Bo) gi (M1, Ao)| = Op(n™1/2).
Towards that end we use the definition (A1) and Theorem 1.1 of [27]. From the definition of &(\1),
we have:

N R T T
(a0 — é‘(>‘1))TBO = {/\1(21 + 0D rag + (21 + )\11)1}(;61} Bo

Hence:
(a0 — &(A1)) T Bo — (g Bo) ghew (A1, A2)
. - X /e
= A1ag (S1+ M)~ 8o = (ag o) g (M, A2) + g (S1+ WD) TH==

Now, from the normality of €, we have:

N X/ e N N
B (S + DT EEE 10~ A7 (0,60 (S 4 0D TS (B D) 6o )

Now, using a similar calculation as before,
By (B1+MD)TIE1(S1 + M) 7By < C3C(A),

where, as before, C'(\1) is the maximum value of the function f(z) = x/(x + A1)?. For that final
part, we have from Theorem 1.1 of [27]]:

E [Vt haad (81 + MD)™ 8y — (ag 80) i, Mo)|| < =8

This completes the proof.
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B.2 Proof of Two-Split

In this subsection, we establish the /n-consistency of éQNSP;’db. From the definition (Equation (3.6))
we have:
ANR,db
Ozsp”™ — 0o
INT NR -1 NR
92 2sp(A)g?>sp (A) 1 T A~ ~ TAh gSsp (A)
=\l mr oy — ) YilAi = X a(M)) —a(h) Bhe) s | — o
( PO 2 PIEGOY

INT (RO ) )
- (1 - W) [jl S™ YilAi — X @A) — EY (A — X a(h)+
1,2sp i€Ds

NR
FE[Y(A— XTa(n)] - @(M)TB(A»W]

gINT (}\)

1,2sp

NI
- (1 - W) ll S VilAs = X7 a(A)) — EIY (A= XTa(\)
gl,2sp( ) n i€Do

+00 + (20 — &(AM)) T Bo — (g Bo)ghen (A) + (g Bo)gaen(A) — @(Al)TﬁA(Az)gn\;T ™

, we have already established that:

Irep(N) ]

INT,db
2sp

(M) TB(A2) = (ag Bo) 915p(A) + b0 950, (N) + Op(n~1/2),

Furthermore, in the proof of the y/n-consistency of 6

which implies

NR INT NR
~ 5 g35p ()‘) T NR 92,2sp(>‘)g3sp (A) —1/2
a(M) " B2) Ty = (ag Bo)gha (N) + o === 4 Op(n™1/?) .
9158 (N) 0T 91 5p(N) !
This implies that all we need to show is:
(ap — &(A1)) " Bo — (aJﬁo)giﬁ(M = Op(n17?).
Towards that end, first note that:
(a0 — (A1) " Bo — (ag Bo)gaen (N
T T NR T X1T€1
= M8y R(A1)ao — (g /30)93sp (A) =By R(A1) n
————

=T =T

That ) = O, (n~'/2) follows from an application of Theorem 1.1 of [27]. For Tb, we again use
normality of € and its independence with X.

VI Ty | Xy~ N (0, 80 RO RO

That the variance is upper bounded follows by a similar argument used to show that 7% is Op(n_l/ 2)

in the proof of the y/n-consistency of é;le’db. This completes the proof for A; # As. The argument
for Ay = Ao is similar to that used in the proof of Theorem (two-split case) and hence skipped.

C Proof of Theorem

C.1 Proof of Three-Split

We start with the following decomposition of gPR.db.
4DR,db
O3 — o
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DR
— % Z (Yz - X;FB()\Z))(Az — X;rd(/\l)) _ d(Al)TB(AZ)m

i€D5 93sp

. ) PR\, A .
= (Bo — B(X2)) " Bz(a0 — &(A\1)) — @A) T B(N2) gﬁ\sﬁ( 1,%2) +(Bo — 5()\2))T% > Xiei
i€D3

93sp (/\17 /\2)

=11 =T

. 1 1
+ (oo *Oé()q))TE E Xv;/liJrE E pi€; — 0o
i€Ds i€Ds

_00

2:T3 ::T4

That T5, T35, Ty are Op(n_l/ 2) follows from the exact same argument as in the proof of Theorem
(three-split case). Therefore, we focus on 7}. Similar argument as in Equation (B-T)) yields:

(Bo — B(A2)) " Ba(an — &(M)) = (Bo — B(A2)) T (a0 — 6(M1)) + Op(n™/?). (C.
Furthermore, from the definition of &(\;) and 3()2), we have:
(Bo — B(M2) (a0 — &(A1)) = Mdaeg (31 + MT) (s + AT) By
—Aag (B + M), + /\21)71%

T 1% 1 X e
= A2fy (B2 + AD) T (B A NI T ——

TX . .
+ ERNE DTS + M)

=T+ T+ T3+ Tis. (C2)

1 X;l’@
n

First, we show that T}, Ty 3 and Ty4 are O, (n~'/2). Towards that, first observe that:
Vi Tis | D1, Xo ~ MN (o,ag(il F DS 4 D) (S 4+ M) (S + All)_lao>

To show that the variance is uniformly upper bounded, first observe that:
T(¢ ¢ S S C3 s
ag (X1 + M) 7TH(Ee + AD) T 85 (U0 + AI) TN + MI) Trap < A2—§2H22||Op :
172

Furthermore, we know || [op < 2(1 + v/c)? with probability going to 1 ([24])). Therefore, with
probability going to 1:
T/& —1/ —1< S —1/y -1 2034 2
(&%) (21 + )\11) (EQ + )\21) 22(22 + )\QI) (21 + )\11) (&%) S W(l + \/E) .
112

which establishes that T = Op(n_l/ 2). The proof of T} 3 is the same and hence skipped for brevity.
Observing that T4 is exactly same as Ty defined in the proof of Theorem [3.1] (three-split part), we
conclude that Ty 4 is O, (n~'/2). Therefore, combining Equation (C.1J) and (C.3), all we need to show

T/ 18 1 . TA ip (A1, Aa)
Ao (81 4+ M) 7 (B2 + XD) " Bo — a(M\1)  Bh2)
G3ep (A1, A2)

A similar calculation, as used to show 2, — ag Bo gy (A1, A2) = O,(n~'/2) (Theorem , we
have:

’/\1/\20&3(21 + /\11)_1(22 + /\21)_1ﬁ0 — (Oé(—)rﬁo) /\1/\2mMp(—/\1)mMp(—/\2)‘ = Op(’l’L_l/Q) .

=0,(n"?). (C3)

Recall that, by our definition of g?sg()\l, A2) (Section , we have:

I (A1, A2) = A demap (— A1) marp (—Az) -
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Therefore, we have established:
)\1)\20&5(21 + )\11)_1(22 + )\QI)_lﬁo — (O(OTﬁo) g?]?SI;(/\l, )\2) = Op(n_l/Q) .
Furthermore, we have already established in Theorem [3.1] that:

T a(M)TB(N2)
% B = JNT(y )

Combining this with the above equation concludes Equation (C.3), which concludes the proof.

= 0y(n~1?).

C.2 Proof of Two-Split

We start with the definition, as mentioned in Equation (3.9):

Oy " — B0
A TA DR
A le S (% - XTAC) (A, ~ XTa0w)) - 2 %?)gm(m] ~to.
1€D3y gl,2sp(A)
where

DR -t
H(X) = (1 + 9222 (N) (1 - g?ﬁ%"g/&)) .

gl,QSp
First, observe that:

B[V~ XTAO))(A - XTa(0) | D] = (a0 — 4(0)T (B — AAa) + 6o

Using this, we can expand the expression as:

ég)R,db — 0,
= HOY | = 32 (0 XTAO)(A: — XTa0u) ~E[(v = XT30w)(4 - XTa(\)) | Dy
1€Dy
R R &A1) TB(A2)gE R, (A
{00 = 60)7 (= 30+ 0] - T el ] s

The first term inside the square bracket is Op(n’l/ 2) by CLT. Therefore, all we need to show is:

(M) T B(A2) g5
H() l{wo—&(AI))T(ﬁo— Bve)) + 6y} — TR

gl,QSp(A)

The term insider the curly bracket can be expanded as follows:

] — 0= 0,(n"Y?).

(00 — &) T (B — A(a)) = Adaad ROWR(a)Bo — Aad ROA)R(Ag) L

X/e €'X; X
n

— A2fBy R(A2)R(A1)

+ R(M)R(A2)

n
That the second and third term are Op(n’l/ 2) follows from the same argument used to show that
Ty and T are O, (n~'/?) in the proof of \/n-consistency of éSjpT -db
technique used to proved that Ty = O, (nil/ 2) in the said proof, we can conclude:

TX XT
€ LR R(A,) L

. Furthermore, using as same

= 00955, (N) + Op(n~7%)
and the same technique used to prove that Ty = O, (n~'/2) in that proof can be used to show:

/\1/\2aoTR()\1)R()\2)BO = (ozgﬁo) gggsp()\) + Op(nfl/Q) '
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Therefore, we conclude:

{(a0 = a(0))T(Bo = BOY)) + 00} = (0 Bo) GBRp(A) + B0 (1 + gL, (N) + Op(n72).

As a consequence, all we need to show is:

d()‘l)TB(AQ)g]QDQRs (A) _
HQ) | (a5 o) 95365 (X) + O0(1+ 9355, (V) = —— g 5= | = o = Op(n™'1%).
1,2sp
Furthermore, it is also proved in the proof of y/n-consistency of 9;155 P that:

&A1) TB2) = (ag Bo) gioap(N) + 00 gaap(A) + Op(n™?).

Hence,
&A1) T B(A2)gE R, (N) 9550 (A) g5 s (A) 1/2
: = (g Bo) g bap(A) + o == SR+ 0p(n1?).
915ep(N) 22 o (A) g

This, along with the definition of H (), concludes the proof. The argument for A\; = A5 is similar to
that used in the proof of Theorem [3.1] (two-split case) and hence skipped.

D Proof of Theorem 3.4

D.1 Limiting Variance for 9?:5 »db
We start with the definition of 0?:5 b,
30)
GNTAb A — M) B

3sp 2621;3 éljg(Al, /\2)

From the independence of D1, Dy and D3, we have:
. 1 .
n X var (QINT’db) =var(AY) + —————5 n X var (d()\l)Tﬁ()\g)) .
(g5 (A1, A2))?

As a consequence, our goal is to derive the limit of n x var ( (A )TB()\Q)) when they are estimated
from different subsamples. Let’s start with another expansion (a bit simpler version) of &(A) T B(\2):
a(\)"B()

T

.
! X . 1. 1 X

= {E1Oéo + L4 } (21 + )\1I> (22 + )\21) {2250 + =2 Nz}
n n

e (e -1, -1, Ta [ -1, -1 X po
= Qy 21 (21 + AlI) (EQ + )\QI) 22[30 + (&%) 21 (El + )\11) (22 + )\21) n
N -1 /. -1XTe, € Xy /e -1 /. -1XJ
T 1 €1 1A 2 K2
678 (B2t aed)  (Sr+aD) RGOS (S ) (Sh400) 2R
ST+ To+Ts+1Ty. (D.1)

We will compute the variance from the first principle, i.e.
var (a(\)TB(A2)) = E {(d(Al)TB(Ag)f] - (E [@(Al)TB(Ag)DQ .

First, let us take care of the easy term, i.e., the expectation. As (u,7)1LX and €; and s are also
independent (as they are from different subsamples), we have:

E [@(Al)TB(Az)} =E |:04(T§Jl (21 + )\11)71 (22 + >\2I)71 i250]
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To compute the expectation of the right-hand side, let us first compute the conditional expectation

. -1,
given D,. For notational simplicity, define wy = (EQ + )\21) Y2060.

T+ M

where the last equality follows from the same calculation as in the proof of Claim 1 of Lemma|[ET]

and the independence of the eigenvectors and eigenvalues of ﬁll. Here, 7,1 is the ESD of 21. Now
taking expectation with respect to Do, we have:

E [a(xl)ﬂéw) | Dg} —E [agil (21 +A11)_1w2 | Dz] = af woE [/ ”3 dfrml(x)} .

E [QJWQ] =E l:oz(—)r (22 + )\21)71 22ﬁ0:| = Oé(—)rﬁoE |:/ %)\2 dﬁ'n)g(.’lﬁ):| 5

where 7, 5 is ESD of 22. Therefore, we conclude:

E [@(Al)TB(&)} =aJ B E [/ - fAl dﬁn,l(x)] E U %AQ dfrn,g(x)}

=ag B E [/ %/\1 dftn,1(x) /xf)\2 dﬁn,z(fv):| . (D.2)

Now, we focus on the second moment. Again, as before, conditioning on D5, we have:

[ (a0 7800) 1 22] = 500 "E [a0u)a0n) ] B
From the definition of (A1), we have:
B(A2)TE [a(A1)a(M)T] B(A2)

— B(%)TE {(21 T )\11)_1 Siapag S (21 n )\11>_1] Bxs)

_ T _
+5(N)E |:<21 + >\11> 1 Siag 615(1 (il + /\11) 1} B(A2)

« . -1XTe R -17 .
+B(0)TE [(21 + )\11) LE, TS, (21 + )\11) } B(Xa)
n
A A -1 XTe e/ Xy 7 =11 4
T AO)TE {(21 ear) Xea Xy } Bv)
The expectation of the second and the third term will be 0, as €; Il X;. Therefore,
B(A2) E [a(A1)a(M) ] B(A2)
. . —1, 2
—E l(ﬁ()\z)—r (21 n )\11) Elao)

R . -1, 2
=E l(ﬂ(}\g)T (21 + )\11) 21040)
Again, by the same calculation as in Claim 1 of Lemma[E.T] we have:

B0w | (£1 4 01) 51 (B aT) | 500 = 180213 E | [ =g dRna )]
D.3)

For the other term, we have, by the same calculation as of Equation (E.2) in the proof of Lemma [ET]

(with u,, = ag, w,, = B(A2) and f(x) = z/(x + \):

<B(,\2)T (21 + /\11) B ila())z] (D4)

+B(X)TE [(21 + All)_l X;fl (31 + All)_l} B()

+ %B(/\Q)TE [(21 + m)_l (S + All)_l] B(X)

E
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= g [laalBI30)13 + 200 80w E| [ 5 )]

(p+2)
b sy JeolBIA0IE PPRPRT
prales i) ‘M]EK/ CEow d””’”””)”

~ CVO% 3 2 % {,C2 ~
D _(ad 42 — LoollIBA )l ]]E U( 5 dwn,l(x)}

(p+2) T+ Ap)

2

~ g | (17 2) @130 + laolBla0aIB| B | [ s diuao)]

Py |0 p ]EK/ e ap Tl )> (D.5)
Combining Equation (D.3)) and (D.4), we obtain:
B [(a0n 500 1 2] D.6)

i | (17 2) T30 + aalBIB0E| B | [ s dhuato)

T ooy |0 y ]E“ d”’l“)]

FLIBOBE | [ s dhuao)

(/ z f A dﬁ”’l(m))z

bt s (o )] {@0800)2 (1-2) + laolBlB0012 )

+ L IBORIBE [ / EFynE dfmw)} (D

= (ag B(N2))’E

It is immediate from Equation (D.6) that, for the unconditional expectation, we need to compute
the following expectations with respect to Dy, E[(ad 3(A2))2] and E[|| 3(X2)]|3]. The calculation is
similar to before, with slight modifications. First, let us compute E[(a] 3(X2))2]. From the definition
of B()z), we have:

1 XJ s\
n

E {(am(xg)ﬂ —E Ko{ (22 n /\QI> T 560+ al (22 + AQI)
E l(ag (22 + /\21) - izﬁo) 2 - XQTNZ‘;?T}Q
0

(22 + /\21) - ao}

+E {ag (22 + )\21>

R 1. -1 XTI
19K {ag (22 NPW | Sy + AQI) Qn’“‘g}

+ %E [ag (iz + )\21) B 3y (iz + >\21> - 040]

2

— gy Lol ol + 200 50 & | [ 555 dinal)|
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5 [ppenn - AR |(f oy o)

-5t [ - K| i et

# ool B | [ ot dnalo)
~ o [ (1 2) @l + HeolBlalg ] 2| [ 5 amato)]

L ]

The following simplification of the above expression would be required later:

E [(aJ Bw)ﬂ — (af fo)E l( | dm(””)ﬂ

+ o [ (s )| {@T e (1= 2) + HealBlal

+ %H%H% E U ﬁ dfrn,z(w)}

2
&€ N
£ (ag fo)’E l(/ Tt dﬂ'n,2($)> +Rip. (D.8)
For the expected squared norm of 3(z):
~ “ -1 . . —1 XTIJQ 2
E [”50\2)”%} =K U’ (22 + )\21) 2o + (22 + )\QI) 2T 2

_ ATE [z (82 a1) z} Bo+E [“Tnx (S2+21) X;”}

j=1 52
g Ta )2 ;\?72 1 S 2

= [|5oll3 E U(xflydﬁm(x)} +¢cE Umcmng(x)} . (DY)

Finally, we put all the pieces together to compute the variance. First, taking expectation with respect
to Dy on the both sides of Equation (D.6)), we have:

E {(o&(Al)TB(M))?
—E[(ag B(2)?*| E [(/ z fAl dﬁ"’l(x)ﬂ
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+ o e (o )| {E [@0300)7] (1-2) + lealie 15018)
+ 1B [1800IE] B| [ ol @)

(i) Je[ (] 2]

+ oy E [eren (s )| {E (038007 (1-2) + sl [150018]

+ 2B [13001] B | [ s dinato)]
(/ fol ditn 1 () /a:ng dfrnyg(x))2 </xfAl dfrnyl(x)>2]
+ o e (o )| {E [@0302)7] (1-2) + laalie 15018)

1 5 T
—E B3| E| | — =5 dfn
+ 28 [180013] B[ [ s o)
This, along with Equation (D.2), yields:

var (d(Al)TB()\g))

= (o Bo)2var (/ xfm ditn () /% dfrng(x)) + Ry ,E

= (ag Bo)’E

= (ag Bo)*E

+ Rl»PE

(/ z fxl dﬁ”’l(”)ﬂ

+ oy E [eren (s )| {E [@380w7] (1-2) + sl [150018)

1 A T
Le (130ne] [ [ s
LB [IB00IE] B | [ 5 dna@
éTl +To+T5+Ty.
To compute lim,,4o var (d()\l )T B ()\2)), we compute the limit of each T separately. From Theorem
1.1 of [28]], we have,

x x
li Ty =9 li —— dity, dity, =0.
anIglonx 1=0 anrglonxvar (/:c—|—/\1 1 () /x+)\2 s 2({,17))

From the definition of R; , in Equation (D.8), we have:

) {,92 + u2v2} + u? / ijiM;(;) .

X
li X Rip = —varx~
nl%(l;lon 1p CV X~ Fup (X + )\2

Therefore,

2, .22 2
. _ [of +utv X 5 [ xdFyp(z) x dFvip(z)
Mmnx Ty = ¢ AX~Fur (X+/\2)+“ / (x4 Ag)? T+ A\ '

Furthermore, from Equation (D.9), we have:

lim B[|3(x2) 3] = v* (/ W) e </ m)

which implies,
= (4 (] ) (8wt} st
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Finally, for T3, first observe that,

. 5 2 o X dFMP(JC) 2
i B [(0‘5 2) } - (/ +>\>
This implies,
) 1 X z dFyp(z)\>
B n x Ty = varx~pu <X+A1> {92 (/ x+M§2) *
2 2 1’2 dFMp((E) X dFMp({E)
“[”(f W+Aﬁ2>+c(/(x+&P>]}'

So overall, the limit is:

. A TA
%lﬁén X var (a()q) B(&))
2+ u?e? X x dFyp (x z dFvp(2)) >
= (QvarXNFMP () +U2/MP(2)> (/ MP()>
I X 4+ X (1'+)\2> s
1 X 9 x dFMp( )
+ CVarXNFMp (X+>\1) {Q (/ $+)\2 +
(ZL’+)\2)2 .T+)\2)2
2 JF F I
+{v2(/“”““))+c( ” o) TR
($+>\2)2 £L’+)\2 (.’E-I—)\l
Therefore, the limiting variance of 9;1:}? b

7111%10 n X var (9:1,};15 db)
2
Y +u v? X Q/I'dFMP(l') /
— var(AY) + e | rarmMply)
var(AY) + (ggj; )\1,)\2 ( VarX~Fur <X+>\2> T T
1 2 x dFMP
+ EVarXNFMp X+)\1 {Q </ .’I;+)\2 ) +
2 2 x dFMP l‘) .TdFMP .23
“{”</ w+An2)+c< w+&ﬁ
() e U U EsR)]
( + A2)? T+ Ap)2 (z+ A1)

T+ M\

y

This completes the proof.

D.2 Limiting Variance for ngpT b
Recall that in the case of Hgs\IpT 4P \we estimate ag and By from D;. The estimator takes the form:
GINTdb _ [ 9555, (A1, A2) Z ALY - (A1) TB(A2)
2P 9158 (A1, A2) n %fp(/\l’ Az)
Therefore,
—92 ~ T P
INT (A} A n X var (a()\l) ﬁ(/\g))
n X var (051:}? db) =({1- % var(AY') + 5
91 25p(/\1 A2) (g{NQEp(Alv )‘2))
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As a consequence, like the three-split case, we need to derive the limit of 7 x var (&(A1)T3(X2) ),

but the only difference is that they are now estimated from the same subsample. We break the proof
into two propositions.

Proposition D.1. The expected value of the conditional variance of &7 (A\1)3(\2) given Xy satisfies:

x? dFMp(JJ)
(z 4+ M) (2 + A2)?

lim nx E [var (dT(Al)B(A2) | Xlﬂ — (u® + 0%+ 20+ (1 +p2))/

ntoo

Proof. From the definition of the conditional variance, we have:

2

war (aT0WA0) 1 X1) =B | (aT0080) 13 - (2[aT0wi0w) | X1))

Let us first start with conditional expectation. For notational simplicity, define R(\) = (f]l + AI)~ L.
From the definition of & " (\;)3(\2), we have:

T

a’ (M)B(2) = {ilao - X;LG}T R(M)R(s) {2150 + XT“}

n

T - T X]—IJ’
= ElR()\l)R(Az)ElBO + oy ElR()\l)R()\Q) "

R XT TX XT
+ 67 S1ROWRO) =25 + S RO RO =LE

ST+ T+ T3+ Ty, (D.10)

As we are interested in the conditional variance given X, 77, being a function of X, will not
contribute. Therefore,

var (dT()\l)B()\g) | xl) —var(Ty + Ts + Ty | X,)
=E[(To +T5 + T)* | Xu] — (E[(T2 + T3 + Ty) | X4])?
As e and p are centered Normal random variable and independent of X, we have:
E[T; | X4] = E[T5 | X4] = 0.
Therefore,
E[[(T2 +T5 + 1) | X4] = E[Ty | X4]

TX XT
€ 2 RORO)E

=FE

. |X1} - %tr (R(Al)R()\g)il) .

(D.11)
Next, we consider E[(T, + T3 + T4)? | X]. Expanding the square, we have:

E[(T> + T3 + Ta)* | X] = E[T3 | X] +E[T} | X] +E[T} | X]
+ 2 (E[T>T5 | X] + E[T2Ty | X] + E[T3T} | X])
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From the normality of (e, 1) and their independence with X, we have the following conditional
expectation of the six terms above:

1R()\1) )\2 1R()\1)R()\2)0&0

E[T5 | X] =

B L1R(M)R(A2)E1R(A1)R(A2)Bo

E[T3 | X] =

)
)

E[T? | X] = (1+ p?) %tr (ZR(Al)R(AQ)ilR(Al)R(/\2)) n (gtr (illR(/\l)R(/\g)))z
ad B1R(A)R(M2)S1 R(A)R(A2)Bo

E[ToTs | X] = -
E[T>Ty | X] = E[:L/f] > ag S1R(A)R(A2)X; X, RO )R(A)X; = 0
E[TyT | X] = E[é 1 S B0 1 R(M)R(2) X, X, ROG)R(A)X, = 0

i=1

(D.12)
Combining Equation (D.1T)) and (D.12)), we conclude that:

var (dT(/\l)B(M) \ X)
ad Z1R(A)R(A2)S1R(A1)R(A2)ao ﬂo S1R(A)R(A2)E1 R(AM)R(M2)Bo

_ ag ZiRA)RA)EIRA)R(A2)ao | Bg S1R(A)RA2)E1R(A)R(A2) o
+ 2O‘gilR(Al)RW)EIR(MWA?)BO e ;”2% (f]R()q)R()\z)th()q)R()\z))

(D.13)

Therefore, we need to compute the expected value of the four terms on the RHS of the above equation.
Towards that end, we first compute the expectation of a general term of the form:

E

n

uTilR(Al)R(Ag)ilR()\l)R()\g)v]

This would cover the first three terms of the RHS of Equation (D.13). Suppose ¥; = Z§:1 0;0] 5\j

J
denote the eigendecomposition of 1. Then,

TSIR(A SiR(A A2
u’ 3 R(A)R(A2) X1 R(A1)R(A ZE uTo;)(vT8;) i
n (/\ +)\1) ()\] —|—)\2)2

(D.14)

From the rotational symmetry of the Normal distribution, we know that the eigenvectors and eigen-

values of ¥ are independent. Moreoever each eigenvector ©; is uniformly distributed on SP~!. Using
this fact, we obtain:

E

A

E - -
(A + A1) (A5 + A2)?

(UT@j)(VT@j)Xij =E[(u'd;)(v 0;)]E

2
Aj

(A + A1)2 (4 + A2)?

uTV
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In the last equality, we have used the fact that for a random variable 7, uniformly distributed on Sp—1,
we have E[(u”7)(v ' 7)] = (u' v)/p. Therefore, going back to Equation (D.14), we have:

e u" 3 RO)RM)EIRADRM) V| uTv . Ez”: A2
n n P (N + A2+ A2)?
T 2 da
2 Vg [/ z” dfin(2) } (D.15)
n (x4 M)2%(z + X)?
We now consider the expectation of the fourth term of the RHS of Equation (D.13)). Using the eigen
decomposition of X we have:

=1

(14 0% . . (140, % A
———E |tr (XR(A\1)R(X2)X1R(A\1)R(A =——F = =
nQ |:r( ( 1) ( 2) 1 ( 1) ( 2)):| ,n2 ;(A]‘F)\I)Q()\]"’)\Q)Z
J
)2
:C(1+p2)E EZ i )\JA
n P AR+ A2
)y, [/ 22 din () }
N n (z+A1)2(x+X)2 ]|
(D.16)
Finally, combining Equation (D.13)), (D.13)), and (D.16), we conclude that:
2 A
- . B ) 9 x? dity (x)
nE [var (a (AM)B(A2) | X)} = (||a0 +Bollz+c(1+p )) E [/ CESHEER! )\2)2] .
R D.17)
Now, using DCT and the fact that ESD of ¥J; follows Marchenko-Pastur law, we conclude the proof
of the Proposition. O
Proposition D.2. The expected value of the conditional variance of &' (\1) B(Ag) given X satisfies:
R 1 X2
. AT _ Lo 9 2
lim o xvar (E |67 (A)F0) | X]) = C [0 + 0] varxeee ((xm)(xm)) '

Proof. It is immediate from Equation (D.I0) that
var (E [@T(Al)é(&) | XD = var (aOTilR()\l)R()\g)ilﬁo FE[Ty | X])
= var (agﬁlR(Al)R()\g)fhﬁo + %tr (R()\l)R()\Q)f)» .

Next, we compute var (aOT $1R(A)R(A2)S, ﬁo) and then argue that the variance of the second
term is of negligible order. Towards that end, an application of Lemma [E1]yields:

) . w202 4 g2 X2
limnxvar<aTER)\ R(X\2)X )zivarN ( )
Jim 0 21 R(A1)R(A2)%150 - Xeree XX+ )

Therefore, to conclude the proof of the Proposition, we need to show that

liTm n X var (Btr (R(Al)R(AQ)fJ)) =0.
ntToo n
Towards that goal, we will again use Theorem 1.1 of [28].

lim n x var (gtr (R(Al)R(Ag)i)) = lim n x var (cp/ (

ntToo ntoo

x dft, () )
x4+ M)(z+ A2)

5 9. x dftp(x) >
=c“p” lim n X var — | =0
P oo (/ (x4 A1) (2 + A2)
Here, the last inequality follows from Theorem 1.1 of [28]. This concludes the proof of the Proposition.
O

Finally, combining the results of Proposition [D.T]and [D.2] we conclude the proof of the limiting

. £ GINT.db
variance of O, .
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DR,db

D.3 Limiting Variance of éQsp

Recall that é];SI;’db has the following form:

GPRAD _ pp () [GPR 7&()\1)TB(A2)H2()\)}

2sp

= ) | 30 (%= XTAQR)(A — XTa0w)) — 6(0)T B0 Ha(A)

L €D2

= BN (a0 — 4(A))Ea(6 — B0)) + = 32 (X (o — BO))es

1€Do

+% D (X (a0 — &) + % > e — d(Al)TB(Az)H2(A)]

1€Do i€Do

We next use the tower property conditional on D;. The conditional expectation is:
E (02 | D1] = Hi(\) [(a0 — a0n) T (B — B02)) + 00 — a(M) T B) Ha(N)|
Taking the variance with respect D7, we have:
var (E 025" | D1 )
= Hi(A)var (a0 = a(\)) (8o — B)) — G() T B0ke) Ha(A) )
= H(Avar (6(00)TB()(1 = Ha(X) = a(M)T o — af ()
= HI(A) [(1 = Ha(X)>var(@(A) T B(Xa)) + var(@(M) o) + var(ag A(2))
—~2(1 = Hy(\))eov (6(0) TB0%e). a(M) ") = 2(1 = Ha(N))eov (a(0) T B(Na), af A2))
+2cov(@(M) " By, ag BXa))]

‘We now derive the limit of each of the summands. For the first term, we have from Propositionl]Zfl
and[D.2]

A 2
Tim 0 x var(@(A) T B(ke)) = (u? +v* + 20+ (14 p%)) / @ Al)f(x )7 ()
oo, o X?
+= [u?v® + 0% varx ~pyp ((X+)\1)(X+)\2)) .

For the second summand, we have:
T T
~ T S Xl €1
var(a(A1) ' Bo) = var R(M)Xia0 + R()\l)T Bo

S XT€1
= var(ag X1R(\)Bo) + var <ﬁ0TR()\1);>
= var (OéoTilR()\l)ﬂo) + %E |:50TR(/\1)21R()\1)§0:|

= var (anhR()ﬂ)ﬁo) +[15oll3 E [/ aéjin;f;;)}

From Lemmal[E.T] we have:

A 1 X
7111#[;1071 X var (angR()\l)B(J) = 2(92 +u?v?) varx o pyp <X+>\1>
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Therefore,

) R 1 X x dFMp(a:)
lim n x var(@(A) " o) = ~ (0 + u*v®) varx e (X n /\1) +? / ICESWER

A similar calculation yields:

1 X x dFMp(.Z’)
hTm n X var(ao ﬂ()\z)) C( + u?v?) varx ~ Fyp (X T )\2) +u? / W :

Next, we compute the limits of covariance terms:

cov (6(0)TB(N), 4(M) " o)

Te T X p 7 X{ e
= cov (ao S1RO)RO)E1 fo, g 1R()\1)ﬂ0) +cov ((ag S1RO)RO) =HEL 5T ROL) =L

X/e - X/e X X/ e -
+ cov (553@1)11, By S1R(M)R(A2) ; 1) + cov <“1an(A YR(M\p) 22 leR(Al)ﬂo) :
For the first covariance term, an application of Lemma [E.3] yields:
cov (ozgi1R(/\1) (X2)%1 80, af 1R()\1)ﬂ0)
1 2 2 2 X? X
—_— C(u v +Q )COVXNFMP ((X+)\1)(X+A2)7 X+>\1
For the second term, we have:
R X X/e
cov (agmm)mz) L B ROW) = 1)
. X X/e
=E Kagle(Al)R(Ag)ln“l> <BJR(A1) ; 1)}
9 R
8] ROWE RO R () S1a]
90 Tﬂ |:/ 1'2 d’ﬁ-n,l(x) :|
T on %o o (x4 M)2%(z+ Ao)
Hence,
. X X e 22 dFyp (z)
li TS R(A)R(Ng) =2 J R(\)— 0 / .
anrglonxcov <a0 1R(A1)R(A2) — o R(A1) - — oo EFSWEEESw
For the third term,
X/e A X/e e'X A X/e
cov (5JR(A1) L2l By S1R(A)R(A:) ;1) :E[ - LR(A)BoBg S1R(AM)R(M) ;1}

E 8] $1RO0)RO2)E1 RS
18113 2 ditn,1 (2)
= EQEU (as+)\1)2(;c+/\2)}

XTE ~ TE SU dF; )
. T 1 €1 T 1 MP
TlllTrglon X cov (»30 R(A\1) — By B1R(A1)R(A2) " ) v / CEBNECESYE

Therefore,

For the fourth term:

'x XTe A
cov (Mlan(/\l)R(/\Q);1,0152113()\1)50)

_E [(’?R(Al)R(Ag)X%l) (ag 213@1)50)}
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] E {O‘S—ilR()‘l)BO}

- %IE [tr (RODRO)E: ) o £1ROW) A — %E [tr (RODRO)E) | E [af $1R() )
(

e e S p

—eelm e[ i [ ey E L el B e

— 0.

The last conclusion follows from Theorem 1.1 of [28]]. Therefore, we conclude:
lim 1 x cov (d()\l)TB()\g), @(Ag%)
X? X >
X+M)(X+X) X+

.’L‘2 dFMp({L‘) :L‘2 dFMP(LL')
* 90‘9/ (x + /\1)2(1‘ + )\2) + 'U2 / (a: + )\1)2($ + )\2) '

Now, we analyze the second covariance term:

cov (d(Al)TB(Ag) ag (>\2)>

R R R R XT XT
= Cov (agle()\l)R()\g)Zlﬁo, QJR()\Q)ElﬁQ) -+ cov (063—21R()\1>R()\2) 1TL”1 s a(')FR()\2)lnu‘1)

1
= E(U2U2 + 0%) CoVx Py <(

X1TH1

- XTe X XTe -
+ cov (QJR(AQ) . By B1R(M)R(\2) ; 1) + cov (“1n 1R()\1)R()\2)zl,aJR()\g)Elﬁ()) .

Same calculation as for the previous term yields:
lim n x cov (A(Al)TB(Ag), %TB(AZ))

71 oo
X2 X
X4+ M)(X + X))’ X+>\2)
n 909/ 2? dFyp () L / 2?2 dFyp () .
(@ + A1) (@ + Ag)? (@ + A1) ( + A2)?
Finally, for the last covariance term:

cov(a(A1) " Bo, g B(A2))

. N X XTe
= cov (aJElR(Al)BO, aJR(AQ)zlﬂo) + cov (%TR(AQ) 1n“1, T R(\) ; 1)

1
= E(uQUQ + QZ) COV X~ Fyp <(

Same calculation as before yields:
lim n X COV(@()\1)Tﬁ0, 040T 3 ()\2))
ntoo

71 2 92 2 X X / CL'dFMp(x)

Combining the limits, we obtain:

lim n x var (IE {9?51;” b | Dl})

ntoo

= H}(A\)(1 — Ho(N))? [(u +v% + 20+ (1 + p?) /

1
+ P [u2v2 + 92] varx .~ Fyp

Tt Al CESWERAS

<(X+A1 (X + Xo) ﬂ
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1 F
+ HZ(\) (C(Q2 +u20?) varxpyp ( ) +,U2 xd MP(J:))

X+ M (x4 A\p)2
1 xdF x)
2 2 MP
+ H{(N\) (C(Q + u?v?)varx o pyp (X+/\2> +u +)\2)2 )
COH2(AN)(1 — Ha(N) |2 (u20? + 0?) cov X
! 2 c XeBae \ (X 4 ) X+)\2) X+ A

xQdFMp(.Z‘) 2 FM 37
+009/(x+)\1)2(m+/\2)+v /(

—2HZ(A)(1 — Ha(N)) {i(uQUQ + 0%) CoVxm Fyp ((X +)\1))((X )’ Xj_()\2)

+00@/( I2 dFMP('I) —|—’U,2 /( z2 dFMP(I')

T+ M)+ A2)? z+M)(@ +X2)? ]
X X x dFvp ()
2H? ~
+ |: (U'U“‘Q)COVX FMP(X+>\1’X+)\2)+Q/($+)\1)(x+)\2)

(D.18)

HDR.,db

2sp . The conditional

Next, we derive the limit of the expectation of the conditional variance of 6
variance given D; is:

var( DRdb|,D)

_HE (N
- @ (var (a0 = a() XX T (B = (X)) +var (X7 (B — B(Aa))e)
+ var (X T (ag — &(A1))p) + var(pe)
+ 2cov (X (g — &), X (8o — BA2))e) )

HE(A)

var ((Y “XTA0)) (A= XTa(\)) | D1>

(Ilao —a(A)I31180 = B3 + (a0 — &A1) T (Bo = B(A2)))? + [lawo — &(M)3

+ 1180 = B3 + 20(c0 — &A1) T (Bo — B(X2)) + 1+ p2)
HE(N)

||l>

(Th +T2+T3+T4+2pT5+1+p)

In the second equality, rest of the covariance terms will be 0 because of independence between X
and (e, v) and the fact that E[ue?] = E[u?€] = 0. Now we take the expectation of T; for 1 <4 < 5.

For notational simplicity, define R(\) = (3; 4+ AI)~!. We start with the expectation of T}:

2
Xfel

X )
—XaR(\2)fo + ROo) =L
2

E[T)] =E

H—AlR(Al)ao + R(\)

2

T 2
Xl €1

X €
{A%||R(A1)a0||§+HR(A1) —2\1ag R%(\) ;1}

2
X]
— 2] B (he) =L H

2

X
n

2

< {A§|R<A2>ﬁo|§ n HR(AQ)

X{ p 2
=E X3RO aol3IIRO2)B0ll3 + AT R(A)aoll3 | R(2) ==

2

2 2 2

T

X, €
R(\1) ;1

X1T€1 XlT,ul

+A31IR(X2)Boll3

R(X2)

+ HR(/\I)

2 2 2
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XJ e pl X
+ 4A1A2a§RQ(A1)1T€1%

R%*()\2) ﬂo] [Rest have mean 0]

ENINT + A The + A3Ths + Tia + 4\ Ao Ths
Now, we find the limit of each of the above summands:
Ty = E [|[R(A1) o131 R(A2)Boll3]
1 1
2 2
— u“v ——— dFup(x ———— dFvp (o).
| o Pl [ e B @)

X
(A2)—-—=

T12 =E ||R(A1)Oéo||§ R )\2

2

2] _ %E 1RO aollftr (R2(0)$1 ) |

2 1 u A
=cE |ag R?(\)a (;;; ))]
T YO e SIS S N B R o WP
= cllaoflz E ( Z(/\ ISWE )(pz A\ +)\2 )]

—>CUQ/(J;+)\1)2/ (x+)\2)2 .

A similar calculation yields:

Ty — cv? / m dFyp(z) / m dFPyp () .

For T} 4, we have:

XTe | XTI
fu=F HR<A1> Ler]| | gy Xim
ol n 2
T XR2O)X] X1R2 AQ XT
=K T 1 H

:Gtr(R?(Al)il))( tr(RQ()\g) )) —tr( (Al)ilRQ(Ag)il)

BN / % dFyp () / (% dPyp () .

T+ )\1)2 x + /\2)
Finally for T75:
X 'x 1 .
Tis =E {OLJR?(A )L ELHL R B2y )50] 6, -E {aJRz(Al)ERQ(AQ)BO}
n n n
T » L.
=0 aOhBO]E }Z - )\A
pj:l ()‘j + A1)? 0\ + A2)?
— 0.
Combining the limits we conclude:
)\2 dF; (.’E) )\2 dFMp (.’E) )\2 dFMp ((E) X dFMp ((E)
[T 2 2/ 1 MP / 2 2/ 1 /
)= =07 ) a7 ) mranr ) row)?
—|—CUQ/ )\% dFMp(a?) / l‘dFMp(a?) +62/xdFMP(JU) / xdFMP(JC)
(z + A2)? (z 4+ )2 (z 4+ A1)? (z + A2)?
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Now we focus on T5:

B[T:) = E [((a0 — &) (B — B(%2)))?]]

X g1
=E |:|:)\1)\20[JR(A1)R(A2)/80 — Ala(;rR()\l)R(Ag)lT

Xle, €'X X 1°
+ -2l RO RO L 4 S RO RO T

2\2( T 2 2( T XTm ?
=K )\1/\2(040 R()\l)R()\Q)BO) +)\1 <a0 R()\l)R()\Q)n)

T 2 T T 2
+ 23 (3 ROWROELL )+ (2RO RO T )

TX XT
€ LR R() L
n

+2X1 Xaag R(A1)R(X2)fo

n

+2X1 X2 (040 R(/\l)R()Q)XiM) (50TR()‘1)R(>\2)X1T€1)]

n
2 NINITYy + N3Tog + AN3To3 + Tog + 201 Ao (Tos + Thg) -
We start with T5:
E[T3]
= E[(ag R(M)R(X2)50)?]

B P (v o) (® TBO) 2
E{(; (A + M) +A2>) ]
= [laol2lIBo ]2 + 2(a Uf 7) dn1 (@ }

(p+2)[
(frrsc)]

LHQ( o ||ao|| ||60||2] UfZ S } Eqaion E3)
where f(I) =1/(z+ A1)(x + Xo). Therefore,

2
rlzlrrc?o E[Ty] = 0 (/ @ _~_d)1\:‘11\)4a(_|_) /\2))
E <aJR(>\1)R(>\2)X{IM>21 leE [ao R(Al)R(Az)ilR(Al)R(/\Q)ao}

=c|ao3E [/ (z +x>\cll7)%;(7;(i)>\2)2}

9 {EdFMp(Qi)
e / CESNEICESHER

p

-1 {p+2
1

( Tﬁ) ||Oéo|| ||60||2:|

Similarly, for Th3:

x + /\1)2(.13 + /\2)2 '

E[Ty3] — cv? /(

For T54, we have:

2
E[Ty] = E [(e'l's(l R(Al)R(Ag)XIul)




= 02E -<1tr (R(M)R(&)&)ﬂ

n

+ (L4 | ptr (RODROE RO A0S )|
| wdini(z)  \2|  (1+62) 2 dity 1 (2)
= ok _<C/(~”C+>\1)(=T+)\2)> ] * n : CE{/ (33+>\1)2(9U+)\2)2]

:L‘dFMp({,E) ?
— 205 (/ (x+)\1)(x+/\2)> '

Now, for To5:

E[Ty5] = E [(agR()\l)R()\z)X{:“) (50TR(>\1) (>\2)X1 61)]

€l 1 1M1
:E[ 173( R(M)R (>\2)ﬁ0ao R(A )R()Q)X # }

= & [tr (food RODRO)ERA)R())|
= TE [af ROWROWSRO)RO)5]

=c(ag Bo) E [/ (z +9U/\61i7;n(7;(f_))\2)2}

JZdFMp($)
—>CQ/($+)\1)2($+)\2)2

Finally, for Tsg:

E[Tys] = E [(aOTR(Al)R(Az)X{LM> (50TR(>\1) ()\2)X1 61)]
2 [0 R0 (3 od RO O X4

JZdFMp($)
—ree / ($+)\1)2($+)\2)2 ’

Combining all the terms, we conclude:

. A2A3 dFyp (z) 2 (cu® X2 + cv?)3) o dFyp (2)
_ 2 112 “'MP 1 2
lim E[T3] = o (/ (x+A1)(x+A2)) +/ (D.19)

oo (@ +A)2(z+ A)2
. 2
dFvp () A\ Aoco x dFyip(x)
292 / L eoMp / D.20
el ( CEEN IS N R ES N E S L (20
For T3 we have:
o 2 X1T€1 ?
E[T3] = E [||a0 — a()\1)||2] =E |||[-MRA\1)ao + R(\) p
2 T € X1 Xirel
= ME [of R*(M)ao] +E - ———R*(\ )T

— ol | [ G 4 L (RO
ool | | Hes ] o[ [ £0al)
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/ )\1 dFMp / x dFMp (ZL')
— U +c —_ s -
l‘ + )\1 (CC + /\1)2

A similar calculation yields:

E[Ty] 2 .
4 v / .13 + /\2 te (JJ + )\2)2

Finally, for 75, we have:

E[Ts] = E [(a0 — a(A))T (B0 — B%2))|
-

-
=K l(—)qR()q)Oéo + R()\l)X;GI) <—)\2R<)\2)50 + R(/\2))(1;Nl)

= M E [Oz(—)rR()\l)R(/\z)ﬁo] +E |:€T

= MA2ag BB [/ @ erj:)zixl )\2)] + %tr (R()\l)R()\g)21>

v e[| O en [ [ ]

dFMP (x) X dFMp (x)
—>)\1)\29/(x+)\1)(x+)\2)+C/(x+)\1)(x+)\2)'

Combining the limits of (T4, ..., T5) we conclude that:

1R(A1>R(A2>X{L‘“]

1imn><E[var( oP%Ab | D, )}

ntoo 2sp

o 2 2 9 )\1 dFMp(l‘) )\2 dFMp(Qi) 2 )\% dFMp(,’E) xdFMp(:v)
— ) [“/ @+ M) / (o4 2)? var (x4 A2 /<x+w

w? / A} dFyip (x) / rdFup() / 2 dFyp(z) / z dFyp(z)

(x + A2)? (4 A1)? (x+M)? ) (z+X)?

9 A2\3 dFyip () ? (cu?)2 + cv?)\2) x dFyp ()
e (/ (xlil)(xﬂg) +/ CESNECESWE

212 xdﬁMp(.’L‘) ? 4)\1)\20QxdFMp(l‘)
et </ (a:+/\1)(z+>\2)> +/ (+ M)2(z + \2)2

2 /)\% dFMp((E) +e /xdFMp({E) +1)2 /)\% dFMP(l') +e /.’EdFMP(l')

(x+X)2 (z + A\1)2 (T + A2)? (x+ X2)?
dFMp(m) / x dFyip () 2

Adding the limits in Equation (D.T8) and (D.21)), we conclude the proof.

D.4 Limiting Variance of HQNSl;” db
Let us start with the definition of 021\21; db.

0 ® = Hi(X) l D Vi(Ai = X[ a(\) — @) T B(A2) Ha(A)

1€Dy

where the definition of functions H (), Ha(-) is immediate from Equation (3.6). The term H; ()
will be squared. As for the doubly-robust estimator, we start with the tower property of variance,
condition on Dy :

var (GQNSIS db) = var ( [GQNSI;‘ Aab | DlD +E [var (955}; b Dl)]

45



For the conditional expectation, we have:

E 635 1 1] = Hi(&) (a0 = a(0))TBo + b0 — a(0)TA() Ha()
Hence,
var (E [é;if;vdb | Dl}) = H2(A)var (a(m% + d()\l)TB()\g)Hg()\))
= HE(A) [var(@(\) T o) + B3 (Avar(a(\) T B(A))+
)

2Hy(X)cov(a(M) T Bo, (A1) T B(A2)

In the proof of the limiting variance of é;NpT P e have already established that:
2
- T
limnxvar(d)\ TA(A ): u? + 0% 420 + ¢(1 + p? / dFyp(z
ntoo ( 1) 6( 2)) ( 4 ( P )) (l’ ¥ )\1)2($ ¥ )\2)2 MP( )
Lo o 2 X
- ~ D.22
+ c [U v+ % ] varx Fap ((X ¥ )\1)(X ¥ AQ) ( )
From the proof of the limiting variance of ég;;’db, we have:
. N 1 X xT dFMp ({L‘)
1 X AT Bo) = = (02 + u2o? N 2/
anrglon var(a(A1) ' Bo) c(g + u v®) varx ~Fyp Xt n +v EESWE
- 1 X? X
lim n x cov(a(A) T Bo, &A1) T B(A2)) = = (u?v? + o) covxn ( , >
ntoo ( ( 1) ﬁO ( 1) B( 2)) C( 0 ) X~Fump (X+A1)(X+)\2) X_|_)\1

2?2 dFPyp (z) 5 22 dFyp ()
- 909/ (x4 A1)2%(z+ A2) v / (x+A)2(z+ A2)

Therefore, we obtain:

lim var (IE [éNR’db | DlD

ntToo 2sp

1 X x dFyp ()
— B2 | 2002 + 0202 N X 2/&
1( ) |:C<Q +utv )VarX Fump X )\ to ($+)\1)2

+HZ(N) ((u2 +v2 + 20+ (1 "‘/’2)) / (r + /\1)326(:54_ PSE dFvp(2)
Lo 2 X2
+ p [u v+ 0 }varx~FMp ((X+)\1)(X+>\2))>
+2Hs(\) (i(u2v2 + 92) COV X ~ Fyip ((X T )\1))(()( +X) X f/\l)
ac2 dFMP(J?) 2 -1'2 dFMP(x)
+90Q/ (x+A1)2(z + A2) o / (x+/\1)2(x+)\2))] 29

NR,db

Next, we consider the expectation of the conditional variance. The conditional variance of éQsp

given D; is as follows:

var (éNR’db | Dl) = HE(Y) var (Y(A - XT@(Al)))

2sp

= Hlii)\) var ((XTﬁo + u)(XT(CVO —a&(M)) + 6))
_ anm [var(8 XX T (a0 = G(A1))) + var (¢ X Bp) + var (u X (a0 — &(M)))

+var(pe) + 2cov (e X B0, n X" (g — a(M)))]
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2
- Hln(A) (lao = &AIBN1B0lI3 + (a0 — &(A0)) o) + oo — a(A)|13

+|olI3 + 2p(a0 — &A1) " Bo + 1 + 65)
We have already established:

i Ellay — a(w)f = [0 2 4Bl

nt (il?—f— )\1)2 ((E + )\1)2 s
dF;
iiTrgloE[(ao —a(\) Aol = Mo /%ﬁ? ;

, X B dFyp(z)\”
tin (a0 — a0’ = 2e* ([ (e

Combining these we have:
) A2 dFyp(z) x dFyip (z)
GNR.db _ g2 2,2 1 af'mp MP
s e (255 21) = v o ([ AR e [ 5D
dFMp(x) 2
+ )\2 2 </
1@ (.I'+)\1)

A2 dFyp () x dFyp ()
242 1 %7 MP L eTMPAY)
+v° +u / @+ \)2 +c / EESWE

dF,
1200\ 0 / %ﬁl) +1+ 93} (D.24)

Finally, adding the expressions in Equation (D.23) and (D.24)), we conclude the proof.

hDR,db

D.5 Limiting Variance of 0~

HDR,db
3sp

hDR,db

3sp , as defined in

We now establish the limiting variance of 6 . Recall the definition of 6

Equation (3:8):
IR = 157 (v = XTBOW)(A: — XTa(00)) — a) B (A,

i€D3

where the definition of H; () is immediate from Equation (3.8). As before, we will use the tower
property, but now we will condition on D;.5 = (D7, Ds). The conditional expectation is:

B[00 Dra] = (a0 = a(0)) T (B0 — A2)) + b0 — &) T BO) i (N)
= a(M)TBA2)(1 = Hi(N)) — ag B(As) — &(M) " Bo + ag Bo + b
Therefore, we have:
var (E |62 Do ) = (1 = Hi(N)*var (a(0) 7B )) +var(ag (M) +var(@(M) " o)
—2(1 = Hi(N)cov(@(M) " B(Xa), ag B(A2))
—2(1 = Hy(A)cov(a(A1) T B(N2), &A1) Bo) .

We first use the independence between @ (A1) and 3(\2) to simplify the covariance terms. For the
first covariance term,

cov(@(A)TA(), g B(A2)) = E [a(h) T B()ag B)| — Ela(h) B0 Elag B(X)
—E [E[a(\)]TB(A)ad B2)| — Ela(A)] TEIB(A)]ad EB(Ae)]
= Elag E[E1R1 (M)]B(A2)ag B(As)]
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—E [QJE[ElRl()\I)]B(AQ)} E[O{JB()\Q)]
=E [/ W} var (aoTB()\g)) ‘= fin,1var (agﬁ()\z))

cov(@(A) T B(A2), &A1) T By) = E U ”m] var (&(M\) ' Bo) = pin avar (&(A1) " Bo) -

Plugging these in the expression of the conditional variance, we have

var (IE [ jOR-Ab QD — (1 — Hy(\)?var (év(/\l)TB(/\g))

+ (1= 2(1 = Hi(X)pan,1) var(ag B(Aa))

Similarly,

+ (1 - 2(1 - Hl()‘)),un,Q)Var (d()‘l)Tﬁo)
It is immediate that:
nToo xX dFMp(aj)
n,1 — >
Mn,1 / R )\1
,Ufn 2 ? e + /\2

AINT,db
limiting variance of 6

We next find the limit of each summand individually, and then add them up. From the proof of the
3sp  » We have:

}LlTIglon X var (&(/\1) 50\2))
1 X
= LvarXNFMP <X—|—)\2> {Q +u y2}+u /(scx

s (535 ) {2t ([ 25, amw) '+
2o ([ ot anem) e ([ o amee)|}

x4+ Ag)?

o) o [ ) (] i)

(x+ A1)
jDR,db )
From the proof of the limiting variance of f5,,""", we have:

1 T 2,2 N 2 / T 9
lim n x var(@(h) o) = ( tuv)vareme \ 3550 ) T )
1 X x dFyp (2)
I A 2 2 2 N /7
lim n x var(ag B2)) = = (0" + u™v®) varxerme | 5 ) T a2
Therefore, combining all the terms, we have

Jim var (B 85,12 )
(- mO)? {[fvarwm (355 ) (e
i / T e } ( / = dFMp(a:))2
Do <M>{ (/55
2 [UQ ( / ﬁ dFMP(x)) e ( / ﬁ dFMP(x)>] }
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+ {ﬁ (/ﬁ dFMp(x)) be (/ﬁ dFMp(a:)>} </ TR dFMP(x))}
i [ (v (1) 5285

(-0 [ (s (5 ) o [ 22520
(D.25)

<

>+

Next, we derive the limit of the expectation of the conditional variance. Towards that end,
var (B5°[D5) = Lvar (v~ XTH())(A ~ X Ta(\))
= var ({00 — 6(0u) XX (B — B0) +var (X7 (5 — H(a))e)
+ var (X " (g — &(M\)) ) + var(pe)
+ 2cov (X (a0 — &), X (8o — Bra))e) }
= (lloo — GO B1180 ~ BB + (00 — &) (B — B
oo = GO + 180 = B3+ 2o(c0 = a(A) T (B0 — Br2)) +1+63)

Now, we derive the limit of each summand separately. As already established in the proof of the

limiting variance of gDR-db

9sp > We have:

_ ) A2 dFyp (2) z dFyip(z)
TILlTrgoE[HOzo—OZ()\l)H%] u’ / (T + A1)2 ¢ /W
. ) A2 dFyp(2) x dFyp(x)
T{IT?OE[IIBOfﬂ(Az)H%} /Hl\ﬁ\z)+c /(achMAPg)?

As aq and 3 are estimated from different subsamples, we have:

. R A2 dFyp () x dFyp(z)
i E Nl — a0 2160 — 80w 2] = 2/¢/7
lin & o — (W30 — B0 1E] = { (2[RI 4 o [ 2Bl
A\ dFyp(x) z dFyp ()
2 2 al'mp MP
X(” / (@ + Aa)? ”/ <x+A2)2>}
. . ~ dFMP(l')/dFMp([L')
lim —a(M) " (Bo — B(A2)| = A
i B [(a0 — 40w) (o — B0%a))] = Anrag [ D) [ dBurs
Finally, for the square of the inner product, we have:

E [((a0 —a(n)" (80 — H(2)))?]
= A3E [(a0 — &(A1)) " Ra(A2)BoBy Ra(X2)(ag — &(A1))]

_AME [(ao — a(\)T Ra(A2)fo

=0

CWE [<ao — ) Raha) X222 47 Ry () a0 - aw))}

=0
T T
=+ E |:(Oz0 — d()\l))TRQ(/\g)%ugT}(QR2(/\2)(aO - @(Al)):|
= M E (a0 — 4(\)) T Ra(A2)fo) ]

+ %E (00— 4(A) T RO)E2R () (a0 — a(M)] |
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Let us analyze the above two summands separately. For the second summand, observe that,

L& [(00 — 6(0) T RO RO) (a0 — 4(0)]

= %E [lao — &)1 E [/ ?jinjz(;)}

Therefore, this summand is O(n 1) and hence asymptotically negligible. For the first summand:

E {((0&0 - d()\l))TR2(/\2)60)2]

N (p j— 2) [Emao - @(Al)Hg]Hﬁng + QE[((QO — @(Al))Tﬂoyu E [/

e dmx)}

P[P it — aOunT gz Ellao = &) l3]1150l13 1 - ?
L2 Bl - a0 o) o) }E[(/ Ty ) ]

LT sy Tan - Ella = 0003
L [ B((a0 - ) Ao SO g | f

— dmc)}

2
- mwao — (A1) fo)?JE [( / (

Asa consequence,

im £ (20 — a0 )) TR0 = { 1 El(Gan — a0 75071} ( [

ntoo

Now, to find the limit of the right hand side,
E[((a0 — a(M)) " £o)?]

_g [{ (—*1Rl<A1>ao +RI<A1>X£€1>TBO}2]

T 2
<)\104(TR1 (A1) Bo + ﬁoTRl(Al)X:;l) ]

1 X 2 ~
den(x)> +0p™Y).

dFMp(x)>2
(z+ A2)

=E

.
=ME [(O‘S—Rl()‘l)ﬁo)z} +E [6131

.
Ri(A)Bof] B () L 61}

(] o)

. o o ([ dFup(@))?
}LITISOE[(QJRI()\OBO)]:Q (/ (xlf_P)\l)>

By a similar calculation as before, we have:

p2

—1
TR ES) o)

E [(af Ri(M)Bo)?] = (ag Bo)’E

Therefore,

Also,

.
Xilel] - %]E [5531@1)2131@1)50] = O(nY).

.
E {61;{1 Ri(M)BoBy Ri(M1)

Hence, we have:

lim E [ (00 - a(\) T Ra(A)f) | = Ae? (/ ‘(’fﬁpif)’f </ C(l?fg))f '

This, in turn, implies:

lim B [((a0 = a(3)) " (B0 = AA)))?] = NiA3e? (/ C(Tff))f (/ C(ifﬁpg)))z '

Collecting all terms, we conclude:
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x dFMp ((ﬂ)

limn x E
ntoo

ADR,db
[var (Ggsp

|D1:2)} - {(“2 / (x+ A1)

(7

dFMp((E)

-/

k=]
o [

(z+M)?

(T + A1)?
X dFMP(JC)

({,U + )\2)2
dFMp(x)

/

2001\
+ 0129/ T+ M

dFMp (SL’)

T+ Ao

2
+>\%)\§g2 (/ )

+1+65.

(z+ A1)

(/ dFvp(x)

(a: + /\2)

(4 A2)?

y

)
)}

(D.26)

Combining Equation (D.23)) and (D.26)) we conclude the proof.

D.6 Limiting Variance of éiﬁ’db

The calculation of limiting variance of éiﬁ’db is similar to that of 9?])351;’(“)

property, conditioning on D;.5 = (Dy, D3). Recall the definition in Equation (3.3)):

{

where the definition of H; () is evident from the definition. The conditional expectation is:

E [@deb | D1;2} _ BOT(QO —a(M\)) + 6y — d(Al)TB(Ag)H1(>\)

3sp

ANR,db __
935[) -

% Z Yi(Ai — X;"a(A))

1€D3

} — (M) T B(2) Hi(N)

Therefore, we have:

var (E [éNRvdbmmD — var (ﬁJ a(n) + o?()\l)TB(/\Q)Hl(A)>

3sp

. We again use the tower

=var(g a(A1)) + HZ(Mvar(a(A) T B(A2)) 4+ 2H1 (A)cov(By (M), @A) B(A2)).

We have already established in the proof of the limiting variance of é?;;’db that:

lim nx var (6(0) T B(%2))
_ [ivarXNFMp (foQ) [0+ 020’} + o2 / T dFMp(a:)] ( / 5 dFMp(x>>2
+ %varmFMp <X)+(>\1> {92 (/ foZ dFMp(a?)>2+

o[ ) (] e )]
o ([ gt amr@) o ([ o @) ([ o we®)
Furthermore, we have also established:

}Li&n x var(a(A) " Bo) = %(92 + u20?) varx o pyp (X fh) +v? / m :

and
lim n x cov(d()\l)TB()\Q),(54(/\1)T50)

ntToo
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- xdFMp(x) 1 2 2 9 X 2/$dFMP($)
_/7x—|—)\2 (C(Q + u v varx o pyp X +o 7@_'_)\1)2 .

Combining the terms, we get:

lim var ( [HNR db|DlzzD

ntoo 3sp
= H{(\) { EV&"X~FMP (%)\2) {0 + u*v?
it [ g 1) ([ 5 )
b ()2 ([ ) +
o </ * ) +e (| Gt i)}
o ([ g @) e ([ it @) } ([ s ame) )
1

X dFw
+ (0 4 u??) varxe e <7>+v2/x1\71p(:v)

X + X\ (27 + )\1)2
xdPup(z) (1, o 2 2 X
T)\Q (E(‘Q + u"v )VarXNFNIP (m) + v

Q/xdFMp(x)

W) . (D.27)

+ 2H1(>\)/

Next, we establish the limit of the expectation of the conditional variance:

var (380 (D,.,) = %var (Y(A - XTa(\)))
= % {var ((ao — &(M)) " XX T Bo) + var (X T Boe)
+ var (X " (ag — &(M\))p) + var(pe) + 2cov (X T (ag — &(A1))p, X T Boe) }
= L (llao — SO Bol3 + (a0 — a(0)) Ao’
+llao — a(M)|3 + ||50||§ + 200 (v — &(M1)) " o + 1+ 67)
, we have already established that:

2 )\% dFMp(l') C X dFMP(Z')
/ @A)z / @+ M)°

In the proof of the limiting variance of 03Sp

lim E [[|ag — &(A1) 3] =

ntoo

. R - dFMP(JZ) 2
li Bl((ea — a0 o)) = ate? ([ )
. R - dFMp(x)
}LITI?CE[(QO —&@(\)) " Bol = )\19/ ESWE

Hence, combining them, we conclude:

fpo <& o (35| =2 (4 Asz“ﬂ? v [Ene)

+2A2p? ( dFMP :

+>\1
T / FESWE L (x+>\1)
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AR
+ 290A19/ %A(f) +1+62. (D.28)

Combining the limits in Equation (D.27)) and (D.28),

we conclude the proof.
E Some Auxiliary Lemmas

Lemma E.1. Suppose X € R"*? is a standard Gaussian random matrix, i.e. X;; SN (0,1)

and p/n = c. Define the corresponding covariance matrix ¥ = (X X) /n. Suppose 3 admits the
following eigendecomposition:

p
S =VIAV =Y "d0] A,
j=1

where V. € Q(p) is the eigenmatrix of ¥ and {0;}1< <, are columns of V. Then for any two
sequences of vectors {u, }nen and {wWp, }nen, with

lim [Ju,ll2 = u, lim [|w,||2 = v, lim u, w,, = o,
ntoo ntToo ntoo

we have for any bounded function f:

(0 wn) (0] W) F()
1

lim n x var (uTTLVTf(/A\)Vw") = hm n X var

p
ntoo —

J

(92 + UQUQ) vVarx~ Fup (f(X)) .

ol

Proof. The proof hinges on the following three key facts:

1. From rotational invariance of a Gaussian random variable, we know that V is independent

of A. Furthermore, V follows Haar distribution on O(p), the set of all p x p orthonormal
matrices.

2. Forany 1 < i < p, 9; (the i** eigenvector), is marginally uniformly distributed on the

sphere. As a consequence 9; 4 , where g ~ N (0,1,).

3. For any i # j, the marginal distribution of (9;, 0;) is same for all ¢ # j, which follows from
Haar measure.

These facts are elementary and well-known. Based on these facts, we first establish a few claims:

Claim 1: For any 1 < ¢ < p, we have:

ul

E [(ﬁ:un)(ﬁjwn)] ==
p
The proof of the claim is simple by using a symmetry aIgument thanks to the second key fact. As v;
has same marginal distribution for all i, the value of E [(9," u,,)(9,' w,)] should also be the same for
all 7. Denote the common value by C'. Then,

Wnp

C =E (8] up) (0] w,)] =+ =E [(0;un)(ﬁgwn)]
p
== B[ u,)(0] w)]
P
L T A AT I T T u, Wn
— B> 60 | wo =~ E[VVT]w, =
pun ;v 0 ] w pu [ |w S




The last equality follows from the fact that VV'T =1, as V € O(p), which completes the proof of
the claim. In our following two claims, we compute the expectation, the second moment, and cross
moments of the inner product:
Claim 2: For any 1 < ¢ < p, we have:
1
E f);run 2@;wn 2= — w2 lwnll? +2 u;lrwn 2
[(2 wn)*( )’] P +2) [l 15 [1wi 13 + 2( )*]

To prove this claim, we again use the second key fact. Suppose g ~ N(0,1,). Then for any

1<i<p:
(gTun)Z(gTWn)2:|
lgll5

E (67w, (6w )] = E |
Now as g/|g][LL[|g|, we have:

Tu,)2(g T w, )2
9ty (80 g

(gTun>2<gTwn>2] E (g7 u)* (g w)’]
lol3 Eflgl2]

Now as ||g||3 ~ x3. we have E[[|g[|3] = p(p + 2). On the other hand, as g ~ N(0,1,,), we know

() +(02 )
gTWn 0)’ uIWn ||Wn||§

E [(9"w)*(g" wa)?] = [unl3llwal3 + 20, wa)?.

Therefore, we can conclude:

E (g7 un)(g " wa)?] = E [

— E|

Therefore,

Tll 2 TW 2 Tung TWn2
E [(@jun)Q(@lTwn)Q] —F |:(g n) (g n) :| _ E [(g ) (g ) ]

lgll2 E[llg]l2]

1
) (a3l wnll5 + 2(u,; w,)?] -
Claim 3: For any 1 < ¢ # j < p, we have:
) R R A 1 p [ [[3]1wall3
E v:un v:wn ol ) (0] w,)] = ——— [ ugwn 2_Imi2l”nl2
(6] ) (0 wa) (0] wn) (0] wa)] = g | (wn)? = B R

Again, we prove this claim with a simple symmetry argument using the third key fact. The main
observation is that for any ¢ # j, the value of the expectation is the same as the marginal distribution
of (¥;,0;) is the same for any ¢ # j. Let us denote the common value by D;. Then we have:

p

ZE [(@z—run)(ﬁz—rwn)(@g—run)(@g—rwn)] = Z]E [(@:un)%ﬁjwn)ﬂ

bJ i=1
+ DB [0 W) (8] W) (0] W) (0] W)
i#]
= > E [0 wn)*(0] wa)*] + Cip(p — 1)

1
= m [”un”gHWan + 2(u;wn)2] —+ Clp(p _ 1) .

Here, the last equality follows from our conclusion in Claim 2. Now, if we consider, the LHS of the
above equation, we have:

(2]
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Therefore, we have:

1

(u, wn)? = w3l wnll3 + 2(a, wa)?] + Cip(p — 1)

(r+2)
1 1
SR T 1 R
o1 [ Gy
This completes the proof. Now, we use the conclusions from these three claims to complete the proof
of the Lemma. First of all, from the definition of variance, we have:

[l 21w +2<u1wn>2]}

2 2
p P P

var | > (0] wa) (@ wa) fy) | =E || D0 wa) (@] wa) ) | | = E | D0 wa) (@ wa) f())

j=1 j=1 j=1

Let us first consider the second term, expectation. From the independence of eigenvalues and
eigenvectors of X, we have:

|
KM“

Il
_

Z 0T w,) (6] wa) F(3y) E (8, un) (0] W) E [/ (4))]

J

: pwn ZP:E [f(ﬁj)} = (u,w,)E Uf(x) dfrn(x)]

Jj=1

S

Here 7, is the empirical spectral distribution of the eigenvalues of . As we know that 7, converges
to Marchenko-Pasteur (MP) law and f is a bounded function, using dominated convergence theorem,
we can conclude:

2

E zp:(ﬁ;—un)(f);—wn)f( i) (u)w,) ( [/f ditp (z D (E.1)

Jj=1

P

Now, coming back to the second moment:

= S B[] w) (07 wa) (0] wa) (0] wa) | E [F(A) £ ()]

ij

= SB[ w0 w2 E[£200] + SO [(0] wa) (0] wa) (0] wa) (]

i=1 i#j

[l Bllwal3 + 200 wa) ZE[F Bl

hS]

wa)l E [F(0) ()]

<.

p(p+2)
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! L) w,)? _ Juall3lwallz VT
TP 1) {pm(n D S ]ZE[ﬂw(m}

:ﬁ [laall3lwnl3 +2(u; wn)* [/f ;“ } ]
+ zﬁ L)_]iQ(UIWn)Q - W] {]E [(Zpl f(&-))Q . zi:E {Jﬁ(m}}
:(pTlZ)[HunH w13+ 2(u, w,)? Uf () dn{ }
[ - ”“”MZV"H (f sram) |
il B o] e

This, along with Equation (EZ), yields:

ar (Z@;un)@; wn>f<ﬂj>)
j=1

- [ 2wl 2 + 200 w,,)? [/f () di (a }

(p+2)

it )]

1 P, T \2 ||11n|| w3 2(
_[p+2(u"wn) (p+2) ] Uf ) dfn(= }

e sl
- [M};_UMWMMMMH wilf] & | [ (@) asuo)]
—[@%}jmmzwmﬂwnunn wald] & | ([ 10 dnto )
(Wl w,) var(/f ) ditn(z >
—[@f;)‘(ﬁ_l)<uzwn>2+@+2%un|| ||wn2H [ @t -E :(/f(f)dﬁn($)>2”

(T, ar ([ 60) o))

Recall that our goal is to compute:

hmnxvar (Z 0 uy) v W, f(5\7)> )

7L o0
Jj=1

As p/n — ¢, we have:

ilggn X var (Z(ﬁj—run)(ﬁ;—wn)f(j\j)> =c¢ limp x var (Z(ﬁj—run)(vj—rwn)f(j\])) .

ptoo
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Consequently, it is immediate to compute the limit with respect to p. Towards that goal, first, observe

that we have,
liTmp X var </f(w) dﬁn(a:)) =0,
pToo

by Theorem 1.1 of [28]], as there the authors have proved that

(/f ) dirn (2 /f ) dFvip(z ) e N(0,0%).

Therefore, var ([ f(z) dft,(x)) = O(p~?2) and consequently p var ([ f(z) d7,(x)) — 0. Fur-
thermore, by DCT, we have:

E{/ﬂ(z)dﬁn(m}E[(/f(x)dfrn )] [ 2@ arue) ~ ( [ 10 aru) )

= Varx~Fyp (f(X)

Therefore, it is immediate:

;irro%p X var (Z(f)j—run)(f)g—wn)f(j\j)> = (o + u*v?) varx opye (f(X)) .

Jj=1

and consequently,

p
hm n X var (Z ) un) (0] wy, f(&‘)) = % (0 +u*v?) varxpye (F(X)) -
j=1

This completes the proof. O

Lemma E.2. Under the same setup as Lemmal[E.1} we have:
lim B (Wi VA(A)VTa,) (w, VAV = u?v / fi(z) dFyp (z / fo(z) dPyip (2

Proof. The proof is essentially similar to that of Claim 2 and Claim 3 of the of the proof of Lemma
[EJl First observe that:

IE[( TV f(A)V un) (w V(A VT wn)]

=E Kzij(ufun ) (zi: 0] wn)? fa (N ))]

p
ZIE v u,)? (9, Tw,)? E {fl } ZE v u,)? ,wn) ]]E|:f1(5\j)f2(5\j/):|
j=1 J#3’
= L (Bl + 20T w2 [ [ 5i)12(0) o)
(o 1wl = 5 (rualBlwall + 20wl w, ) )~ 2 5 S8 [nd)
= (3wl + 20T, B | [ @) ate) da )|
(o Bl = =5 (rua Bl + 2T w, ) )

xE[ ( > hiGy )(;Zfz(m) Zflﬁ )f2(3)) ]
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1
= 5 (walBlwall + 200w, ) | [ f@)ate) dn(o)

1
n (uun B3 — — (a3 w3 + 2] wn>2>>

p+2

e[ (o) (] ) f ]

Therefore, it is immediate that:

hTm E I:(u’r—Lerl(A>VTun) (W V fa(A = u?v /f1 ) dFvip (2 /f2 ) dFvip (@
This concludes the proof. O

Lemma E.3. Under the same setup as Lemmal[E.1} we have:

lim cov ([ VAR Vw,, [ VL(A)Vw, ) :§<u2v2+92> covxmryr (f1(X), f2(X)) .

Proof. The expectation of the product is as follows:

{ TV £ (A) Vwau Vo (A )an}

(Z(@;un)(@fwn)ﬁ(;\j)) (Z(ﬁfun)(ﬁfwn)fz(;\j))]

j=1 j=1

=E

_Zp:w: (6] )20 W) E [1(3) fo()]

+ 3 E [0 00) (0] W) (0] 0,) (0] W) E [ﬁ(ﬂj)fz(xjf)}

i3
= gy [ Blwal + 2(u]w,) ZE[ﬁ )]
1 . N
#|aTwa? = s Bl + 2w, } —U;E (G R0)]

= Bl B+ 2007w 2] B | [ i) 2(0) dina(o)|
|l = g w3 + 2w,

(ool ()] s

1
lan Bl wnll? + 2] wn)?] [/f Vo) dima (2 ]

sl
+{ [”“n” [wall + 2(u, wn)ﬂ

(oot mnfrsmms] sl

As for the product of the expectation:

[ TV (A )an} [ TV fa(A )an]

o st s ]
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As a consequence, subtracting the product of the expectation from the expectation of product, we
obtain:

COV( V(A VW, ul V(A )an)

= (W wa)E [cova, , (1() fa(a)] +E [ [ n@ne dfrn,luﬂ

1 1 1
g lualBlwa 3 + 26w w)] - 1 (alwa)? =

p+2)
+piluwn |:/f1 d7Tn1 /f2 d7Tn1 ]

- iy Il + 20T, B | [ i) dinsa) [ ote) dina )]

From Theorem 1.1 of [28]], we have:

lim n x E [covs, , (fi(z)f2(2))] =0

ntoo

a3 + 2007w, 7)|

Hence, we have:

lim n x cov (u V(M Vw,, u) V(A )an>

ntoo

= S0+ Peovxmrs (1(X), £2(X))

This completes the proof. O

F Prediction-Optimal Tuning Parameters

In this section, we derive the prediction-optimal tuning parameters A1, Ao. Throughout, denote the
nuisance functions p(X) = X "ag and b(X) = X T3y and the ridge-regression based estimators

Pas (X) = XTa(\) and by, (X) = X T B(Na).
Lemma F.1. Under the conditions of Theorem the mean squared errors of the estimators of the
nuisance functions p and b are given by

2

Ellon () - 907 = ool (14 [ 5z dBan(o) -2 [ 2 R (o))

+ c/ ﬁ dFyvp(z) + o(1)

2

E[(ba, (X) — b(X))?] = 21/337@7 —Q/xdF
(60 0) = 00302 = Ul (14 [ s aPe(o) —2 [ - dPn(o)
x
——— dF 1
+C/(ac—i—)\z)2 Mp(@) +o(1)
Lemma F.2. The limiting mean squared error of the estimator of the nuisance function p given in

Lemmais minimized (with respect to \1) at \1 = c/u® where u = limptco ||vo]|2. Similarly, the
limiting mean squared error of the estimator of b is ¢/v* where v = lim, 100 || B0 |2

Proof of Lemmal[F1] It is straightforward to see that
E[(px, (X) — p(X))?] = E[|a(A1) — aoll3] -

Plugging in &(\;) = (31 + MI)t X'a e have that
2
2‘|

=[S At S0+ (84 A1) X e o]

XTa

E[a(A) — aoll3] = E

— Qo

H (= + A1)t
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—ElalSE + Allp)*iao] —9E [agi(i + )xle)*lao}

2 A A
+-E [%Tz(z + )qu)_lXTe} + Jlaoll2 — 2K [ag €]
1 - _
+E EeTX(E +Ai0p) 2XTe] :

Observe that E [ €] = 0and E [agfl(fl + Ale)’lee} = 0. Recall from Sectionthat

2

E [agi(i + Allp)*‘é’iao] = [ |? (/ FEwYE dFyp(z) + 0(1)> .

In the same manner,

A B x
E [OZJE(Z +Ml,) 1040} = ||l 3E {/ TN

ool | [ 55 dFn(a) + o))

dfrn(x)}

T+ A
Finally, it follows from the same steps used in the analysis of T} in Section[D.2]that
1 - 1 P A
E [eTX(E + )qu)_QXTe] =-E|) —~

n2 n = (/\j + )\1)2

e | by
= _E ZAiﬂ
p (A + A1)

which concludes the proof of the lemma.
O

Proof of Lemma([F2] We here prove the limiting prediction risk of py, (X) is minimized at A} =
c/u?, where u = limptc0 [|o||2- The proof for the minimizer of the limiting prediction risk of

b A, (X) is the same and hence skipped. First of all, observe that we can rewrite the prediction risk of
P, (X) as follows:

Sﬂz X x X X X
lim E(p, (X) — p(X))?] = u? (1+/(ffw)\>() 2/‘%) +/<§ZT&S>

ntoo
e </ ) dFMP@) o 24t
2 X X X
= [T e Ty
=2 [/ W dFMp(x)} — u2g(\).

Our goal is to obtain A} such that:

Al = argminy (A1) .
The derivative of g with respect to A is:

, _d A2 + (c/u?)x
g (M) = CD\I/W dFyp()
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_5 / w dFyp ()
=2(\ — (C/UQ))/W

Therefore, the derivative is 0 when Ay = ¢/ u2. Furthermore,

O = oo R v [T

which implies,

g (c/u?) = 2/ 7(36 A () >0.

z + (¢/u?))?
Hence g(\;) is minimized at A} = ¢/u?. This completes the proof. O

G Parametric Bootstrap

We use a parametric bootstrap approach to estimate the large-sample variance of our debiased

estimators. For illustration purpose, we consider éngI;INT, which is defined as:
— GdbINT _ Z YA, — ) B(A2)
— V3sp INT()\ Y )
’LGD;; 3gp 1y N2

where g5\ (A1, A2) = ( i xdfj’[;(z )( S xdff;(m ) and Fyp denotes the Marchenko—Pastur law
with aspect ratio ¢ = p/n.

Bootstrap algorithm (3-split). Given p and the ridge estimators (&(A1), 3(\2)), we define the
following:

1. Define the constants (¢1,d1, ¢a,ds, ¢3) as:
22
o= [ iy (). i€ (12)

&= i) [ o el e l12)

X X
- dF, dF, .
e / z+ M e (2) / Z+ A e (2)

Then define two transformed regression coefficients & and B as:

G&(A1) [l&(A)IIZ — dy
l&(X1)ll2 c1

2
LGOI NCICSORECE ) ! 4g |1BODIE—d2 [ (6D TAG2) !
la(x1)ll2 c3 [Ia(x D13 —dy c2 c3 [la(DIZ—dy
€1 1

where z is some unit vector perpendicular to &(\).

2. Generate X\" ..., X" ~ N(0,1,).
et (9. )
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4.8t AP = X a1 e® and v® = xO 54y for1 <i < n.

5. Estimate ég;zo’db’INT using {(Xi(b), Yi(b), Agb))}lgign.

6. Repeat Step 2-5 multiple (say B) times and return:

1< A(b),db,INT 2 1< A(b),db,INT ’
var = 5 Z (9335 ’ ) — (B Z O3p ) .
b=1 b=1

Intuition: Before delving into the technical details, we begin by presenting some intuition behind the
motivation for introducing the transformed vectors (&, 3). To start, recall that the limiting variance

5db,INT .
of f3,, ~ depends on seven variables:

lim n x var (égi)‘db’INT) =d%(p, 0,u,v,¢, A1, \a) .

ntoo P

where u = limy oo [|@]|3, v = limytoo [|B]|3, 0 = lim,10o @' B and c is the limiting value of (p/n).

On the other hand, if we increase the bootstrap sample size B, then var converges to the conditional
b INT given the original data, i.e.,

. d
variance of 05
. 5(b),db,INT
lim var = var (Gés) | D) .
Btoo p

Therefore, the bootstrap variance estimation will be consistent if we can show that:

lim var (é(b)’db’INT \ D) = 62%(p, 0,u,v,¢, A1, A\2) . (G.1)

ntoo 3sp

However there is a small issue here: we know that neither ||a&(A1)]|2 nor [|3(A2)[|2 gives us a
consistent estimate of u of v. In particular we can show that:

rILlTrgo la(A)]3 “ cru+dy
}LIT{{IO 1B(A2)|I3 = cau+ do

lim d(/\l)TB()\g) = C30 .

ntoo
where (c1, dy, ¢o,ds, ¢3) is same defined in the Step 1 of our bootstrap algorithm. As a consequence,
one can show that:
lim var (é(b)’db’INT | D) = 62(p, cz0,cru + di, cov + da, ¢, A1, Aa)

ntoo 3sp

which does not satisfy the consistency, as required in Equation (G.I)). Therefore, we need to construct

a transformation of (&(A1), B(\2)) that yields a consistent estimate of (u, v, ). To that end, consider
the definition of (&, 8) provided in Step 1 of the bootstrap algorithm. We have:

2
A0\ SO — d
lim (&2 = Jim || 0G0  [I6Q] = da
ntoo ntoo || [|&(A1)][2 ¢
2
AONI2 — d
= lim M
ntoo c1
c1u + d1 — dl
= . _
Jim 115113 o
T by FCTEOMCCS) R— BODB-d [ @ODTAC) 1
Tt & +z —
ntoo || [|&(A1)(l2 c3 \/@ ca cs \/@
o I

(G3)

62
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— lim (&A1) B(2)) 1 n 1BO2)I3 —ds [ (@A) B(N2) 1
ntoo 3 /II&(A131H%fd1 C2 €3 /”d()\lzl\\%*dl

G4
S
— i 125 — da G5)
nToo Cc2
_cvtda—ds @9

C2

Last, but not least,

i
m & '
— lim 07 [aA)3—di a(\) [ (@A) B(N2)) 1
ntoo Hz 1 a2 cs a0 12—ds
AT
_ i (@) B(X2)) Y
ntoo C3

Therefore, if we use these transformed vectors (&, 3) in our bootstrap algorithm, we expect the
bootstrap variance to converge to the right limit.

For the other estimators in the three-split regime, we apply the same three-split bootstrap procedure
described above. The only difference lies in the specific form of the estimators themselves (i.e.,

4db,NR fdb,DR
the analytical expressions for 65, and 05

data-generating steps remain identical.

), while the underlying bootstrap mechanism and

lim n x var a?(p, 0,u,v,¢, A1, Aa) .

ntoo

(H(b ),db, INT/NR/DR) _

Since all three estimators share the same asymptotic structure and depend on the same limiting
quantities (u, v, 0). Thus, the consistency argument for the bootstrap variance estimation holds in
exactly the same way for NR and DR as for the INT estimator.

G.1 Two-Split Parametric Bootstrap
With two splits, the norms obey the same limits, but the cross term changes. Let
a(M)TB(A2) == g T (M, A2) 0+ 95T (Ar A2) p

INT z® dFvp (2 _cxdFyp(z)
where we have g1"5!, = [ EEsYy (m_)\z) g5 (A, A2) = T

2
INT(\, )\ :/ T dF 7 INT()\, \,) =
91 ( 1 2) (l’+)\1)($+)\2) MP(Z‘) 92 ( 1 2)

/ (e 1 g e (@)-

Let & := &(A1)/||&(A1)]]2 and let z be any unit vector orthogonal to &. Define

lla(A)l3 — du

a:=a, 22 7O (G7)
C1
2
5i—a | 8O TBO2) — g2 1 4 p [1BODIE—d2 | 40)TBOR) — 926 1 .
91 /||&<A131H§—d1 c2 91 /II&(MZI\\%—dl
We rewrite
g1=g1" (A, A2) g2 =95 (A1, A2)
[a(A)lI3 == cru+ d, B3 22 cov+da, (M) B(N2) 22 gio+ gap,
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Jim (15113 G3)
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(G.10)
a 2

— lim [1B(A2)]l5 — d2 _ c2v +dp — da — . (G.11)

ntoo Cc2 Cc2
Last, but not least,
lim &' 3 = lim a(A)  [laM)IE—di a) [ aM)TBe) —ga b 1
nfoo ntoo \ [[&(A1)][2 c1 ")l g1 [6(A) 15 —da

(&1
~ lim a(M)TB(N2) —g2p _ g1+t 9gap—gap _ 0
nfoo g1 g1 ’

Here, the bootstrap procedure proceeds analogously, but with one key distinction: the transformed
coefficients now depend explicitly on the estimated correlation parameter p. As a result, the algorithm
requires incorporating an additional estimation step for p before constructing the transformed vectors
(&, B). Nevertheless, as established in Theorem , p 1s a consistent estimator of the true p, ensuring
consistency of the bootstrap. In Section [H.4] we present our simulation results, which confirm that the
bootstrap variance approximates the Monte Carlo variance well.

H Additional Details and Results for the Simulation Study

Here, we provide additional details and results of the simulation study. These results serve the
following purposes:

1. We illustrate the asymptotic bias of the integral-based estimator, Newey-Robins estimator,
and doubly robust estimator, and we verify that the debiased versions of these estimators are
indeed asymptotically unbiased.

2. We illustrate the asymptotic variances of the debiased estimators across a range of values
for the nuisance parameters when ¢ = 0.5 and ¢ = 2. We then compare the optimal tuning
parameters (that minimize the variance) to those that minimize the prediction error (i.e., the
prediction-optimal tuning parameters), as in the simulations presented in the main text. For
¢ = 2, where we do not trim the y-axis (unlike the main text).

3. We verify the derivations in Appendix [F]regarding the asymptotic mean squared error of the
nuisance functions and the prediction-optimal tuning parameters.

4. We illustrate that the parametric bootstrap approach performs well for estimating the asymp-
totic variance of the debiased estimators.

We considered four scenarios by varying whether two or three sample splits are used and whether
¢ = 0.5 or ¢ = 2. In each scenario, recall that we generated 10,000 independent data sets. For

64




each data set, we generated NV iid copies of (A4, X,Y) as follows. We let X have dimension p and
generated X by X ~ Normal(0,I,). Then, we generated A and Y by

(0) (751 1)

where p = 0.5. In each scenario, the true values of oy and /3y were set by sampling its entries
independently from a Uniform(0, 1) distribution and then re-scaling them so that ||ag ||z = ||Boll2 =
1.

Throughout our simulations, we consider the case where the nuisance functions are tuned identically,
i.e., A1 = Ay = A. We consider a discrete grid of 100 values for A (ranging from 0.05 to 10). For
each of the debiased estimators, we find the value of A resulting in the lowest asymptotic variance for
each estimator and compare it to the prediction-optimal A (i.e., Ay = A2 = ¢).

The code will be released at the GitHub link: https://github.com/zixiaowang17/Optimal-Nuisance-
Function-Tuning.

H.1 Bias and Variance in Settings with Two Splits
H.1.1 Setup

The total sample size of each data set was set to N = 1000 and we split the sample into two disjoint
subsamples of size n = 500, denoted by D; and Dy. We have p = 250 in the setting with ¢ = 0.5
and p = 1000 in the setting with ¢ = 2. For all estimators, we estimated « and 3y using D; and
estimated p using Ds. In this case, the non-debiased estimators are given by

Py = Z AY; —a(\) BN

ieDg
Pray = }j&m—&%m)
i€D2
1 o
Py =~ D (Yi— XTBO)(A; - X a(N)
1€Do

and the debiased estimators are given by

N NEON) 30
Plzljp b= (1 gINT E/\ A;) l Z AiYi — INT)‘ (f(A§]

91 ,2sp €Dy 91 ,2sp

-1
sNR.db (4 9£N2£p(/\ )\)gSSp(A A)
“r 910 (A A)

A\ a(\)T AN
g = (1eabionn (1- ) ) gy - SO |

91,25 91,25
p p

INT
R ) 95 oep (A N g3y (A, A)
Pge% - Q(A)Tﬂ()‘) 22 pINT A 3;

gl 2bp( 1, 2)

The values of the constants were set by performing Monte Carlo integration with 10,000 iterations.

H.1.2 Results

We first summarize the results for the setting with ¢ = 0.5. The bias of the estimators is given in
Figure 2] In line with Theorems [3.1] [3.2] and [3.3] the estimators without bias corrections have a
considerable degree of bias and the debiased versions of the estimators have nearly zero bias. The
variance of the debiased estimators are given in Figure[3] We observe a clear difference between the
value of A for minimizing the variance of the estimator and the prediction-optimal .

The results for the setting with ¢ = 2 are summarized in Figures[d]and[5] Broadly, similar conclusions
held: the debiased versions of the estimators generally had close to zero bias and there were differences
between the optimal versus prediction-optimal A values. As noted in the main text, the variance of
the integral-based estimator blows up at around A = 1.48, which may explain why the empirical bias
of the debiased integral-based estimator was not O at that value of \.
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Interestingly, we observe that the value of ¢ can plays a role in whether the prediction-optimal A
values are greater than or less than the optimal \. Taking the plug-in estimator as an example, the
prediction-optimal value for A is less than the optimal one when ¢ = 0.5 but is greater than the
optimal one when ¢ = 2.
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0.6
! I

0.6
! I

0.6
! I

N o o
S S o 7
1) 1) 1)
C g ot g < g
o f o o
o~ o~ o~
S S A S A
T T T
© © ©
S A S A S A
T T T
T T T T T T T T T T T T T T T T T T
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
A A A

Figure 2: Bias of the non-debiased estimators (black dots) and the debiased versions (blue dots) in
the setting with two splits and ¢ = 0.5. The red lines illustrate the derived asymptotic bias of the
estimators, with the horizontal line at zero.
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Figure 3: Variance of the debiased estimators in the setting with two splits and ¢ = 0.5. The red line
indicates the value of A resulting in the smallest asymptotic variance for estimating p; The blue line
is for the prediction-optimal A.
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Figure 4: Bias of the non-debiased estimators (black dots) and the debiased versions (blue dots)
in the setting with two splits and ¢ = 2. The red lines illustrate the derived asymptotic bias of the
estimators, with the horizontal line at zero.
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Figure 5: Variance of the debiased estimators in the setting with two splits and ¢ = 2. The red line
indicates the value of A resulting in the smallest asymptotic variance for estimating p; The blue line
is for the prediction-optimal A.

H.2 Bias and Variance in Settings with Three Splits

H.2.1 Setup

The total sample size of each data set was set to N = 1500 and we split the sample into three disjoint
subsamples of size n = 500, denoted by D1, D> and Ds. Once again, we have p = 250 in the setting
with ¢ = 0.5 and p = 1000 in the setting with ¢ = 2. For all estimators, we estimated o using D1,
Bo using Do, and p using Ds3. In this case, recall that the non-debiased estimators are given by

1 R
PR == D0 AYi—an) B

1€Ds3
) 1 3
AR = 2N AV - XTB(N)
i€D3
) 1 : 5
PRy = — D (Vi = X B (A - X[ a(V)
1€D3

and the debiased estimators are given by

ANTdb 1 Z ALY, — a(N) B

3sp - CINT (Y ). )
n i€D3 g3sp ()\7 A2)
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sNR,db _ sNR _

3sp - p3$])
~DR,db __ DR
P3sp = P3sp —

The values of the constants were set by performing Monte Carlo integration with 10,000 iterations.

H.2.2 Results

For the setting with ¢ = 0.5, we present the bias results in Figure[6|and variance results in Figure
[7l The analogous results for the setting with ¢ = 2 are given in Figures [§]and[0] We had similar
findings in these simulations compared to the ones with three splits. That is, the debiased estimators
indeed have a bias of approximately O and there are clear differences between the optimal and the

prediction-optimal A values.
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Figure 6: Bias of the non-debiased estimators (black dots) and the debiased versions (blue dots) in
the setting with three splits and ¢ = 0.5. The red lines illustrate the derived asymptotic bias of the

estimators, with the horizontal line at zero.
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Figure 7: Variance of the debiased estimators in the setting with three splits and ¢ = 0.5. The red line
indicates the value of A resulting in the smallest asymptotic variance for estimating p; The blue line

is for the prediction-optimal A.
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Figure 8: Bias of the non-debiased estimators (black dots) and the debiased versions (blue dots) in
the setting with three splits and ¢ = 2. The red lines illustrate the derived asymptotic bias of the
estimators, with the horizontal line at zero.
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Figure 9: Variance of the debiased estimators in the setting with three splits and ¢ = 2. The red line
indicates the value of A resulting in the smallest asymptotic variance for estimating p; The blue line
is for the prediction-optimal \.

H.3 Verification of Prediction-Optimal Tuning Parameters

Figure [T0] presents the mean squared error (MSE) profiles for estimating the nuisance functions
p(X) = X Tag (left panel) and b(X) = X "/, (right panel) across a range of regularization
parameters A in the setting with ¢ = 0.5. In each panel, black points represent the empirical average
prediction error across simulations, while the red curve shows the derived value of the limiting MSE
(Lemma [FI). The vertical red dashed line indicates the value of A that minimizes the empirical MSE.
As shown in Lemma|F.2] the value of A that minimizes the MSE is ¢/||ao||3 = ¢/||Bo||3 = 0.5 for
each nuisance function. We present the results for ¢ = 2 in Figure|l 1} where similar conclusions held.
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Figure 10: MSE of the nuisance function estimators in the setting with ¢ = 0.5 (Left: «; Right: 3)
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Figure 11: MSE of the nuisance function estimators in the setting with ¢ = 2 (Left: a; Right: 3)

H.4 Parametric Bootstrap for Estimating the Asymptotic Variance

Our next set of results evaluate the performance of the parametric bootstrap approach described in
Appendix [G] In particular, we compared the estimated variance of the debiased ECC estimators (with
10, 000 bootstrap samples) to their true variances, obtained by Monte Carlo integration with 10, 000
samples.

H.4.1 Settings with Two Splits

Figure [I2] compares the estimated variance of the ECC estimators with the true variance in the setting
with two splits and ¢ = 0.5. Table |l| summarizes the results across A values. We find that the
estimated variance was very close to the true variance for each A value.
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Table 1: Ratio of the true standard error to the bootstrap estimated standard error of the debiased
ECC estimators in the setting with two splits and ¢ = 0.5. The entries show summary statistics of
the ratios calculated across the 100 different A\ values. Ratios greater than 1 indicate that the true
standard error is greater than the bootstrap estimated standard error.

Estimator Min  IstQu. Median Mean 3rd Qu. Max
INT (integral-based) 0.995  0.996 0.999 1.001 1.004  1.019
NR (Newey—Robins) 0.992  0.992 0.993 0996 0996 1.035
IF (doubly robust) 0.983  0.989 0.992 0991 0.993 0.996
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Figure 12: Bootstrap estimated (black dots) versus true (red line) variance of the debiased ECC
estimators in the setting with two splits and ¢ = 0.5 across the X values.

Analogous results in the ¢ = 2 setting are given in Figures[I3]and Table[2] As noted in the main
text, the variance blows up when A ~ 1.5 due to the bias correction constant diverging for the
Integral-based estimator. We also noticed a similar phenomenon for the Newey and Robins estimator
for A close to 0. We plan to explore these subtitles in detail in the future. Compared to the ¢ = 0.5
setting, the differences between the estimated and true variances were larger, especially for the
integral-based estimator.
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Figure 13: Bootstrap estimated (black dots) versus true (red line) variance of the debiased ECC
estimators in the setting with two splits and ¢ = 2 across the A values.
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Table 2: Ratio of the true standard error to the bootstrap estimated standard error of the debiased ECC
estimators in the setting with two splits and ¢ = 2. The entries show summary statistics of the ratios
calculated across the 100 different A\ values. Ratios greater than 1 indicate that the true standard error
is greater than the bootstrap estimated standard error.

Estimator Min  1stQu. Median Mean 3rd Qu. Max

INT (integral-based) 0.636  0.787 0.813 0.831 0.824 0.995
NR (Newey-Robins) 0.862  0.872 0913 0920 0965 1.005
IF (doubly robust) 0.894 0.917 0936 0.941 0.966  0.995

H.4.2 Settings with Three Splits

Figure[T4]and Table 3| summarize the simulation results in the setting with three splits and ¢ = 0.5.
Analogously, Figure [15]and Table ] give the results for the setting with ¢ = 2.

Similar to the results in the settings with two splits, the estimated variance was close to the true
variance.

Table 3: Ratio of the true standard error to the bootstrap estimated standard error of the debiased
ECC estimators in the setting with three splits and ¢ = 0.5. The entries show summary statistics of
the ratios calculated across the 100 different A values. Ratios greater than 1 indicate that the true
standard error is greater than the bootstrap estimated standard error.

Estimator Min IstQu. Median Mean 3rd Qu. Max

Integral-based estimator  1.026  1.027 1.031 1.031 1.034 1.042
Newey-Robins estimator 1.014  1.016 1.024  1.023 1.029 1.031
Doubly robust estimator  0.990  1.015 1.016 1.016 1.018 1.019
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Figure 14: Bootstrap estimated (black dots) versus true (red line) variance of the debiased ECC
estimators in the setting with three splits and ¢ = 0.5 across the \ values.

Table 4: Ratio of the true standard error to the bootstrap estimated standard error of the debiased
ECC estimators in the setting with three splits and ¢ = 2. The entries show summary statistics of
the ratios calculated across the 100 different A values. Ratios greater than 1 indicate that the true
standard error is greater than the bootstrap estimated standard error.

Estimator Min  1stQu. Median Mean 3rd Qu. Max

INT (integral-based)  0.934  0.935 0939 0941 0944 0978
NR (Newey-Robins) 0.935  0.935 0940 0942 0946 0977
IF (doubly robust) 0.935 0.936 0943 0946 0951 0.994
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Figure 15: Bootstrap estimated (black dots) versus true (red line) variance of the debiased ECC
estimators in the setting with three splits and ¢ = 2 across the A values.
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