AutoCBT: An Autonomous Multi-agent Framework for Cognitive
Behavioral Therapy in Psychological Counseling

Anonymous ACL submission

Abstract

Traditional face-to-face psychotherapy remains
a niche practice, typically sought by individ-
uals experiencing psychological distress. On-
line mental health consultation forums offer
a viable alternative for those hesitant to seek
help. In this context, large language mod-
els (LLMs) and cognitive behavioral therapy
(CBT) jointly facilitate the development of
automated online mental health consultation
platforms. However, many automated mental
health systems rely on rigid, rule-based agent
workflows or single-prompt LLM responses,
resulting in generic advice that lacks empa-
thy and contextual awareness. Inspired by
the single-turn consultation style commonly
found in online forums—where users, unlike
in real-time multi-turn chat scenarios, are more
willing to wait longer for thoughtful and in-
depth replies—we developed AutoCBT, an au-
tonomous multi-agent framework designed to
improve the quality of automated mental health
consultations. AutoCBT is built for single-turn
consultation scenarios and introduces dynamic
routing and supervisor mechanisms to gener-
ate high-quality responses. Our research shows
that AutoCBT consistently outperforms base-
line models on key psychotherapy metrics, in-
cluding empathy, cognitive distortion detection,
and response relevance. Furthermore, we iden-
tify key challenges in implementing a multi-
agent consultation framework, such as rout-
ing inconsistencies and LLM safety constraints.
Our findings underscore the potential of Au-
toCBT as a scalable and effective Al-driven
approach to mental health support.

1 Introduction

The rapid advancement of computer technol-
ogy—especially the emergence of Large Language
Models (LLMs) (Demszky et al., 2023; Zhao et al.,
2025)—has greatly propelled the growth of on-
line forums and automated mental health counsel-
ing (Althoff et al., 2016). For individuals hesitant

to pursue face-to-face therapy, online forums offer
a platform to pose questions and receive detailed,
thoughtful responses. Among various approaches,
Cognitive Behavioral Therapy (CBT) is particu-
larly effective in addressing conditions such as
anxiety and depression, as emphasizes identifying
and challenging cognitive distortions (Beck, 1979,
1993). However, current LLM-based counseling
systems often fall short in replicating the nuanced
reasoning exhibited by human counsellors (Wang
et al., 2024). Many automated systems rely on
rigid rule-based agents or single-prompt LLMs,
frequently producing generic advice that lacks both
empathy and contextual sensitivity. This gap high-
lights the urgent need for adaptive, context-aware
Al counsellors capable of delivering high-quality
support in single-turn scenarios (He et al., 2023).
In contrast to multi-turn dialogues centered on
a single topic, single-turn counseling on online
forums (e.g., Quoral, Zhihu?, YiXinLi%) presents
three key differences: First, in single-turn scenar-
ios, counsellors cannot rely on users to ask follow-
up questions or provide additional context. There-
fore, all critical content must be effectively con-
veyed in a single response. Second, real-time con-
versations require models to respond swiftly and
appear human-like, often at the expense of deep rea-
soning. In contrast, forum users value depth over
immediacy, enabling Al counsellors to take the rare
opportunity—unavailable in live chats—to delib-
erate internally for minutes or even hours before
composing a single, self-contained response. This
is especially critical in high-risk contexts such as
mental health counseling, where models must rigor-
ously complete all safety checks and ethical filters
before delivering a final response. Lastly, forum
interfaces typically show only the user’s original
question and ranked counsellor responses, whereas
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in multi-turn dialogues, intermediate exchanges are
often collapsed or omitted, hindering the review
of essential reasoning chains by readers or mod-
erators. Given these characteristics, thoughtfully
crafted, high-quality single-turn responses align
more closely with the expectations of both forum
administrators and users.

Motivated by these insights, we developed Au-
toCBT—a multi-agent framework specifically tai-
lored for online forum counseling. When a forum
user submits a question, the counsellor agent in Au-
toCBT drafts a response and determines whether to
consult a supervisor agent—for review focused on
empathy, distortion identification, strategy formu-
lation, or safety—or respond directly to the user.

This approach contrasts with generic self-
revision methods, where an LLM merely rewrites
a response using a single prompt lacking clearly
defined objectives. AutoCBT incorporates a
clearly structured, multi-objective CBT optimiza-
tion framework in which multiple supervisor
agents—each adhering to distinct and orthogonal
CBT principles—offer specific suggestions. The
counsellor then synthesizes these suggestions into
a refined, context-rich response, of which only the
final version is presented to the user.

Due to privacy constraints and the high cost of
manual annotation, large-scale CBT datasets re-
main scarce. Consequently, we curated a bilin-
gual test set of 200 single-turn counseling cases
(100 in Chinese and 100 in English), encompassing
diverse cognitive distortions and mirroring real-
world forum concerns. This dataset effectively
demonstrates the advantages of AutoCBT’s latency-
aware routing: automated evaluation metrics af-
firm AutoCBT’s superior empathy, relevance, and
root-cause analysis of users’ psychological distress,
while expert evaluations reveal a clear preference
for AutoCBT’s responses over baseline systems by
six psychologists.

Our contributions are as follows:

1. We introduce a dataset annotated both auto-
matically using GPT-40 and manually by six
psychology experts, enabling rapid evalua-
tion of single-turn counseling frameworks.

2. We present AutoCBT, a dynamic, routing-
based autonomous multi-agent framework.
Experimental results indicate that AutoCBT
outperforms baseline systems when imple-
mented on LLaMA and Qwen models.

3. Finally, we outline the challenges encountered
during the development of AutoCBT and pro-
vide practical solutions to support future
reproduction of this work.

2 Related Work

CBT is a widely recognized and effective treat-
ment for mental health conditions such as anxi-
ety, depression, and addiction. A fundamental as-
pect of CBT is helping individuals identify and re-
structure cognitive distortions—biased or irrational
thought patterns that lead to misinterpretations of
reality and contribute to negative emotions and
maladaptive behaviors (Beck, 1963, 2020). These
distortions often create reinforcing cycles of un-
healthy thinking, making it essential to provide
effective strategies for their recognition and modi-
fication (Beck, 1979).

With advancements in Artificial Intelligence
(AI), researchers have explored methods to au-
tomate the detection of cognitive distortions and
enhance CBT-based interventions. Annotated
datasets and CBT-based ontologies have been de-
veloped to facilitate Al-driven cognitive distortion
analysis (Rojas-Barahona et al., 2018; Wang et al.,
2023).

Early computer-based CBT systems sought to
make therapeutic care more accessible. For in-
stance, virtual therapists for depression counsel-
ing (Ring et al., 2016) and chatbot-based interven-
tions like Woebot (Fitzpatrick et al., 2017) em-
ployed decision-tree-based responses. However,
these systems relied on predefined scripts, limiting
their ability to engage in flexible, natural conversa-
tions.

With the advent of LLMs, researchers have be-
gun leveraging advanced Al to enhance CBT deliv-
ery. Frameworks such as CBT-LLM (Na, 2024) em-
ploy prompt-based in-context learning to analyze
user questions and generate therapeutic responses.
Similarly, CoCoA (Lee et al., 2024) integrates
memory mechanisms for retrieval-augmented re-
sponse generation and applies CBT techniques to
detect cognitive distortions in user statements. Fur-
thermore, studies have examined LLM therapist
behaviors in simulated therapy interactions (Chiu
et al., 2024).

3 Methodology

Our framework is illustrated in Figure 1. Au-
toCBT is a general framework designed to serve
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Figure 1: An overview of the AutoCBT framework. Upon receiving a user’s query, the Counsellor Agent employs
dynamic routing to determine whether to respond directly or seek guidance from a Supervisor Agent.

as a proxy for various multi-agent systems in the
backend. The framework is formally represented
as (ap, S, T, ), where:

* ag is the Counsellor Agent, acting as the pri-
mary interface between the user and the super-
visors.

S = {a;|i € [1, N]} represents the set of Su-
pervisor Agents from which the Counsellor
Agent can request additional information.

e T defines the topology of communicable
agents.

* 3 denotes the set of permitted routing strate-
gies among agents.

3.1 AutoCBT

Counsellor Agent This agent is an interface for
the AutoCBT which acts as the interface between
the users with psychological confusion (either sim-
ulated users or real users from the web) and candi-
date supervisors.

Supervisor Agents These agents can generate
advice based on self-role descriptions and the coun-
sellor’s draft response. Their number and the way
they are connected can be adjusted according to the
adopted CBT approach.

Memory Mechanisms Each agent is accompa-
nied by a short term memory to store most recent

messages and a long-term memory to store sum-
maries of messages with a sliding window. The
detailed workflow is illustrated in Appendix F.

Topology of Agents In AutoCBT, a topology is
the graph (either static or dynamic) of communica-
ble agent pairs. Messages can be transported over
the topology but may endue subsequent modifica-
tions at each agent.

Routing Strategies The routing strategies are
defined for the communicable agents in the topol-

ogy:

1. [LOOPBACK] Loop back, continue with the
statement.

2. [UNICAST] Unicast, send to a communicable
agent.

3. [MULTICAST] Multicast, send to several com-
municable agents.

4. [BROADCAST] Broadcast, send to all commu-
nicable agents.

5. [ENDCAST] Terminated casting, end commu-
nication with the specified agent.

A detailed description of the agents is provided
in the Appendix A.

Two stage generation process AutoCBT em-
ploys a structured two-stage reasoning mechanism:



* Draft Response Process: The Counsellor
Agent generates an initial response and eval-
uates whether additional supervisory input is
required.

* Final Response Process: If needed, the Coun-
sellor Agent consults a specialized Supervisor
Agent, who refines the response based on CBT
principles before delivering it to the user.

This two-step approach enables AutoCBT to it-
eratively refine its responses, aligning them with
established CBT therapeutic guidelines.

3.2 Decomposition of CBT Core Principles

The CBT core principles can be divided into
five standards: Validation and Empathy, which
ensures responses acknowledge and validate the
user’s emotions; Identify Key Thought or Belief,
which detects cognitive distortions in user state-
ments; Pose Challenge or Reflection, which en-
courages users to critically assess their thought
patterns; Provide Strategy or Insight, which of-
fers actionable coping mechanisms; and Encour-
agement and Foresight, which reinforces positive
thinking and future planning.

In our framework in Figure 1, these five stan-
dards are mapped onto five Supervisor Agents, each
specializing in one standard. During inference,
when the Counsellor Agent receives a question
from the user, it determines whether to seek advice
from one or multiple Supervisor Agents based on
the message context and its memory. This iterative
process continues until the Counsellor Agent has
sufficient information to generate a final response
for the user.

3.3 Dataset Construction

To validate AutoCBT’s effectiveness across multi-
ple languages, we construct a bilingual counseling
dataset with 200 samples from two existing psy-
chological counseling datasets:

* PsyQA (Sun et al.,, 2021): A Chinese-
language dataset designed for psychological
question-answering.

* TherapistQA (kaggle, 2019): An English-
language dataset featuring therapeutic re-
sponses from licensed professionals.

Considering the diversity of the data, we adopted
a classification-then-sampling approach. First,
we collected all the PsyQA and TherapistQA data.

Then, using the Qwen2.5-72B and Llama3.1-70B
models, we semantically categorized the PsyQA
and TherapistQA datasets into 10 distinct classes
each. From each of these 10 classes, we randomly
sampled 10 entries, resulting in 100 entries for
each of the Chinese and English bilingual datasets.
Examples of dataset entries can be found in Ap-
pendix B.

4 Experiments

4.1 Setup

Models For effective psychological counseling,
language models must accurately interpret user in-
tent, recognize emotional nuances, and adhere to
structured intervention techniques. We employ two
state-of-the-art LLMs for this task: Qwen-2.5-72B
for both Chinese and English counseling sessions
and Llama-3.1-70B for English-only sessions. The
temperature parameter is set to 0.98 to balance cre-
ativity and consistency in responses, with all other
hyperparameters kept at their default settings.

Baselines To establish comparative performance,
we evaluate AutoCBT against two baseline ap-
proaches:

* Generation: LLMs generate responses di-
rectly to bilingual dataset questions without
CBT-specific guidance.

* PromptCBT: CBT principles are embedded
within the input prompts before response gen-
eration, ensuring LLMs incorporate CBT tech-
niques implicitly.

We have also examined multi-agent frameworks
such as CAMEL(Li et al., 2023) and AutoGEN(Wu
et al., 2023). However, these frameworks differ sig-
nificantly from our AutoCBT setting. First, they do
not natively support long-term and short-term mem-
ory compression, requiring manual implementation
of such mechanisms. Second, these frameworks
operate strictly according to predefined workflows
that terminate upon success or failure, without
granting the counsellor agent the autonomy to de-
cide when to interrupt or terminate the entire pro-
cess. For these reasons, we did not include them as
baselines in our experiments.

4.2 Evaluation Methodology

In designing our evaluation metrics, we also re-
ferred to MEEP (Ferron et al., 2023). We found
that this work primarily focuses on evaluating



Perspective Description Criterion Score
. 1.1 Did the counsellor correctly understand the user’s intent?
Demonstrates understanding . .
1.2 Did the counsellor show respect, understanding, and sym-
and sympathy towards the s . .
Empathy s . . pathy for the user’s anxiety and pain? 7
user’s emotions or issues, and . .
1.3 Did the counsellor create a safe environment for the user
creates a sense of safety. . .
to express their feelings?
Identify potential cognitive 2.1 Did the counsellor identify the user’s distorted beliefs?
e distortions of the user 2.2 Did the counsellor delve into the user’s distorted beliefs?
Identification . . . . . 7
through the description of the 2.3 Did the counsellor assist the user in recognizing and chal-
problem in the dialogue. lenging these distorted beliefs?
3.1 Did the counsellor ask questions related to the user’s initial
Ask open-ended questions to thoughts?
. encourage the user to 3.2 Did the counsellor pose questions that facilitated deeper
Reflection . . .. 7
reconsider or reflect on their  thinking?
initial thoughts or beliefs. 3.3 Did the counsellor ask questions reflecting the user’s
distorted beliefs?
4.1 Were the strategies or insights provided by the counsellor
Provide practical strategies or practical?
insights to help the user 4.2 Could the strategies or insights solve the user’s current
Strategy . 7
address their current problems?
situation. 4.3 Were the strategies based on professional psychological
methods?
5.1 Did the counsellor encourage the user to take action?
5.2 Did the counsellor address potential failures the user might
Encourage the user to use the o . .
Encouragement . encounter while implementing the strategies? 7
strategies. . .
5.3 Did the counsellor provide comfort and encouragement
regarding setbacks and challenges?
6.1 Was the counsellor’s response highly relevant to the user’s
question?
Evaluate the relevance of the .
Relevance vau v 6.2 Did the counsellor’s response flow naturally? 7

dialogue content.

6.3 Did the counsellor’s answer cover the main issues or
concerns raised by the user?

Table 1: Six automatic evaluation metrics and corresponding score criterion based on the CBT core principles.

general dialogue quality from the perspectives of
Interactional-Quality and Interestingness. How-
ever, critical dimensions in psychological coun-
seling—such as empathy, encouragement, and
reflection—are not included in MEEP. Therefore,
we propose the following evaluation criteria that
are more appropriate for single-turn psychological
counseling dialogues:

Automatic Evaluation For automated assess-
ments, we utilize GPT-40-mini to score responses
according to six predefined evaluation metrics out-
lined in Table 1. Each response is independently
evaluated three times to mitigate the impact of ran-
domness in the LLMs’ token outputs, with the final
score being the average of these ratings.

This process ensures robust statistical evaluation
and reduces bias introduced by outlier responses.

Human Evaluation Although automatic evalu-
ation provides a standardized scoring mechanism,
it does not fully capture the complexity of human

cognitive distortions and nuanced therapeutic inter-
actions. To address this, we develop a human eval-
uation framework that focuses on in-depth assess-
ment of AutoCBT’s ability to detect and challenge
cognitive distortions. Details of this framework are
provided in Appendix C.

Compared to automated scoring, human evalua-
tion emphasizes the qualitative aspects of counsel-
ing, such as the appropriateness of therapeutic inter-
ventions and the emotional resonance of responses.
We conduct two human evaluation experiments:

 Simple Overall Evaluation (SOE): Five psy-
chology professionals review all responses in
the bilingual dataset and select the most effec-
tive response per question among AutoCBT
and the baselines.

* Detailed Sampling Evaluation (DSE): Six
psychology professionals evaluate a subset of
60 responses (10% of the bilingual dataset),
assessing them across seven key dimensions,



Cognitive Distortions

Strategy Encouragement Relevance ‘ Total Score

Model Lang. Method Empathy
Identification Reflection |
Generation  5.493/7 4.630/7 4280/7 6.153/7 5.200/7 6.543 /17 32.300
Qwen ZH PromptCBT  6.000/7 5.610/7 5.623/7 6.237/17 6.130/7 6.860 /7 36.460
AutoCBT 6.247 /17 5.760 / 7 5.787/7 6.363/7 6.447 /7 6.857/17 37.460
Generation  5.907/7 4.903/7 4740/7 6.093/7 5.383/17 6.637/17 33.663
Qwen EN PromptCBT  6.390/7 5.687/7 579717 6.233/7 6.377117 6.887/17 37.370
AutoCBT 6.650/7 5.830/7 5.983/7 6.440/7 6.560/7 6913/7 38.377
Generation  6.055/7 5267117 5.161/7 6.059/7 5.549 /17 6.718 /17 34.810
Llama EN PromptCBT  6.377/7 5.678/7 5.886/7 5.879/7 6.103/7 6.799 /17 36.722
AutoCBT 6.513/7 5.780/7 5996/7 5.908/7 6.227/7 6.909 /7 37.333

Table 2: AutoCBT’s performance on Qwen-2.5-72B and Llama-3.1-70B using the bilingual dataset. For a more

detailed analysis about Llama refer to Section 4.6.
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Figure 2: AutoCBT generates better answers than both PromptCBT and Generation for over 70% of the bilingual
dataset questions and outperforms both PromptCBT and Generation in identifying and challenging cognitive

distortions.

including empathy and coherence. This
method allows for a deeper analysis of model
performance beyond standard automatic eval-
uation metrics.

At the same time, in order to better differentiate
between the various scores and because individuals
with higher education are more suited to a 7-point
scale (Robinson, 2018), we adopted the 7-point
scale for evaluation.

4.3 Results

Automatic Evaluation The observed scores for
responses in the Chinese section of the dataset are
presented in Table 2. When comparing the perfor-
mance of Generation and PromptCBT, it is evi-
dent that incorporating core CBT principles signifi-
cantly enhances the quality of LLM-generated re-

sponses. Furthermore, AutoCBT, which leverages
a structured multi-agent approach based on CBT
principles, consistently produces higher-quality re-
sponses than PromptCBT, outperforming it in 5 out
of 6 evaluation metrics.

For the English section of the dataset, the re-
sults indicate that AutoCBT surpasses both base-
line methods across all six evaluation metrics and
overall English proficiency, as assessed using the
Llama and Qwen models. Notably, AutoCBT’s su-
perior performance in English closely aligns with
its effectiveness in Chinese, highlighting the frame-
work’s robustness across languages.

Human Evaluation AutoCBT’s effectiveness is
further validated in human evaluation experiments.
As shown in Figure 2a, results from the SOE in-
dicate that AutoCBT provides the most preferred
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all six evaluation dimensions. This indicates that AutoCBT’s two-stage process—first simulating the baseline
via Draft responses, then further enhancing performance through Final responses—is a key factor behind its

superior performance compared to the baselines.

response for over 70% of questions in the bilin-
gual dataset. Additionally, Figure 2b presents the
results from the DSE, where psychology profes-
sionals systematically assessed AutoCBT’s abil-
ity to identify and challenge cognitive distortions.
Across all seven evaluation dimensions related to
cognitive distortions, AutoCBT consistently outper-
forms both baseline methods, reinforcing its ability
to generate contextually appropriate and therapeu-
tically effective responses.

A more detailed qualitative analysis of the differ-
ences between Generation, PromptCBT, and Au-
toCBT is provided in Appendix D.

4.4 Simulating and Surpassing Baselines

From the Draft and PromptCBT Diff. in Figure 3,
we observe that the quality of AutoCBT’s draft re-
sponses is comparable to that of PromptCBT in
the baselines. Since the prompt used for the draft
response is flexible and configurable, AutoCBT’s
draft responses can effectively simulate the behav-
ior of PromptCBT in the baselines. In the Final
and Draft Diff., we observe that the quality of the
final responses surpasses both the draft responses
and PromptCBT across all evaluation dimensions.
This demonstrates that the dynamic routing and
supervisory mechanisms in AutoCBT can signifi-
cantly enhance the quality of psychological coun-
seling responses.

AutoCBT achieves performance beyond tra-
ditional prompt-only approaches through this
"simulate first, then surpass" strategy. We aim to
extend this paradigm to other domains in order to
validate its generalizability.

4.5 Challenges in AutoCBT

Simultaneous Routing In psychological coun-
seling, a Counsellor Agent must decide whether to
engage with the user or consult a supervisor, but
these decisions are mutually exclusive—it cannot
simultaneously select both "improve dialogue" and
"end dialogue". However, despite the large param-
eter sizes of LLMs (e.g., 70B+), they still exhibit
limitations in semantic understanding and logical
reasoning, leading to conflicting routing objectives.

To address this, we modified the routing logic: if
the Counsellor Agent simultaneously selects both
the user and a Supervisor Agent as routing targets,
the system prioritizes session termination to pre-
vent looping behavior.

Addressing the simultaneous routing issue is crit-
ical for ensuring logical consistency in Al-driven
therapy. Without intervention, LLMs may create
looping behaviors that erode user trust and reduce
conversational quality. By enforcing exclusive rout-
ing in conflicting scenarios, AutoCBT improves
decision-making reliability, ensuring smoother ther-
apeutic interactions.



Role Confusion When the Counsellor Agent de-
termines that a response requires improvement,
it forwards the query to a Supervisor Agent for
guidance. However, in some cases, the Supervi-
sor Agent mistakenly generates a direct response
instead of providing feedback, causing confusion
in the Counsellor Agent, which expects guidance
rather than a complete answer. When historical re-
sponses contain prior advice, LLMs are more prone
to role misinterpretation.

We introduced a modification in the Supervisor
Agent’s prompt: it now explicitly begins each re-
sponse with ""Hello Counsellor" to reinforce its
advisory role and minimize misinterpretation, en-
suring that responses remain in line with the ex-
pected supervisory function.

Preventing role confusion enhances interpretabil-
ity and safety in Al-mediated counseling. Misalign-
ment in counsellor-supervisor interactions could
mislead users or result in inappropriate recommen-
dations.

Routing Loop In real-world psychological coun-
seling, repeated requests for advice on the same
issue are uncommon. However, in our system, due
to LLMs’ limited semantic tracking and instruction-
following abilities, the Counsellor Agent may un-
intentionally send multiple redundant requests to
the same Supervisor Agent. To mitigate this, we
implemented a dynamic edge removal strategy:
when agent A sends a message to agent B, the di-
rected edge A — B is removed from the topology
graph, preventing repeated requests to the same
Supervisor Agent. This ensures that each Supervi-
sor Agent is accessed only once per query session.
Given N Supervisor Agents and one user, the Coun-
sellor Agent is restricted to a maximum of N + 1
routing operations, maintaining system efficiency
while reducing redundant loops.

Eliminating redundant advice requests is crucial
for efficiency and scalability in Al-driven counsel-
ing. The dynamic edge removal strategy ensures
each query follows an optimized path, reducing
unnecessary computation while maintaining struc-
tured decision-making. Future implementations
could explore reinforcement learning-based rout-
ing mechanisms to make agent collaboration more
context-aware and adaptive.

4.6 Over-Protection in Llama

During psychological counseling simulations, we
observed that the Llama model refuses to an-

swer nine questions from the English section of
the dataset, particularly those related to minors,
sex, and suicide. This behavior was consistent
across both AutoCBT and baseline methods using
Llama. In contrast, the Qwen model successfully
responded to all questions in the bilingual dataset.
The reject status is in the Appendix E.

While Llama’s over-protection mechanism aims
to prevent Al-generated harm, excessive refusal
to engage in sensitive topics can be detrimental
to users in distress. A more balanced approach
may involve confidence-based response generation,
where the LLM partially engages in sensitive topics
but refers high-risk cases to human professionals.

5 Conclusion

This study first introduces the differences between
single-turn and multi-turn psychological counsel-
ing in online forums. Inspired by these differences,
we propose AutoCBT, a multi-agent framework
based on CBT designed to enhance psychological
counseling. Additionally, we have collected a bilin-
gual dataset that enables rapid verification of single-
turn counseling quality. By incorporating dynamic
routing and a supervisory mechanism, AutoCBT
enhances the quality of traditional counseling di-
alogues based on LLMs, focusing on identifying
and addressing cognitive distortions in users. Ex-
perimental results demonstrate that AutoCBT sig-
nificantly outperforms purely prompt-based coun-
seling frameworks, providing more structured and
contextually appropriate responses, and is preferred
by psychological professionals. We also analyze
the two-stage process of AutoCBT and how it
outperforms traditional baselines using the "simu-
late first, then surpass" approach. This study sys-
tematically analyzes the limitations of large lan-
guage models, including difficulties in instruction-
following, role confusion, and inefficient routing,
and proposes solutions to address these issues.
These findings not only improve the performance
of AutoCBT but also offer insights into enhancing
the collaboration of multi-agent LLMs for appli-
cations in other fields. We believe that AutoCBT
marks an important step towards scalable Al-driven
psychological support systems. It can complement
traditional mental health services, making counsel-
ing more accessible and personalized, thus benefit-
ing a broader audience.



Limitations

AutoCBT enhances performance compared to
purely prompt-based psychological counseling
methods. However, interactions between the coun-
sellor and supervisors in AutoCBT increase token
consumption. These interactions lead to two is-
sues: longer memory texts due to repeated conver-
sations and a higher likelihood of invalid routes,
as LLMs often deviate from the specified format,
requiring rerouting until corrected. To address this,
AutoCBT incorporates a memory window that con-
denses older conversations, retaining only the most
recent dialogue and significantly reducing token
consumption.

While all goals of psychological counseling aim
to address the user’s psychological needs, every
response must meet an implicit precondition: en-
suring safety, non-harmfulness, and preventing re-
traumatization. If this safeguard is compromised,
counseling loses its foundational meaning. We be-
lieve that by providing higher-quality consultation
responses compared to the baselines, AutoCBT
implicitly aligns with the safety and harmlessness
requirements.

However, even the smallest security lapse can
have serious consequences, particularly when de-
ploying LL.M-based systems to real users, high-
lighting the importance of enhancing safety mea-
sures. Due to the flexible nature of the AutoCBT
framework, we propose adding a new supervi-
sor—the Safety Supervisor—who will focus on
reviewing the content for potential harm, address-
ing safety gaps overlooked by existing supervisors,
and further minimizing the risk to users.

Although no additional experiments have been
conducted to validate the Safety Supervisor, previ-
ous results showing that each supervisor improves
AutoCBT’s response quality within their desig-
nated oversight metrics suggest that the Safety Su-
pervisor would effectively enhance the security of
counsellor-generated content.

Ethical Considerations

Based on the data copyright protocols delineated
by the PsyQA (Sun et al., 2021), we will release
our dataset for research purposes only. All ques-
tions from online mental health forums have been
anonymized to protect participant privacy. We
work with annotators to repeatedly check the rules
and details of annotations to ensure their accurate
understanding. Furthermore, the responses are gen-

erated by LLMs, not professionals. Therefore, this
work cannot provide therapeutic recommendations
or diagnostic statements.
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instructions, simulating real or hypothetical user
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Agent. Using Qwen-72B (Bai et al., 2023) and
LLaMA-70B (Touvron et al., 2023), we classify
user queries into ten categories. Each query is as-
signed to its corresponding category, and 10 repre-
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corresponding model-generated responses. This
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toCBT’s effectiveness in addressing cognitive dis-
tortions and improving response quality.
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them with Identify-CD and Challenge-CD, respec-
tively. Additionally, a new metric, Presentation,
is introduced to assess the overall performance of
the counsellor’s response. As a result, we retain
four original metrics from the automatic evaluation
experiment while incorporating three new metrics
in the Detailed Sampling Evaluation. The modi-
fied metrics provide a more nuanced assessment of
the model’s ability to detect and address cognitive
distortions effectively.

In our evaluation framework in the Table 5,
newly introduced metrics are highlighted in red,
while original metrics remain unchanged and are
displayed in black.

D Human Analysis of Detailed Sampling
Evaluation

Both AutoCBT and PromptCBT employ empa-
thetic methods. However, AutoCBT provides
warmer and more contextually adaptive support,
shaped by cultural variations.

In Chinese responses, AutoCBT emphasizes re-
spect and indirectness, while in English responses,
it maintains professionalism with a direct yet sup-
portive tone. While both models excel in re-
description and clarification, AutoCBT’s softer and
more context-specific tone fosters better emotional
validation compared to PromptCBT’s more rigid
and academically structured responses, which some
users perceive as overly clinical or labeling.

Furthermore, while the Generation approach
may be suitable for addressing mild psychological
concerns, AutoCBT demonstrates stronger empa-
thy and encouragement, making it the preferred
option for users requiring deeper emotional support.
Although PromptCBT balances structured interven-
tion with some degree of flexibility, it often lacks
the clarity and emotional engagement found in Au-
toCBT, positioning AutoCBT as the most effective
choice for addressing emotional and psychological
challenges.

The analysis result in the Table 6.

E Rejections by Qwen and Llama

The reject result in the Table 7. Llama initially
rejected 8 questions, reduced to 2 after AutoCBT’s
enhancements. In total, Llama rejected 9 unique
questions.
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F Long- and Short-Term Dialogue
Compression

First, a boundary between long-term and short-term
memory is preset, for example, setting it to 10.
Each agent’s dialogue history is maintained un-
changed as long as it does not exceed this limit of
10 turns. Once the dialogue history of any agent
exceeds 10 turns (e.g., reaches 11), the oldest 10
turns of dialogue need to be compressed, while the
most recent current turn remains uncompressed.
At this point, the agent must first submit the old-
est 10 dialogue turns to a large language model
(LLM) for compression into a new, concise text
summary—this process involves compressing a
long text into a short text. The newly compressed
short text then replaces the original 10 turns in the
dialogue history. Together with the most recent
current dialogue turn, these form a dialogue history
consisting of only 2 records. The agent continues
the conversation with this condensed history un-
til the dialogue record count again exceeds 10, at
which point the compression process is repeated.
This approach ensures that the dialogue history
length of each agent never exceeds 11 turns. The
detailed workflow is illustrated in Figure 4a.



Counsellor Prompt

Supervisor Prompt

##Attention##

Then based on the following question and its description,
please provide a professional, compassionate, and helpful
response. Ensure your response adheres to the structure of
Cognitive Behavioral Therapy (CBT) responses, especially
in identifying the key thought or belief, and seamlessly
integrates each part:

1. Validation and Empathy: Show understanding and sym-
pathy for the patient’s feelings or issues, creating a sense of
safety.

2. Identify Key Thought or Belief: Through the problem
description, identify potential cognitive distortions or core
beliefs.

3. Pose Challenge or Reflection: Raise open-ended ques-
tions, encouraging the patient to reconsider or reflect on
their initial thoughts or beliefs.

4. Provide Strategy or Insight: Offer practical strategies or
insights to help them deal with the current situation.

5. Encouragement and Foresight: Encourage the patient to
use the strategy, emphasizing that this is just the beginning
and further support may be needed.

### Response content to be improved:
{draft_response}

### Supervisor’s revision suggestions:
{revise_of_draft}

### The information of the patient is as follows:
{original_question_of_user}

## You are playing the role of {agent_name} in a virtual
world, accompanying the counsellor and examining the
conversation between the patient and the counsellor. The
counsellor will generate a response based on the patient’s
information and cognitive-behavioral therapy guidelines.
As a supervisor, you need to provide some revision sugges-
tions based on your own role description to the counsellor’s
response, so that the counsellor can improve and generate
their response according to your revision suggestions. At
present, the known information is as follows:

### Your role description as {agent_name}:
{role_description}

### As {agent_name}, you saw a consultation from a pa-
tient:

{original_question_of_user}

### As {agent_name}, you have seen the response to the
patient’s consultation generated by the counsellor that needs
to be modified:

{draft_response}

## Now, you have chosen to communicate with the follow-
ing roles through {routing}:
{agents}

##Attention##

Please use "Hello counsellor’ as the beginning content of
your response that you will send to {agent_name} and pro-
vide your revision suggestions to the counsellor!

Table 3: Prompt of Counsellor and Supervisors.

Dataset Examples

Lang. Count
Question Description Answers

Me and my sister in law are both pregnant right now. Thank you for explaining this situation. How unfor-
And I’ve been noticing the inconsistency of level of tunate that this share joyous event is turning into a
care about our baby from my fiancée side of the fam. competition.The experience of being left out or ig-
This situation really has me depressed, and unsure nored as part of the situation is what needs to be

EN  what to do. for starters my sister in law and that side  addressed. First, I would have a talk with your fiancé 100
of the family has made it a competition between the —about what is happening and why. Does the family
babies, I don’t want it to be a competition. It always have a bias against the pregnancy because you were
who can do what first...... not married first? Is your fiancé on the outs......
BREREZBMRZAE, REGRFECER EMBERL? B8~ BRI EERS CRHMGEEEN . F RN
T I B OAES R RX G LSRRI, ¥1—01= MR OIS IR N AR - AN SN R 2 1R
BIRHRERAIAIG, FERIENS, THEN T4, FER B, WRT —HRARRELE . MAET, Wi, 1T
18 B ORI RIR, REMm—ER, Rkt WM, REM. R s L, mE—-fFEE. A
JERE, NEWULT 2 RBFERRE R RIS K, ZUMAER —EET, WITR AR . e, 3K
WAL, —HIT LY=, SRRRIEIRHE,  ATLURIURER, MWL, RO, BRI AR .
VRN T A, BERAR EREAMAMR, BAEM Lk, 23—, B Fh—k, &,

ZH gz, BTE—, BOOAT AL, RIENEEAE B3k, BEh—E. RERFNRERE . @ 100

K, WRBETHE, LA —DIBMIBEE, HEREL
W, WIRZNEW, R ERREN, M A
BERRIRIOEE, W ALUE, R B — RIS FDREF,
B G — R A HD R BRI ...

HENFH L REN TIERIX LRGN - J5AARAE AT AER T
— A NTESMBIE, WA 2R B REnang . ARBI St
AR, EHZEAEER . H—EU S —HIXHE T,

AT BN AERR SR, XN SR BN B R

IAl...

Table 4: The overall structure and a Q&A example from the bilingual dataset.
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Perspective Description Criterion Score
Identify potential cognitive 11 éel(-jlgs the cognitive distortion phenomenon of users been iden-
Identify-CD g:esst:rriu?il;i(gftgjeeusgbtlkéﬁuii}iﬁge 1.2 Does it help users recognize distorted beliefs? 7
dialo ?le p 1.3 Has cognitive distortion been explained from a psychological
gue. perspective?
2.1 Does it help users think and challenge these distorted beliefs?
Ask open-ended questions to 2.2 Have you raised open-ended questions that are helpful for
Challenee-CD encourage the user to reconsider or  deeper thinking? 7
© reflect on their initial thoughts or 2.3 Has psychological counseling technology been integrated?
beliefs. 2.4 Does the guided reflection correspond to the cognitive distor-
tions that visitors may have?
3.11Is the overall language style close to the image of counsellor?
Presentation Evaluate the overall performance of 3.2 Is the information expressed clearly? 7
) the response of counsellor. 3.3 Have you flexibly applied some psychological counseling
techniques?
Demonstrates understandine and 4.1 Did the counsellor correctly understand the user’s intent?
sympathy towards the user,‘;” 4.2 Did the counsellor show respect, understanding, and sympa-
Empathy ei/no?ionsyor issues. and creates a thy for the user’s anxiety and pain? 7
sense of safet ’ 4.3 Did the counsellor create a safe environment for the user to
¥ express their feelings?
5.1 Was the counsellor’s response highly relevant to the user’s
question?
Relevance dEi‘;ell:)ua{JtZ g())fr:]tr:rlgvance of the 5.2 Did the counsellor’s response flow naturally? 7
2 ' 5.3 Did the counsellor’s answer cover the main issues or concerns
raised by the user?
6.1 Were the strategies or insights provided by the counsellor
ical?
Provide practical strategies or practical’ . . s
. 6.2 Could the strategies or insights solve the user’s current prob-
Strategy insights to help the user address loms? 7
their current situation. 6.3 Were the strategies based on professional psychological meth-
ods?
7.1 Did the counsellor encourage the user to take action?
Encourage the user to use the 7.2 Did the counsellor address potential failures the user might
Encouragement & encounter while implementing the strategies? 7

strategies.

7.3 Did the counsellor provide comfort and encouragement re-
garding setbacks and challenges?

Table 5: The new metrics are inconsistent with the previous metrics, which were automatically evaluated.
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Perspective

Human Analysis

Empathy & Encouragement

The responses from AutoCBT are logically similar to those from PromptCBT, both begin
with empathetic techniques to convey understanding and validate the user’s challenges
before moving to structured and logical assessments and recommendations. Both approaches
generally demonstrate an accurate understanding of the user’s concerns and challenges.
However, AutoCBT provides slightly more emotional support, creating an overall warmer
impression. Its responses integrate empathetic techniques more smoothly and maintain
a consistent empathetic tone. Additionally, two specific aspects were observed. First,
AutoCBT demonstrates more flexibility in word choice compared to PromptCBT. This
marks a significant improvement over the formulaic responses typically associated with
previous LLMs. Furthermore, likely due to cultural differences in counseling model training,
AutoCBT’s approach to creating a “safe environment for the user” varies between its Chinese
and English responses. In the Chinese context, it emphasizes respect, attentiveness, and
ensures the user feels valued, respected, and heard. In English, however, it emphasizes
professionalism with phrases like, “I’ll view your issue from a non-judgmental perspective,”
aligning with the clear boundaries often emphasized in Western society. In Chinese practice,
these boundaries are generally less pronounced to avoid creating user apprehension.

Cognitive Distortion

Both AutoCBT and PromptCBT effectively identify and analyze users’ cognitive distortions;
however, Generation’s responses contain minimal content on this aspect. There is a notable
gap between AutoCBT and PromptCBT in further challenging cognitive distortions, primarily
in their integration with the client’s context. PromptCBT’s guided reflection can feel rigid,
and some responses may make users feel interrogated. In contrast, AutoCBT’s recognition
and reflection are well-aligned with users’ specific contexts, using softer, gentler language
that guides users to examine the rationality of their core beliefs from different perspectives.
Both AutoCBT and PromptCBT responses exhibit re-description, summarization, and con-
ceptual clarification of user questions, with AutoCBT applying these techniques more exten-
sively. We see this as a key advantage of LLM-based psychological counseling responses.
Re-description not only demonstrates that the "Counsellor Agent" genuinely understands
the user’s issue but also enhances the credibility of “I can understand you,” helping users
feel their emotions are acknowledged. Additionally, users experiencing psychological and
emotional challenges often have confused thoughts. Techniques like re-description, summa-
rization, and clarification assist users in clarifying their logical thinking and focusing on the
issues they seek to resolve. Additionally, in vocabulary explanation, AutoCBT uses a more
approachable and conversational language style, while PromptCBT tends toward academic
expressions. PromptCBT often uses more specialized psychological terms, which can in-
advertently make users feel “labeled” and lead to self-criticism. For instance, PromptCBT
might use terms like “catastrophizing thinking,” potentially leading users to think, “I'm really
bad.” Similar issues occasionally appear in AutoCBT’s responses but with less frequency than
in PromptCBT’s. In real-life counseling, practitioners carefully use professional terminology,
especially with clients experiencing significant psychological challenges. They often use
more tactful language when conveying serious-sounding terms, a strength in which AutoCBT
excels.

Usefulness of the strategy

Based on its performance, we believe Generation is suitable primarily for users with mild
emotional issues and a clear objective of finding problem-solving methods. However, its
mechanical and rigid language is less appropriate for users needing psychological and
emotional support. For users experiencing emotional confusion or in a suboptimal or
unhealthy psychological state, AutoCBT is recommended. AutoCBT’s performance more
closely resembles that of a psychological counsellor, providing greater empathy and respect in
its language. PromptCBT’s positioning lies between the other two; it employs more academic
language that may seem diagnostic rather than consultative, lacking clear explanations for
users. Generation offers the widest range of strategies among the three, providing users with
diverse choices. However, its strategies are often vague, with broad, generic explanations that
lack specific responses to users’ challenges, leading to lower overall relevance. AutoCBT
and PromptCBT incorporate user-specific contexts to better address their needs. Of the two,
AutoCBT performs better, showing stronger empathy and encouragement in its language,
and creating a more genuine dialogue with users. When proposing potentially sensitive
strategies, like suggesting users seek professional counseling, AutoCBT uses caring language
paired with empathy and encouragement, reducing visitors’ resistance. In some responses,
AutoCBT anticipates potential obstacles in implementing strategies and provides timely
encouragement, offering empathetic support for users with psychological or emotional
challenges.

Table 6: Human analysis of the SOE and the DSE.
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Chinese English

Model Method
Refused-Questions Distinct-Refused-Questions | Refused-Questions Distinct-Refused-Questions

Generation 0
Qwen  PromptCBT
AutoCBT

Generation
Llama PromptCBT
AutoCBT

Union(3, 3,8)=9

~~~|Oc
l ww|looco

Table 7: Rejections by Qwen-2.5-72B and Llama-3.1-70B were analyzed.

Start Conversation

[Is history length > 10?)

Generation
No erS Challenge-CD PromptCBT
AutoCBT
Trigger compression dentify-CD
(history > 10)

Continue conversation Strategs
(history < 10)

\4
Select oldest 10 entries
Compress with LLM

Replace with compressed summary
+ current utterance

Empathy

Resume conversation

Relevance

(a) The workflow of long short-term memory. (b) The performance of Chinese in the DSE experiment.

Figure 4: The workflow of long short-term memory, and the performance of Chinese in the DSE experiment.
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