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ABSTRACT

Grounding natural language queries in graphical user interfaces (GUIs) presents a
challenging task that requires models to comprehend diverse UI elements across
various applications and systems, while also accurately predicting the spatial co-
ordinates for the intended operation. To tackle this problem, we propose GMS:
Generalist Scanner Meets Specialist Locator, a synergistic coarse-to-fine frame-
work that effectively improves GUI grounding performance. GMS leverages the
complementary strengths of general vision-language models (VLMs) and small,
task-specific GUI grounding models by assigning them distinct roles within the
framework. Specifically, the general VLM acts as a ‘Scanner’ to identify potential
regions of interest, while the fine-tuned grounding model serves as a ‘Locator’ that
outputs precise coordinates within these regions. This design is inspired by how
humans perform GUI grounding, where the eyes scan the interface and the brain
focuses on interpretation and localization. Our whole framework consists of five
stages and incorporates hierarchical search with cross-modal communication to
achieve promising prediction results. Experimental results on the ScreenSpot-Pro
dataset show that while the ‘Scanner’ and ‘Locator’ models achieve only 2.0%
and 3.7% accuracy respectively when used independently, their integration within
GMS framework yields an overall accuracy of 35.7%, representing a 10× improve-
ment. Additionally, GMS significantly outperforms other strong baselines under
various settings, demonstrating its robustness and potential for general-purpose
GUI grounding.

1 INTRODUCTION

Grounding natural language queries in graphical user interfaces (GUIs) requires models to predict
accurate coordinates for user-specified actions, enabling applications in agent control, device au-
tomation, and accessibility (Wang et al., 2025a; Nguyen et al., 2025; Zhang et al., 2025a; Tang
et al., 2025b). As vision-language models (VLMs) advance in multimodal reasoning, GUI grounding
emerges as a key benchmark for evaluating their interactive capabilities (Hui et al., 2025; Wang et al.,
2025b; Li et al., 2025; Cheng et al., 2024; Liu et al., 2024). GUI grounding is challenging due to
the diverse structures, styles, and semantics of interfaces across platforms. It requires fine-grained
understanding of both textual and non-textual elements, dense visual layouts, and context-dependent
functions, making accurate interpretation difficult (Li et al., 2025; Wu & Xie, 2024; Wu et al., 2025a).

Existing approaches can be broadly categorized into two groups: (i) Training-based methods either
fine-tune base vision-language models, such as Qwen2-VL-7B, to directly predict grounding coordi-
nates, or employ reinforcement learning techniques, such as GRPO, to induce multi-step reasoning
processes that ultimately localize the target region (Gou et al., 2025; Wu et al., 2024; Shao et al.,
2024). Although fine-tuning improves task-specific performance, it often sacrifices the model’s
capacity for self-correction and adaptive reasoning. Reinforcement learning methods offer greater
flexibility and generalization, but they incur substantial computational overhead and suffer from
slow inference due to the complexity of the reasoning procedures they require (Luo et al., 2025a;
Zhou et al., 2025; Lu et al., 2025; Liu et al., 2025; Tang et al., 2025a). (ii) Training-free methods
seek to bypass the cost of retraining by leveraging pre-trained models. These include recursive
zoom-in techniques that iteratively refine grounding predictions and planner-based strategies that
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Figure 1: The two original models individually perform poorly on the GUI grounding task, with
average accuracies below 4%. Under our GMS framework, where each model specializes in its
strengths and collaborates effectively, the overall accuracy reaches 36%, which is nearly 10× higher
than their standalone performance.

utilize general models to guide localizers (Li et al., 2025; Wu et al., 2025a; Nguyen, 2025; Luo
et al., 2025b; Ge et al., 2025; Zhang et al., 2024; Wang et al., 2024a). However, zoom-in strategies
are highly sensitive to initial prediction errors and lack any verification mechanism, making them
fragile in practice. Planner-based approaches mitigate this to some extent by introducing coordination
between models, but they continue to rely on general models to produce bounding boxes. Since these
general models are not trained explicitly for precise localization, the resulting predictions are often
inaccurate, and errors tend to propagate throughout the grounding process.

To address these limitations, we proposes GMS: Generalist Scanner Meets Specialist Locator, a
synergistic coarse-to-fine framework. GMS integrates the complementary strengths of general-
purpose and task-specific models to construct a training-free, modular grounding pipeline, as shown
in Figure 2. The design of GMS is inspired by the human visual cognition process, in which broad
perceptual scanning is followed by focused attention for fine-grained decision making. Accordingly,
the general-purpose vision-language model operates as a ‘Scanner’ that identifies high-confidence
candidate regions at a coarse level, while a fine-tuned GUI grounding model functions as a specialist
‘Locator’ that predicts precise coordinates within the selected regions. The GMS framework consists
of five modules that enable coarse-to-fine localization: (1) Hierarchical attention allocation, where
the “Scanner” partitions the screen into coarse grids and selects semantically relevant regions; (2)
Iterative focus refinement, where ambiguous areas are recursively zoomed in through semantically
guided subdivision; (3) Cross-modal verification, where the “Locator” proposes coordinates that
are validated by the “Scanner” to suppress false positives; (4) Multi-agent consensus, where the
“Scanner” and “Locator” predictions are fused with asymmetric weighting for robust agreement; and
(5) Adaptive resolution enhancement, where multi-scale late fusion reconciles coarse semantic cues
with fine pixel-level localization. This design creates a cognitively inspired perception and action
loop, outperforming prior pipelines in both robustness and precision.

By addressing key limitations in existing approaches, such as the absence of verification mechanisms
in zoom-in methods and the imprecise localization capabilities in planner-based strategies, GMS
demonstrates strong generalization and efficiency. Empirical results on the benchmark dataset confirm
that our proposed framework achieves substantial performance gains. Notably, even when initialized
with two individually weak models, GMS improves grounding accuracy from below 4% to 36%, as
illustrated in Figure 1. In summary, our contributions are threefold:

(1) We introduce GMS, a training-free multi-agent framework that emulates human-like grounding
by assigning complementary roles to generalist and specialist models, achieving substantial gains
without additional fine-tuning.

(2) Experiments on the ScreenSpot-Pro dataset show that GMS improves performance by more than
10× with weak model pairs and consistently outperforms other strong baselines, demonstrating both
robustness and generalizability.

(3) We conduct extensive evaluations, including test-time scaling and ablations, to validate the
framework. The results show that agents are most effective when specialized, leading to robust
performance across diverse and challenging scenarios.
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General VLM Model

Desktop ScreenShot

In the screenshot, where are the pixel coordinates (x, y) 

of the element corresponding to the operation …
Wait! I’m knowledgeable, but I’m not good at giving specific pixel coordinates. Even 

though I can see the element I should click, maybe the answer is (435, 284)?

Grounding Fine-tuned Model

Wait! Although I have the capability to give pixel coordinates, the image is too large 

and contains many elements. I could be wrong, maybe the answer is (869, 1088)?

I can be a “Scanner”!

I can be a “Locator”!

GMS Framework (Ours)

(671, 853)

Figure 2: A simplified illustration captures the motivation and design of the proposed GMS framework.
General-purpose VLMs exhibit broad visual and semantic understanding but often fail to produce
accurate coordinate predictions. In contrast, grounding fine-tuned VLMs offer precise localization
capabilities but lack the high-level reasoning required for complex tasks. Individually, both models
tend to produce incorrect outputs. However, by leveraging their complementary strengths and
assigning the general VLM as a ‘Scanner’ and the grounding VLM as a ‘Locator’, mimicking the
roles of human eyes and brain, this system can effectively generate correct answers.

2 RELATED WORKS

Recent advances in vision-language models (VLMs) have significantly improved multimodal under-
standing by jointly learning visual and textual representations (Comanici et al., 2025; OpenAI et al.,
2024; Anthropic, 2025; OpenAI, 2025; Bai et al., 2025). Building on their strong capabilities, recent
work investigates more interactive and grounded scenarios, where models must not only interpret
visual content but also localize and manipulate elements within images. This direction naturally
extends to GUI grounding, which maps user instructions to actionable interface elements in GUIs.

In parallel, recent years have seen significant advances in research on GUI agents, evolving from
rule-based web automation to general-purpose interface control across platforms such as mobile and
desktop. A persistent challenge is the reliable localization of interface elements, which remains a
key bottleneck for robust automation (Nakano et al., 2022; Zhang et al., 2025b; Wang et al., 2024a).
The emergence of vision-language models marks a shift toward perception-driven grounding by
leveraging both visual and textual inputs, without depending solely on structured metadata. Recent
work improves robustness by fine-tuning VLMs on GUI-specific datasets, resulting in models that
predict element coordinates with higher precision (Gou et al., 2025; Wu et al., 2024; Gu et al.,
2025; Qin et al., 2025). Some studies extend this direction using reinforcement learning approaches
for multi-step decision-making with interpretable intermediate outputs (Tang et al., 2025c; Luo
et al., 2025a; Wu et al., 2025b). In parallel, training-free approaches explore dual-system models,
iterative zoom-in mechanisms, and the repurposing of general purpose models as planners to guide
action selection (Wu et al., 2025a; Li et al., 2025). However, existing methods often overlook
collaborative agent architectures, in which two specialized models assume distinct roles aligned
with their respective strengths. Such cooperation presents a promising direction for integrating
complementary model capabilities in GUI grounding.

3 METHODOLOGY

GUI grounding poses a dual challenge: it requires both global semantic understanding and precise
spatial localization. Prior approaches often rely on a single model to handle both tasks simultaneously,
leading to trade-offs that limit overall performance. Inspired by the dual-stream hypothesis in
visual cognition, which separates the “what/where” pathway from the “how” pathway in human
perception, we propose GMS: Generalist Scanner Meets Specialist Locator, a framework that
explicitly decomposes the grounding task into two specialized agents: a generalist vision-language
model acting as a ‘Scanner’, and a fine-tuned GUI grounding model serving as a ‘Locator’. GMS
follows a coarse-to-fine strategy across five stages, with the detailed process illustrated in Figure 3.
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In the screenshot, where are the pixel coordinates (x, y) 

of the element corresponding to the operation “search 

information of project in android studio”?

Step1 – Hierarchical Attention Allocation

Region 5 40

Region 1 30

Region 2 30

Region 8 20

Region 7 20

… I cannot directly 

perform the search 

operation using a 

visible button or icon 

in the screenshot.

… there isn't a readily 

apparent button for 

directly searching 

project information in 

the the image.

Step2 – “Scanner” Verification

Region Confidence Score9 Regions Splits Region 5 Verification Region 1 Verification

… the image does 

contain elements that 

allow searching for 

project information.

Region 2 Verification

Scanner, I think the coordinate is (647, 235)

Locator, you need to help me 

identify the precise coordinates (x, 

y) of a specific area …

Ok, let me check … it is likely that this 

cropped region contains the target button 

for searching information of a project in 

Android Studio.

Region 3 70

Region 2 60

Region 1 10

Region 5 5

Region 4 5

Step4 – Iterative Focus Refinement

9 Regions Splits Region Confidence Score

… the image does 

not contain the 

button or icon for 

searching project 

information.

… the image contains 

the button to search 

information of 

project in android 

studio.

Step5 – “Scanner” Verification

Region 3 Verification Region 2 Verification Region 1 Verification

… the "Navigate" 

menu is visible in the 

image, it is possible 

to perform a search 

operation.

Scanner, I think the coordinate is (442, 713)

Locator, you need to help me 

identify the precise coordinates (x, 

y) of a specific area …

Ok, let me check … it is unlikely to 

contain the target button for directly 

searching information of the project.

Step7 – Multi-Agent Consensus

Scanner, I will give you two candidates 

and now I need you to make a choice 

between them:

Locator, Candidate 1 shows a search bar 

with a magnifying glass icon and a 

dropdown menu, which is most …

Our Final Selection

Absolute Point (664, 224)

Step8 - Adaptive Resolution Enhancement

I prefer this area, the center 

position within region 13

I prefer this area, which is the 

coordinate I gave to you before

I think your answer is better, the final answer is: (664, 224)

Scanner Agent Locator Agent

Step3 – Cross-Modal Verification

Step6 – Cross-Modal Verification

Figure 3: A detailed illustration of the proposed GMS framework highlights its multi-stage and
hierarchical process. The ‘Scanner’ module mimics human vision by constraining the search space
and identifying regions of interest, while the ‘Locator’ module emulates cognitive decision-making to
determine precise coordinates. Each agent performs its dedicated role, yet they cooperate seamlessly
within the framework, leveraging their complementary strengths to accurately predict the target
coordinates.

Formally, let the GUI screen be an image I ∈ RH×W×3 and a natural language instruction as Q.
The goal is to predict a pixel coordinate p = (x∗, y∗) ∈ [0,W ]× [0, H] corresponding to the GUI
element described in Q. GMS achieves this through the following stages:

3.1 HIERARCHICAL ATTENTION ALLOCATION

Human visual attention operates in a coarse-to-fine manner, allocating cognitive resources hierarchi-
cally across the scene. Psychological studies show that within the first 300ms of exposure, humans
can perform scene parsing to identify regions of interest prior to fine-scale analysis. GMS emulates
this behavior via adaptive grid partitioning and region-level semantic scoring.

Specifically, we begin by decomposing the screen into a 3× 3 grid:

R = {R1, R2, . . . , R9}, Ri ⊂ I.

Each region Ri is defined by its bounding box Bi = [xi
1, y

i
1, x

i
2, y

i
2]. The generalist vision-language

model (e.g., GPT, Gemini) then acts as the ‘Scanner’, which evaluates each region’s semantic
relevance to the query Q by computing:

si = Select(Instselection, Q,Ri), si ∈ [0, 100].

The top-k scoring regions are selected to form the candidate set Rtop. Note that our choice of 3× 3
reflects a trade-off between semantic coverage and token cost. While finer grids (e.g., 4× 4) increase
resolution, they incur diminishing returns in early-stage filtering and increase computational load.

3.2 ITERATIVE FOCUS REFINEMENT

One-shot attention allocation often fails in high-density GUI scenes due to:

• Semantic ambiguity from visually similar but functionally distinct elements.
• Contextual dependencies requiring reasoning over inter-element relations (e.g., “checkbox next

to the password field”).
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To mitigate this, we design a recursive depth-first search (DFS) refinement process. At each level l,
regions R(l) are recursively subdivided into 3× 3 subgrids. The ‘Scanner’ re-applies the selection
function:

R(l+1) = Select(R(l), Instselection, Q),

until one of two stopping conditions is met: (i) the region’s width or height is below a threshold (e.g.,
< 600 px), or (ii) subsequent verification (section 3.3) indicates insufficient confidence. Unlike naive
zoom-in approaches, each refinement step is semantically informed and is grounded in a verification
loop to suppress false positives.

3.3 CROSS-MODAL VERIFICATION

While generalist models excel at region-level semantic matching, they often suffer from false con-
fidence due to hallucinations or overgeneralization. To correct this, we introduce a cross-modal
verification mechanism that uses the specialist ‘Locator’ as a factuality check.

For each selected region R(l), the ‘Locator’ agent predicts a coordinate:

p̂l = GUIGround(Q,R(l)).

A crop Cl of size 125× 125 pixels is extracted around p̂l, providing localized context. The ‘Scanner’
agent then performs verification:

vl = Verify(Cl, Q, Instverification), vl ∈ {0, 1}.
The patch size is carefully chosen to balance context and specificity. Empirically, 125× 125 provides
sufficient local cues while avoiding dilution from too many unrelated UI elements.

3.4 MULTI-AGENT CONSENSUS

After multiple rounds of verification, we could obtain t candidate crops:
C = {(C1, v1), . . . , (Ct, vt)}, vl ∈ {0, 1}.

Selecting the best candidate is framed as a multi-agent consensus problem. Instead of naı̈ve majority
voting, we adopt an asymmetric weighting strategy, reflecting each agent’s relative expertise:

(i) The ‘Scanner’ agent contributes global context understanding and high-level semantic reasoning
across multiple candidate regions.

(ii) The ‘Locator’ agent contributes fine-grained spatial precision and reliable confidence estimation
within localized regions.

The ‘Scanner’ agent is instructed as follows:

l̂ ← Eval(Instevaluation, C), C∗ = Cl̂.

This step ensures that the selected region maximally aligns with both semantic and spatial constraints
of the instruction Q.

3.5 ADAPTIVE RESOLUTION ENHANCEMENT

The final prediction requires resolving discrepancies between coarse attention and fine spatial cues.
Generalist vision-language models operate on low-resolution patches, while the specialist operates
on raw pixels. To bridge this, we design a multi-scale late fusion module.

First, we upscale C∗ by ×5 in both dimensions to improve resolution. A 5 × 5 grid is imposed,
followed by a 3× 3 subgrid within the selected region. The ‘Scanner’ estimates a coarse point:

pscanner = Center(z∗).

In parallel, the ‘Locator’ provides a direct prediction:
plocator = GUIGround(Q,C∗).

The final decision is delegated to the stronger ‘Scanner’ agent:
pfinal = Decide(Q,C∗, {pscanner, plocator}, Instdecision).

This fusion mechanism leverages multi-resolution reasoning, ensuring that the final coordinate
prediction is both semantically coherent and spatially precise. The design echoes principles from
receptive field theory, where layered attention enhances perceptual granularity.
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Base Model Development Creative CAD Scientific Office OS Average

text icon avg text icon avg text icon avg text icon avg text icon avg text icon avg text icon avg

GPT-4o 1.3 0.0 0.7 1.0 0.0 0.6 2.0 0.0 1.5 2.1 0.0 1.2 1.1 0.0 0.6 0.0 0.0 0.0 1.3 0.0 0.8
Gemini-2.0-Flash 0.6 2.1 1.3 4.5 0.0 2.6 3.6 3.1 3.4 2.1 1.8 2.0 2.3 0.0 1.7 0.0 1.1 0.5 2.5 1.3 2.0
Gemini-2.5-Flash-Lite 1.3 0.0 0.7 2.0 4.2 2.9 7.6 1.6 6.1 4.2 0.9 2.8 2.3 3.8 2.6 0.0 1.1 0.5 3.2 1.8 2.7
CogAgent-18B 14.9 0.7 8.0 9.6 0.0 5.6 7.1 3.1 6.1 22.2 1.8 13.4 13.0 0.0 6.5 5.6 0.0 3.1 12.0 0.8 7.7
Aria-UI 16.2 0.0 8.4 23.7 2.1 14.7 7.6 1.6 6.1 27.1 6.4 18.1 20.3 1.9 16.1 4.7 0.0 2.6 17.1 2.0 11.3
Claude (Computer Use) 22.0 3.9 12.6 25.9 3.4 16.8 14.5 3.7 11.9 33.9 15.8 25.8 30.1 16.3 26.2 11.0 4.5 8.1 23.4 7.1 17.1
UI-TARS-7B 58.4 12.4 36.1 50.0 9.1 32.8 20.8 9.4 18.0 63.9 31.8 50.0 63.3 20.8 53.5 30.8 16.9 24.5 47.8 16.2 35.7
UI-TARS-72B 63.0 17.3 40.8 57.1 15.4 39.6 18.8 12.5 17.2 64.6 20.9 45.7 63.3 26.4 54.8 42.1 15.7 30.1 50.9 17.5 38.1

OS-Atlas-4B 7.1 0.0 3.7 3.0 1.4 2.3 2.0 0.0 1.5 9.0 5.5 7.5 5.1 3.8 4.4 5.6 0.0 3.1 5.0 1.7 3.7
+ DiMo-GUI 13.6 1.4 7.7 9.6 2.8 6.7 4.1 4.7 4.2 30.6 4.5 19.3 24.3 15.1 22.2 7.5 2.2 5.1 14.6 4.0 10.6
+ GMS (w/ Gemini-2.0-Flash) 44.2 16.6 30.8 49.0 16.1 35.2 27.9 12.5 24.1 56.3 25.5 42.9 57.6 39.6 53.5 36.4 20.2 29.1 45.2 20.2 35.7
∆ 37.1 16.6 27.1 46.0 14.7 32.9 25.9 12.5 22.6 47.3 20.0 35.4 52.5 35.8 49.1 30.8 20.2 26.0 40.2 18.5 32.0
+ GMS (w/ Gemini-2.5-Flash-Lite) 39.0 18.6 29.1 48.5 14.7 34.3 21.3 12.5 19.2 45.8 20.0 34.6 55.4 24.5 48.3 35.5 19.1 28.1 40.9 17.9 32.1
∆ 31.9 18.6 25.4 45.5 13.3 32.1 19.3 12.5 17.7 36.8 14.5 27.1 50.3 20.7 43.9 29.9 19.1 25.0 35.9 16.2 28.4

UGround-7B 26.6 2.1 14.7 27.3 2.8 17.0 14.2 1.6 11.1 31.9 2.7 19.3 31.6 11.3 27.9 17.8 0.0 9.7 25.0 2.8 16.5
+ DiMo-GUI 44.2 6.2 25.8 39.9 7.7 26.4 17.3 3.1 13.8 50.7 8.2 32.3 46.9 15.1 39.6 32.7 10.1 22.4 38.1 7.9 26.6
+ GMS (w/ Qwen2.5-VL-7B) 44.2 13.8 29.4 56.1 15.4 39.0 33.5 17.2 29.5 54.2 25.5 41.7 59.3 34.0 53.5 37.4 18.0 28.6 47.9 19.0 36.9
∆ 15.6 11.7 14.7 28.8 12.6 22.0 19.3 15.6 18.4 22.3 22.8 22.4 27.7 22.7 25.6 19.6 18.0 18.9 22.9 16.2 20.4
+ GMS (w/ Gemini-2.0-Flash) 60.4 24.1 42.8 63.1 24.5 46.9 35.5 14.1 30.3 62.5 27.3 47.2 71.8 43.4 65.2 52.3 27.0 40.8 57.4 25.8 45.4
∆ 33.8 22.0 28.1 35.8 21.7 29.9 21.3 12.5 19.2 30.6 24.6 27.9 40.2 32.1 37.3 34.5 27.0 31.1 32.4 23.0 28.9
+ GMS (w/ Gemini-2.5-Flash-Lite) 44.8 18.6 32.1 59.6 21.7 43.7 29.9 18.8 27.2 50.0 28.2 40.6 70.1 35.8 62.2 44.9 20.2 33.7 50.2 22.8 39.7
∆ 18.2 16.5 17.4 32.3 18.9 26.7 15.7 17.2 16.1 18.1 25.5 21.3 38.5 24.5 34.3 27.1 20.2 24.0 25.2 20.0 23.2

UGround-V1-7B 51.9 3.4 28.4 48.0 9.1 31.7 20.0 1.6 15.3 57.6 16.4 39.8 61.6 13.2 50.4 37.4 7.9 25.0 45.6 8.4 31.4
+ DiMo-GUI 57.8 21.4 40.1 60.1 18.1 42.5 45.7 18.8 39.1 75.7 28.2 55.1 79.7 37.7 70.0 51.4 30.3 41.8 61.7 24.3 47.4
+ GMS (w/ Qwen2.5-VL-7B) 53.2 20.7 37.5 57.1 19.6 41.3 59.4 29.7 52.1 62.5 34.5 50.4 67.8 35.8 60.4 45.8 15.7 32.1 58.4 24.5 45.5
∆ 1.3 17.3 9.1 9.1 10.5 9.6 39.4 28.1 36.8 4.9 18.1 10.6 6.2 22.6 10.0 8.4 7.8 7.1 12.8 16.1 14.1
+ GMS (w/ Gemini-2.0-Flash) 69.5 35.9 53.2 67.7 26.6 50.4 67.0 28.1 57.5 70.1 38.2 56.3 76.8 50.9 70.9 51.4 21.3 37.8 68.1 32.5 54.5
∆ 17.6 32.5 24.8 19.7 17.5 18.7 47.0 26.5 42.2 12.5 21.8 16.5 15.2 37.7 20.5 14.0 13.4 12.8 22.5 24.1 23.1
+ GMS (w/ Gemini-2.5-Flash-Lite) 59.1 29.7 44.8 72.2 30.8 54.8 70.6 17.2 57.5 69.4 38.2 55.9 78.0 45.3 70.4 57.9 29.2 44.9 68.9 31.5 54.6
∆ 7.2 26.3 16.4 24.2 21.7 23.1 50.6 15.6 42.2 11.8 21.8 16.1 16.4 32.1 20.0 20.5 21.3 19.9 23.3 23.1 23.2

Table 1: Main experimental results on the ScreenSpot-Pro dataset. The table reports performance
under the proposed GMS framework with different combinations of ‘Scanner’ and ‘Locator’ agents,
compared against a range of baseline methods. The best accuracy for each setting is highlighted in
bold, and the second-best is underlined. Relative improvements (in percentage points) are annotated.

4 EXPERIMENTS SETUP

4.1 DATASET

We evaluate our framework on the ScreenSpot-Pro benchmark, which consists of over 1,500 high-
resolution desktop screenshots spanning six GUI grounding tasks (Li et al., 2025).

4.2 VISION LANGUAGE MODELS

We instantiate our framework with two vision–language models in complementary roles: a general-
purpose ‘Scanner’ for broad visual understanding and instruction following, and a GUI-specialized
‘Locator’ for precise element localization.

To demonstrate that the framework effectively exploits each model’s strengths, we select two well-
known grounding-focused model families, each with fewer than 7B parameters: OS-Atlas (Wu et al.,
2024) and UGround (Gou et al., 2025).

For the ‘Scanner’ role, we balance cost and model availability (including both open-weight and
closed-source models) and choose: Qwen2.5-VL (Bai et al., 2025) and Gemini (Google, 2025;
Comanici et al., 2025; Team et al., 2024; 2025b).

4.3 METRICS

We use accuracy as the evaluation metric. Formally, let p̂ = (x, y) denote the predicted coordinate
and B = [xmin, xmax]× [ymin, ymax] denote the ground-truth bounding box. We define an indicator
function:

I(p̂ ∈ B) =
{
1, if xmin ≤ x ≤ xmax and ymin ≤ y ≤ ymax,

0, otherwise.

Then, the accuracy over N samples is: Accuracy = 1
N

∑N
i=1 I(p̂i ∈ Bi).
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Figure 4: Experimental results illustrating the impact of decreasing the pixel number threshold from
1024 to 448 in the hierarchical search constraints. The figure reports the accuracy of six sub-categories
and the overall accuracy across four agentic combinations.

4.4 IMPLEMENTATION DETAILS

We obtain all open-weight models from their official repositories on HuggingFace. For these fine-
tuned grounding models, we set the temperature to 0.0 to ensure faithfulness. For closed-source
models, we perform inference via the OpenRouter platform. To ensure consistency and efficiency,
we adopt the default inference settings: temperature = 0.7 and topp = 0.95. All experiments were
conducted on a machine equipped with two NVIDIA A100 80GB GPUs and 1,000 GB of RAM. The
prompts and baseline introduction are provided in Appendix G and Appendix E, respectively.

5 EXPERIMENT RESULTS

We evaluate our proposed framework on the ScreenSpot-Pro benchmark, with results presented in
Table 1. Our framework consistently outperforms all baselines across multiple settings, including
strong fine-tuned models (up to 72B parameters) and DiMo-GUI. The improvements are particularly
substantial across various sub-categories, covering both text and icon grounding tasks, with relative
gains ranging from 100% to over 1000%. We highlight the following key findings:

Effectiveness in Low-Performance Settings. The OS-Atlas-4B model performs poorly under direct
inference, achieving only 13% accuracy even with DiMo-GUI. Remarkably, when integrated into our
framework and paired with Gemini models, each of which yields less than 3% accuracy individually,
the combined system achieves 30% accuracy. This represents a 10× improvement over the original
results and a 2× improvement over DiMo-GUI. These findings highlight the framework’s ability to
coordinate weaker models into a highly effective cooperative system by assigning them specialized
roles.

Superior Performance on Icon Grounding Tasks. Existing methods, including DiMo-GUI and
large fine-tuned models, typically underperform on icon-related grounding tasks compared to text-
based tasks. In contrast, our GMS framework substantially alleviates this disparity. By leveraging the
synergy between the generalist ‘Scanner’ and specialist ‘Locator’ modules, our method boosts icon
grounding accuracy from 1.7% to 20% on OS-Atlas-4B (a 1076% improvement) and from 2.8% to
25.8% on UGround-7B (an 821% improvement).

Scalability and Model Flexibility. Our framework demonstrates strong scalability. Even with
relatively small ‘Scanner’ models, such as 7B or flash-Gemini variants, the performance gains remain
substantial. Furthermore, the results indicate that stronger general models lead to better outcomes.
Given the framework’s flexible and modular design, integrating more capable models (e.g., stronger
Gemini variants) may yield further performance improvements.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

3 5 7 9

Top-k

20

30

40

50

60
A

cc
u

ra
cy

(%
)

18.3

21.5
24.1 24.6

26.7

31.9
33.5

35.1

59.2 59.7 60.7 60.7

CAD

3 5 7 9

Top-k

30

35

40

45

50

55

28.9

34.2
35.3

36.9

34.8

39.6
41.2 41.7

48.1

52.9 53.5
55.1

Creative

3 5 7 9

Top-k

20

30

40

50

20.2

25.9

28.5
29.8

12.7

19.6
20.9

23.4

44.3

47.5
48.7 49.4

Development

3 5 7 9

Top-k

25

30

35

40

A
cc

u
ra

cy
(%

)

22.6

28.8

31.5
32.2

23.3

28.8

31.5

32.9

31.5

35.6

37.7

39.7

OS

3 5 7 9

Top-k

50

55

60

65

70

75

48.8
50.6

52.4 52.4
53.6

57.8 57.8
59.6

66.3

71.7

75.3 75.9

Office

3 5 7 9

Top-k

25

30

35

40

45

50

55

23.0

27.0
28.4

29.4
27.4

31.9
33.3 33.8

45.1

48.5

51.0
52.0

Scientific

OS-Atlas-4B (w/ Gemini-2.5-Flash-Lite) UGround-7B (w/ Qwen2.5-VL-7B) UGroundV1-7B (w/ Gemini-2.0-Flash)

Figure 5: Experimental results showing the impact of increasing the top-k selection value from 3 to 9.
The figure reports the accuracy across six sub-categories under four agentic combinations.

6 TEST-TIME SCALING

Our framework integrates the concept of test-time scaling into the hierarchical search process. The
inference time can be flexibly controlled by adjusting two key factors: the top-k selection parameter
at each search step and the pixel threshold used during the process. In this section, we analyze the
impact of these parameters on the 15 most challenging subsets.

6.1 IMPACT OF PIXEL VALUE THRESHOLD

We begin by evaluating the impact of different pixel thresholds, with accuracy results shown in
Figure 4. As the threshold decreases from 1024 to 512, which allows the ‘Scanner’ agents to capture
finer-grained details of the GUI interface, we observe a consistent increase in accuracy. Notably,
even at the higher threshold of 1024, the framework maintains strong performance, with only a
marginal drop in accuracy compared to lower thresholds. This result highlights the robustness and
effectiveness of our proposed framework. Moreover, the improvements observed with decreasing
thresholds suggest promising test-time scaling capabilities. Given that many original images in the
ScreenSpot-Pro dataset exceed 3000 pixels in resolution, these findings indicate that the framework
is well suited for high-resolution settings, which are critical in GUI understanding tasks.

6.2 IMPACT OF TOP-K REGION SELECTION

We further examine the impact of the k-value in the top-k region selection mechanism, which guides
the deeper stages of hierarchical search. As shown in Figure 5, increasing k from 3 to 9 leads to a
gradual improvement in accuracy. This trend aligns with intuition, as a larger search space allows the
‘Scanner’ agent to explore more potentially relevant subregions. Since in high-resolution settings,
where input images are especially large, the agent may fail to cover all important areas. A smaller k
can lead to the omission of critical regions, particularly when the agent assigns low confidence to
relevant areas due to limited context or weaker understanding.

The most significant performance gain occurs when increasing k from 3 to 5, suggesting that the
‘Scanner’ agent possesses a baseline level of capability, and a modest expansion of the search space
greatly enhances its effectiveness. Beyond this point, further improvements are observed, but with
diminishing returns. We also find that the choice of ‘Scanner’ agent influences the model’s sensitivity
to changes in k. For example, the Qwen2.5-VL-7B model shows the most pronounced improvement
as k increases; on the Development split, accuracy rises from 12.7% to 23.4%. In contrast, when

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

Scanner Agent Locator Agent Inference Method Overall Accuracy (%)

Gemini-2.0-Flash OS-Atlas-4B

GMS 35.67

w/o Cross-Modal Verification 27.83(↓ 7.84)
w/o Multi-Agent Consensus 33.05(↓ 2.62)

w/o Adaptive Resolution Enhancement 31.59(↓ 4.08)

Gemini-2.5-Flash-Lite UGround-7B

GMS 39.72

w/o Cross-Modal Verification 33.57(↓ 6.15)
w/o Multi-Agent Consensus 37.20(↓ 2.52)

w/o Adaptive Resolution Enhancement 34.91(↓ 4.81)

Table 2: Ablation results after individually removing each of the three crucial stages from our
framework. Overall accuracy drops significantly compared to the full framework, highlighting the
cooperative nature and effectiveness of the proposed architecture.

stronger Gemini models are used as the ‘Scanner’ agent, the benefit of increasing k is less substantial.
This aligns with expectations, as stronger vision-language models are generally more confident and
accurate in identifying the correct region, thereby reducing the need for a large search space.

7 ABLATION STUDY

To validate the effectiveness of each key component in our proposed framework, we conduct a series
of ablation studies using three modified baselines:

• Deletion of Cross-Modal Verification: The ‘Locator’ agent’s predicted coordinates are passed
directly, without any confidence-based filtering.

• Deletion of Multi-Agent Consensus: The ‘Locator’ agent always selects the coordinate with
the highest confidence score, bypassing the consensus selection mechanism.

• Deletion of Adaptive Resolution Enhancement: The ‘Locator’ and ‘Scanner’ agents no longer
collaborate; the output of the ‘Locator’ alone is used as the final click instruction.

The experimental results, presented in Table 2, show that removing any component leads to noticeable
performance degradation. Among these experiments, the removal of cross-modal verification has
the most severe impact. This is likely due to the absence of confidence filtering, which causes the
‘Scanner’ agent to receive multiple candidate regions without sufficient guidance, making effective
reasoning difficult, especially under long-context constraints or limited output reasoning capacity.

In contrast, the removal of multi-agent consensus has the least impact on performance. This finding
reflects the strong evaluation capabilities of the ‘Scanner’ agent, which can reliably assess each
candidate to determine whether it contains the target position. As a result, selecting only the candidate
with the highest verification score still yields strong performance compared to the other two conditions.
This further supports the design intuition of assigning distinct and complementary responsibilities to
different agent types within our framework.

8 CONCLUSION

We propose GMS: Generalist Scanner Meets Specialist Locator, a synergistic coarse-to-fine frame-
work that employs hierarchical search with test-time scaling. Drawing inspiration from how humans
approach GUI grounding tasks, GMS introduces two specialized roles: the ‘Scanner’ and the ‘Loca-
tor’. This division enables cooperative behavior, allowing each agent to focus on the subtask that
aligns with its respective strengths. The ‘Scanner’ performs coarse region localization, while the
‘Locator’ is responsible for precise coordinate prediction within the identified region. Extensive
experiments on the ScreenSpot-Pro dataset demonstrate the effectiveness of GMS. The framework
not only surpasses strong baselines but also substantially boosts the performance of two relatively
weak models when combined, achieving nearly double their original accuracy without any additional
fine-tuning. Ablation studies further confirm the robustness of the framework, showing that each stage
contributes significantly to overall performance. These results underscore the practical applicability
of GMS to real-world GUI grounding scenarios and highlight its potential as a general paradigm for
agent collaboration in vision–language tasks.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

ETHICS STATEMENT
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A THE USE OF LARGE LANGUAGE MODELS (LLMS)

We used LLMs to assist with the phrasing and grammar of the manuscript. The LLMs were used
strictly as a writing aid and did not contribute to the scientific ideation, methodology, or results
presented in this paper.

B IMPLEMENTATION DETAILS

For the closed-source models, we perform inference using the OpenRouter platform, and all use
the default provider. All experiments were conducted between August 15 and September 15 on a
machine equipped with two NVIDIA A100 80GB GPUs and 1000GB of RAM.

B.1 BENCHMARK DATASET DISCUSSION

The ScreenSpot-Pro benchmark dataset poses challenges such as diverse icons, layouts, and
application-specific styles, as well as large input sizes and heterogeneous content, making it a
suitable resource for evaluating model robustness.

B.2 MAIN EXPERIMENT DETAILS

In the main experimental results shown in Table 1, we compare our approach with several baselines:
(1) direct inference using the original models and (2) DiMo-GUI, one of the strongest existing base-
lines, which incorporates the concept of test-time scaling. To balance performance and computational
efficiency, we set the threshold for hierarchical image search to 600 pixels, meaning that the search
terminates when either the image width or height falls below this threshold.

B.3 EXPERIMENTAL MODEL INTRODUCTION

Here we briefly introduce the four types of models that are used in the main experiments, as the
general ‘Scanner’ and the specialist ‘Locator’.

B.3.1 ‘LOCATOR’ MODELS

• OS-Atlas (Wu et al., 2024): An open-source foundational action model series for GUI agents,
trained on 2.3 million cross-platform screenshots and 13 million UI elements.

• UGround (Gou et al., 2025): A universal visual-only grounding model family that predicts
pixel-level element coordinates using only visual input, trained on 1.3 million screenshots
containing 10 million GUI elements.

B.3.2 ‘SCANNER’ MODELS

• Qwen2.5-VL (Bai et al., 2025): A recent multimodal vision–language model series, available
in multiple sizes, that offers strong visual understanding.

• Gemini (Google, 2025; Comanici et al., 2025; Team et al., 2024; 2025b): Google’s family of
multimodal models, capable of processing text, images, audio, and code, and designed for
broad AI applications including chat and search.

C FURTHER RELATED WORK

Here, we further discuss related work concerning the use of test-time scaling in the field of GUI
grounding:

C.1 TEST-TIME SCALING

Test-time scaling refers to techniques that improve model performance at inference without modifying
model parameters, typically by increasing computation or using additional resources (Muennighoff
et al., 2025; Snell et al., 2024; Zhang et al., 2025c). In GUI grounding, test-time scaling has been
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used to improve localization through action histories, external knowledge retrieval, zoom-in searches,
and adaptive focus refinement (Wu et al., 2025a; Nguyen, 2025; Nakano et al., 2022). These methods
aim for greater accuracy via extended reasoning and iterative attention.

D ADDITIONAL BASELINE PERFORMANCE

Due to the page limitations in the main paper, we also report the raw performance of several additional
vision-language models on the test benchmark, which we list in Table 3.

Base Model Development Creative CAD Scientific Office OS Average

text icon avg text icon avg text icon avg text icon avg text icon avg text icon avg text icon avg

Gemma-3-27B 0.0 0.0 0.0 2.0 0.0 1.2 1.0 1.6 1.1 3.5 0.0 2.0 1.1 0.0 0.9 0.0 0.0 0.0 1.3 0.2 0.9
Phi-4-Multimodal 0.0 0.7 0.3 1.5 0.0 0.9 0.5 1.6 0.8 2.1 0.0 1.2 1.7 5.7 2.6 0.0 0.0 0.0 1.0 0.8 0.9
SeeClick 0.6 0.0 0.3 1.0 0.0 0.6 2.5 0.0 1.9 3.5 0.0 2.0 1.1 0.0 0.5 2.8 0.0 1.5 1.8 0.0 1.1
Claude Sonnet 4 1.3 3.4 2.3 1.5 0.7 1.2 2.5 0.0 1.9 1.4 1.8 1.6 0.6 1.9 0.9 0.0 0.0 0.0 1.3 1.5 1.4
Qwen2-VL-7B 2.6 0.0 1.3 1.5 0.0 0.9 0.5 0.0 0.4 6.3 0.0 3.5 3.4 1.9 3.0 0.9 0.0 0.5 2.5 0.2 1.6
GLM-4.5V 0.0 1.4 0.7 1.5 2.1 1.8 5.6 0.0 4.2 2.8 1.0 2.0 1.7 1.9 1.7 0.0 0.0 0.0 2.1 1.2 1.8
GPT-5 2.6 0.7 1.7 4.5 4.2 4.4 7.6 7.8 7.7 4.2 1.8 3.1 4.5 3.8 4.3 0.0 0.0 0.0 4.3 2.6 3.7
Gemini-2.5-Pro 4.5 2.8 3.7 7.6 5.6 6.7 14.2 1.6 11.1 4.9 6.4 5.5 7.3 3.8 6.5 2.8 1.1 2.0 7.5 3.8 6.1
ShowUI-2B 16.9 1.4 9.4 9.1 0.0 5.3 2.5 0.0 1.9 13.2 7.3 10.6 15.3 7.5 13.5 10.3 2.2 6.6 10.8 2.6 7.7

Table 3: Additional baseline results of various vision-language models on the GUI grounding
benchmark. Despite their strong general capabilities, these models perform poorly on this specific
task.

From the results presented in the table, it is evident that most state-of-the-art vision-language models,
including those from families such as GPT-5 and Gemini-2.5-Pro, perform poorly on the GUI
grounding benchmark despite their strong general vision capabilities. This highlights a critical
limitation in their ability to handle fine-grained, domain-specific grounding tasks. Nevertheless,
their robust visual perception suggests that they can still serve effectively as visual front-ends to
parse and understand GUI images. These findings underscore the importance of fully leveraging the
intrinsic capabilities of such models, rather than relying solely on scaling up data or fine-tuning larger
parameter models.

E BASELINE INTRODUCTION

We compare our GMS framework with several baselines, as shown in Table 1 and Table 3. Below, we
introduce each baseline to provide clarification.

• GPT-4o (OpenAI et al., 2024): OpenAI’s flagship multimodal model that seamlessly un-
derstands and generates text, images, and audio. It enables faster, more natural real-time
interactions while maintaining strong reasoning and accuracy.

• Gemma3-27B (Team et al., 2025c): Google’s 27B-parameter version of their Gemma 3 model
family. It’s a high-capacity, multimodal model that accepts both text and image inputs, supports
an expanded 128K context window, works across 140 languages.

• Phi-4-Multimodal (Abdin et al., 2024): Microsoft’s 5.6B-parameter model that can process text,
vision, and speech (audio) inputs in a unified system. It supports a long 128K token context,
uses a “mixture of LoRAs” approach for modality-adapters.

• SeeClick (Cheng et al., 2024): A visual GUI agent that automates tasks like clicking or typing
by observing only interface screenshots, without needing structured representations such as
HTML or accessibility trees.

• Claude-Sonnet-4 Anthropic (2025): A mid-tier model in Anthropic’s Claude 4 family, designed
to balance strong reasoning and coding ability with efficiency and accessibility.

• Qwen2-VL-7B (Wang et al., 2024b; Bai et al., 2023): A 7B-parameter vision-language model
from Alibaba’s Qwen2-VL family.

• GLM-4.5V (Team et al., 2025a): ZhipuAI’s flagship vision-language model built on GLM-
4.5-Air, activating 12B of its 106B parameters per pass to balance efficiency with strong
multimodal reasoning.
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• Gemini-2.0-Flash (Google, 2025): Google’s high-performance, multimodal model in the
Gemini 2.0 family designed for the “agentic era”.

• Gemini-2.5-Flash-Lite (Comanici et al., 2025): Google’s cost- and latency-optimized variant
in the Gemini 2.5 model series, designed for high-volume, real-world use.

• GPT-5 (OpenAI, 2025): OpenAI’s next-generation multimodal model that advances beyond
GPT-4o with stronger reasoning, longer context handling, and more efficient real-time interac-
tion across text, vision, and audio.

• Gemini-2.5-Pro (Comanici et al., 2025): Google’s top-tier reasoning model in the Gemini 2.5
family, designed to tackle complex problems across modalities, including text, audio, images,
video, and even whole code repositories.

• ShowUI-2B (Lin et al., 2024): A lightweight vision-language-action model from ShowLab,
built for GUI agents to understand and interact with graphical user interfaces via screenshots.

• CogAgent-18B (Hong et al., 2024): An open-source vision-language model (VLM) developed
by THUDM and Zhipu AI, specifically optimized for understanding and interacting with
graphical user interfaces (GUIs).

• Aria-UI (Yang et al., 2025): A multimodal model for GUI grounding that maps language
instructions to specific interface elements using only vision (screenshots), foregoing HTML or
accessibility trees (AXTrees) as auxiliary input.

• Claude (Computer Use) (Hu et al., 2024): A GUI-agent extension of Claude 3.5 Sonnet that
enables the model to observe screenshots of a user’s computer and issue desktop actions (mouse,
keyboard, clicks) to automate tasks.

• UI-TARS-7B (Qin et al., 2025): A 7B-parameter vision-language model from ByteDance
designed for native GUI automation, capable of controlling both web and desktop applications
via only screenshot input.

• UI-TARS-72B (Qin et al., 2025): 72B-parameter version of UI-TARS.

For the baselines not presented in the previous paper, we conduct the evaluations ourselves, with
the inference prompts provided in Appendix G. For the baselines included in the previous paper, we
directly use the results reported by Wu et al. (2025a), which also correspond to the ScreenSpot-Pro
leaderboard data. Regarding the general-purpose vision-language models, we select recent and strong
models to demonstrate their raw performance on the direct GUI grounding task, which turns out to be
rather poor.

F DISCUSSION

In this section, we elaborate on the proposed framework and present further analysis of the associated
experiments, demonstrating its superior performance and the novel insights it yields relative to
existing methods.

F.1 COGNITION AND ARCHITECTURAL INSIGHTS

Here, we discuss several key aspects in which our GMS framework departs from prior works,
highlighting the unique insights underlying our design:

(1) Cognitive-inspired task decomposition based on the dual-stream model, separating semantic
attention from motor-level localization.

(2) Hierarchical attention and cross-modal verification that iteratively refine the search space, replacing
brittle single-pass grounding.

(3) Asymmetric multi-agent collaboration, with a generalist scanner for abstraction and a specialist
locator for spatial precision.

(4) Late-stage fusion through multi-resolution decision making, aligning global predictions with
fine-grained local cues.

These insights allow GMS to achieve a stronger balance between global semantic reasoning and local
spatial precision than prior approaches.
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F.2 ON THE POSSIBILITY OF COMPARING WITH ADDITIONAL BASELINES

In this paper, we primarily compare our framework with DiMo-GUI, one of the strongest existing
baselines on the GUI grounding benchmark. Although numerous related works report results on this
benchmark, their performance under comparable grounding model settings consistently falls short of
DiMo-GUI. Therefore, we focus our comparison on DiMo-GUI to balance both reproducibility costs
and page constraints. Given that our framework outperforms DiMo-GUI, it is reasonable to infer that
it also surpasses other baselines that perform worse than DiMo-GUI.

G INFERENCE PROMPTS

We present the manually designed inference prompts employed in the experiments shown in Figures 6
through 18.

The first thing we want to note is that, for the specific fine-tuned grounding models, we use the same
inference prompt as the researchers in the previous work, without making any modifications. The
inference-related code is written based on the HuggingFace repository example code, including some
resizing and transformations for certain models such as OS-Atlas-4B.

The second point to note is that each main prompt designed for our GMS framework has two versions,
depending on the names of certain subsets. Subsets such as ”ppt windows” or ”word macos” clearly
indicate the application name (here ”powerpoint” and ”word”). However, there are three special
subsets, namely ”common linux”, ”common windows”, and ”common macos”, which do not contain
specific application names. For this reason, we provide two versions of each prompt: the first is used
for most subsets, while the second is used for the three special subsets mentioned here.

Hierarchical Attention Allocation Prompt (Initial Level & Normal Version)

I have provided you a screenshot of my desktop containing the interface of the
{application name} application running on the {system name} system. Where
should I click if I want to DIRECTLY perform the following operation in the
{application name}: **{instruction}**? Provide the possibilities for each region
(Region 1 to Region 9, ordered from left to right, top to bottom) with a score between
0 and 100. Your output MUST follow this format: ”Region X: SCORE (explanation)”.

Figure 6: The hierarchical attention allocation prompt for the initial level (search depth = 0) and the
normal subsets.

Hierarchical Attention Allocation Prompt (Initial Level & Special Version)

I have provided you a screenshot of my desktop using {system name} system.
Where should I click if I want to DIRECTLY perform the following operation in the
{application name}: **{instruction}**? Provide the possibilities for each region
(Region 1 to Region 9, ordered from left to right, top to bottom) with a score between
0 and 100. Your output MUST follow this format: ”Region X: SCORE (explanation)”.

Figure 7: The hierarchical attention allocation prompt for the initial level (search depth = 0) and the
special subsets.
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Hierarchical Attention Allocation Prompt (Non-Initial Level & Normal Version)

Where should I click if I want to DIRECTLY perform the following operation in the
{application name}: **{instruction}**? Provide the possibilities for each region
(Region 1 to Region 9, ordered from left to right, top to bottom) with a score between
0 and 100. Your output MUST follow this format: ”Region X: SCORE (explanation)”.

Figure 8: The hierarchical attention allocation prompt for the non-initial level (search depth ≥ 1) and
the normal subsets.

Hierarchical Attention Allocation Prompt (Non-Initial Level & Special Version)

Where should I click if I want to DIRECTLY perform the following operation:
**{instruction}**? Provide the possibilities for each region (Region 1 to Region
9, ordered from left to right, top to bottom) with a score between 0 and 100. Your
output MUST follow this format: ”Region X: SCORE (explanation)”.

Figure 9: The hierarchical attention allocation prompt for the non-initial level (search depth ≥ 1) and
the special subsets.

Scanner Region Verification Prompt (Normal Version)

You need to check if the image region from my desktop screenshot contains the button
or icon for me to DIRECTLY perform the following operation in the {application}:
**{instruction}**. You are required to output your reasoning process first, and then
provide your final answer in the format: <answer>yes/no</answer>.

Figure 10: The region verification prompt that instructed the ‘Scanner’ agent to filter the region of
interest (for normal subsets).

Scanner Region Verification Prompt (Special Version)

You need to check if the image region from my desktop screenshot contains the button
or icon for me to DIRECTLY perform the following operation: **{instruction}**.
You are required to output your reasoning process first, and then provide your final
answer in the format: <answer>yes/no</answer>.

Figure 11: The region verification prompt that instructed the ‘Scanner’ agent to filter the region of
interest (for special subsets).
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Cross-Modal Verification Prompt (Normal Version)

I want to DIRECTLY perform the following operation in the {application}:
**{instruction}**. First, I’m showing you the original screenshot image, fol-
lowed by a cropped region from it. You need to determine whether this cropped
region is likely to contain the target button, area, or icon for the operation. An-
swer with <relevance>yes/no</relevance> and provide your reasoning within
<reasoning>...</reasoning>.
This is the original screenshot image: <Image1>
And this is the cropped region from the original screenshot image: <Image2>

Figure 12: The cross-modal verification prompt that instructed the ‘Scanner’ agent to verify the
cropped region (for normal subsets).

Cross-Modal Verification Prompt (Special Version)

I want to DIRECTLY perform the following operation: **{instruction}**. First, I’m
showing you the original screenshot image, followed by a cropped region from it. You
need to determine whether this cropped region is likely to contain the target button,
area, or icon for the operation. Answer with <relevance>yes/no</relevance>
and provide your reasoning within <reasoning>...</reasoning>.
This is the original screenshot image: <Image1>
And this is the cropped region from the original screenshot image: <Image2>

Figure 13: The cross-modal verification prompt that instructed the ‘Scanner’ agent to verify the
cropped region (for special subsets).

Scanner Adaptive Resolution Enhancement Prompt (Normal Version)

I want to DIRECTLY perform this operation in the {application} on my desktop:
**{instruction}**.
I have extracted a candidate region and divided it into 5x5 smaller regions (numbered
1 to 25 from left to right, top to bottom). Please identify which of the 25 regions is
the most relevant (return only one region you are most confident about). Then, within
that region, tell me which of the 9 inner zones the target click point is closest to.
(Choose from: top left, top center, top right, center left, center, center right, bottom
left, bottom center, bottom right)
First, provide your reasoning process, and then return your final answer in the
following format:
<index>xxx</index>
<location>xxx</location>

Figure 14: The adaptive resolution prompt that instructed the ‘Scanner’ agent to identify a possible
fine-grained region (for normal subsets).
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Scanner Adaptive Resolution Enhancement Prompt (Special Version)

I want to DIRECTLY perform this operation on my desktop: **{instruction}**.
I have extracted a candidate region and divided it into 5x5 smaller regions (numbered
1 to 25 from left to right, top to bottom). Please identify which of the 25 regions is
the most relevant (return only one region you are most confident about). Then, within
that region, tell me which of the 9 inner zones the target click point is closest to.
(Choose from: top left, top center, top right, center left, center, center right, bottom
left, bottom center, bottom right)
First, provide your reasoning process, and then return your final answer in the
following format:
<index>xxx</index>
<location>xxx</location>

Figure 15: The adaptive resolution prompt that instructed the ‘Scanner’ agent to identify a possible
fine-grained region (for special subsets).

OS-Atlas-4B Grounding Prompt

In the screenshot of this web page, please give me the coordinates of the element I
want to click on according to my instructions(with point).\n"{}"

Figure 16: The instruction for the OS-Atlas-4B model to output grounding coordinates.

UGround-7B Grounding Prompt

In the screenshot, where are the pixel coordinates (x, y) of the element corresponding
to \"{}\"?

Figure 17: The instruction for the UGround-7B model to output grounding coordinates.

UGround-V1-7B Grounding Prompt

Your task is to help the user identify the precise coordinates (x, y) of a specific
area/element/object on the screen based on a description.
- Your response should aim to point to the center or a representative point within the
described area/element/object as accurately as possible.
- If the description is unclear or ambiguous, infer the most relevant area or element
based on its likely context or purpose.
- Your answer should be a single string (x, y) corresponding to the point of the interest.
Description: {instruction}
Answer:

Figure 18: The instruction for the UGround-V1-7B model to output grounding coordinates.
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Baseline Models Grounding Prompt

I want to DIRECTLY perform this operation in the {application} on my desktop:
**{instruction}**. You should provide the target CLICK pixel coordinate (x, y) in
the ORIGINAL image. You must output only integer coordinate values. For example:
’123, 456’ or ’(123, 456)’.

Figure 19: The instruction for the baseline models to output grounding coordinates.
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