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ABSTRACT

The recent empirical success of Mamba and other selective state space models
(SSMs) has renewed interest in non-attention architectures for sequence model-
ing, yet their theoretical foundations remain underexplored. We present a first-
step analysis of generalization and learning dynamics for a simplified but rep-
resentative Mamba block: a single-layer, single-head selective SSM with input-
dependent gating, followed by a two-layer MLP trained via gradient descent
(GD). Our study adopts a structured data model with tokens that include both
class-relevant and class-irrelevant patterns under token-level noise and examines
two canonical regimes: majority-voting and locality-structured data sequences.
We prove that the model achieves guaranteed generalization by establishing non-
asymptotic sample complexity and convergence rate bounds, which improve as
the effective signal increases and the noise decreases. Furthermore, we show
that the gating vector aligns with class-relevant features while ignoring irrelevant
ones, thereby formalizing a feature-selection role similar to attention but realized
through selective recurrence. Numerical experiments on synthetic data justify our
theoretical results. Overall, our results provide principled insight into when and
why Mamba-style selective SSMs learn efficiently, offering a theoretical counter-
point to Transformer-centric explanations.

1 INTRODUCTION

Transformers (Vaswani et al.,|2017)) have become the mainstream framework in large language mod-
els (Achiam et al., 2023} \Guo et al., 2025; Brown et al., [2020; [Touvron et al., |2023). However, due
to the quadratic time and memory complexity introduced by the attention mechanism with respect to
input length (Gu & Dao, 2023; |Dao & Gu, 2024), Transformers are inefficient when handling long
input sequences. Recently, State Space Models (SSMs) (Gu & Daol [2023; [Dao & Gu, 2024; [Zhu
et al., [2024; Wang et al.| |2024a); Behrouz & Hashemil [2024; |Liu et al., 2024} Wang et al., 2024b)
have shown competitive or superior performance to Transformers across domains such as language
(Gu & Dao\ [2023)), vision (Zhu et al.|[2024} Liu et al.|[2024)), graphs (Wang et al.,2024a; Behrouz &
Hashemi, [2024)), audio (Yadav & Tan,[2024), and reinforcement learning (Lu et al.,[2023)). SSMs has
brought many advantages absent in Transformer-based models, such as linear computational com-
plexity and hardware-friendly properties that enable efficient parallelization. Among these models,
Mamba (Gu & Dao, [2023)) proposes a selection mechanism, which parameterizes the SSM with the
input, which allows the model to dynamically retain or discard relevant and irrelevant information.
This enables the Mamba model to achieve performance comparable to Transformer-based models
in long-text modeling as well as tasks such as visual classification and dense prediction (Zhu et al.,
2024 |[Liu et al., 2024), but in a more efficient manner.

Although recent work has primarily focused on the empirical performance of Mamba and its ar-
chitectural comparisons with other models, the theoretical understanding of Mamba remains less
investigated. In addition, recent empirical evidence shows that Mamba’s success is highly sensitive
to hyperparameter tuning (Okpekpe & Orvietol 2025). Such dependence on fragile optimization
choices raises fundamental questions about why and when Mamba succeeds. These include funda-
mental inquiries such as:
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* Under what conditions can a Mamba be trained to achieve satisfactory generalization?
* How is the selection mechanism implemented through Mamba’s components?

Existing theoretical studies on Mamba or related SSMs mainly focus on the expressive power and
the mechanisms of optimal parameters. |Orvieto et al.|(2024) and |[Nishikawa & Suzuki prove SSMs
augmented with MLPs are universal approximators of regular functionals and can mimic token selec-
tion dynamically. [Muca Cirone et al.|(2024) and [Huang et al.| (2025]) show that Mamba has stronger
expressive power than its diagonal SSM predecessor, especially in approximating discontinuous
functions. |Li et al.| (2024c) and [Li et al.| (2025b) respectively prove that two simplified SSMs, H3
and GLA, implicitly perform weighted preconditioned GD at the global minima of in-context learn-
ing problems when input with context examples. However, these works do not explain whether the
selection mechanisms and advantages of Mamba can actually be obtained through practical training.
Moreover, these studies do not analyze the generalization ability of Mamba models.

Contributions of this paper. In this work, we study a nonlinear neural model composed of a one-
layer Mamba block and a two-layer perceptron, which is simplified but sufficiently representative
to reflect the gating structure in Mamba. By assuming the presence of the class-relevant feature
that influence the label and class-irrelevant features that do not, we respectively formulate majority-
voting and locality-structured data, whose labels depend on the proportion and the spatial/temporal
locality of a certain class-relevant feature in the data. To the best of our knowledge, this work
provides the first theoretical analysis of Mamba’s training dynamics with input-dependent gating,
together with generalization guarantees under the two structured data regimes. The highlights of our
technical contributions include:

First, we develop a general theoretical framework for analyzing gated architectures trained with gra-
dient descent on structured data. Our analysis explains how the selection mechanism within Mamba
interacts with data structure to enable efficient learning and guaranteed generalization, complement-
ing prior results that focus mainly on attention-based models.

Second, we provide a theoretical characterization of the gating mechanism in Mamba. We show
that the gating parameter vector is trained to amplify class-relevant features while ignoring class-
irrelevant ones, thereby formalizing the intuition that the gating network dynamically allocates ca-
pacity to informative patterns.

Third, we establish the sample complexity and the required number of iterations for two canonical
data types: majority-voting and locality-structured data sequences. For majority-voting data, these
bounds scale with the gap between the class-relevant and confusion features; for locality-structured
data, they depend on the concentration of class-relevant tokens. In both regimes, stronger signal and
lower token-level noise yield faster convergence and better generalization.

1.1 RELATED WORK

State Space Models (SSMs). Building upon the early S4 models (Gu et al., |2021}; |Gupta et al.,
2022;Smith et al.), Mamba (Gu & Daol 2023; Dao & Gu, [2024)) introduced input-dependent gating
to dynamically select relevant features, achieving remarkable performance in NLP and CV. Recent
works extending SSMs beyond 1D sequences have highlighted the importance of input ordering and
scanning. For example, VMamba (Liu et al.| 2024) introduces SS2D, employing multiple scanning
routes to bridge sequential structure with the non-sequential nature of vision inputs, while Graph
Mamba (Wang et al., 2024a; |Behrouz & Hashemi, [2024)) adapts SSMs to non-Euclidean domains
by leveraging graph connectivity. Collectively, these works show that the effectiveness of SSMs is
tightly linked to input ordering and scanning strategies, a challenge that also motivates our theoreti-
cal analysis.

Theoretical Analysis of SSMs. Theoretical understanding of Mamba is still in its early stages and
has so far centered primarily on approximation theory, such as connections to attention-like mech-
anisms (Dao & Gul 2024; Nishikawa & Suzuki), expressive capacity (Cohen-Karlik et al., 2025}
Huang et al.| 2025} Muca Cirone et al., 2024} [Bao et al.| [2025)), long-range dependency modeling
(Ma & Najarian 2025} [Yu & Erichsonl [2025)), and the comparison with Transformers Jelassi et al.
(2024). Beyond approximation theory, several recent works have begun examining optimization
and generalization aspects of SSMs. |[Honarpisheh et al.|(2025) provide a generalization-error bound
based on Rademacher complexity; [Slutzky et al.|(2024)) study implicit bias under a teacher—student
setting and show that gradient flow can converge to a low-rank solution, though their model does not
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incorporate Mamba’s input-dependent gating. These analyses provide valuable intuition about the
representational strengths and weaknesses of Mamba blocks. However, such results remain largely
structural: they establish only the existence of desirable representations, without explaining whether
or how these capabilities arise during training, particularly under Mamba’s unique mechanism. Mo-
tivated by this gap, we focus on studying how Mamba interacts with structured data, with particular
emphasis on the role of its gating mechanism in shaping training dynamics and generalization.

Feature Learning Framework. Recent theoretical studies of deep learning have shifted focus from
the NTK framework (Jacot et al.l 2018; |Allen-Zhu et al., 2019b; |Arora et al., [2019; Wen & Li,
2021) to the feature-learning framework, where data is modeled as a combination of features and
the central question is how neural networks align with these features. Much of the recent work has
concentrated on transformers (L1 et al., [2023a}; 2024b;; 2023b}; 2025a), feedforward neural networks
(Bakshi et al., 2019; |Arora et al., 2019)), and graph neural networks (Zhang et al [2023; [Li et al.,
2024a)). Due to the inherent complexity of non-convex optimization and modern architectures, prior
works on feature learning have, to the best of our knowledge, focused primarily on shallow networks.
In this work, we extend the structural data model to analyze the training dynamics of a shallow yet
representative Mamba block, with particular emphasis on how its data-dependent gating mechanism
shapes learning and generalization.

2 PRELIMINARIES

Structured state space models (S4). For the ¢-th token, e.g., at time step ¢, let x; € R? be the
input, H, € R™V*? denote the corresponding hidden state, and y; € R? denote the output. Let
A € RV*N and b, ¢ € RY be model parameters. The discrete-time SSM is given by

H,= AH,  +bz/, y=H/c M
where A = exp(AA) and b= A~ (exp(AA) — I) bwith A > 0 as the sampling step.

Mamba. To overcome the data-independence of S4, recent work introduced selective state space
models (Gu & Dao| |2023)), where key parameters are made input-dependent. Concretely, given input
tokens x; € R?, the recurrence parameters are defined as

b, = Wpx, Ay =log (1 + e“’lmf), ci = ngt, 2)

with learnable projections Wz, W € R¥*¥ and a gating vector wa € RY. The discretization
then yields two input-dependent gates,

Bt = O'(ngt) bt, Zzt =1- U(wgiﬁt), (3)
which respectively control the input update and the carry-over of past states. With hidden state
H,; € RV*4_the recurrence becomes

H,=a;H, 1+ EtiL';r “4)

Mamba output at token ¢ is given by:
yt(X) = HtTCt = U(wgwt) (W;:ct)T(Wg:ct) Lt + (1 — U(wgwt))H;;lCt
t

(II (- owke))) - owhe,) Wie) (Wiz)a.. ©)
s=1 j=s+1

Connection and Difference with Transformer. The Mamba formulation reveals a natural analogy
to attention mechanisms (Dao & Gul [2024; [Sieber et al.| [2024)). In particular, the input-dependent
matrices W and W can be interpreted as counterparts to queries and keys in the self-attention,
while the gating term a(wlmt) acts as a dynamic weight controlling how past information con-
tributes to the current output (Dao & Gul [2024)). This structure yields a formulation closely related
to gated linear attention (Yang et al.; |[Li et al.,[2025b; |Lu et al., 2025)), thereby highlighting a connec-
tion between SSM and Transformer models. Meanwhile, Mamba departs from these architectures:
its gating mechanism is defined through multiplicative interactions, effectively involving products
of successive terms. This nonlinearity makes the analysis of Mamba substantially different and more
challenging than that of gated linear attention. Unlike additive attention-style weighting, Mamba’s
gating introduces input-dependent multiplicative modulation in the selection mechanism. This alters
how information is propagated through the model and results in training dynamics that differ from
attention-based architectures.
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3  PROBLEM FORMULATION

Following existing works (Brutzkus & Globerson, 2021} [Zhang et al.| 2023} L1 et al.| [2023a), we
consider a binary classification problem with training data {(X (), 2("))}N_| sampled i.i.d. from
an unknown distribution D, where 2(™) € {+1, —1} is the label. The goal is to learn a model that
maps X to z for any (X,z) ~ D. Each input takes the form X (") = [wgn), e :B(L")] € RIXL

with L tokens, where each token is d-dimensional. Tokens can be image patches (Dosovitskiy et al.}
20215 [Touvron et al., 2021)) or subwords (Sennrich et al.,[2016; Kudo & Richardson, 2018)).

Learning is performed using a simplified Mamba block formulated by (5), followed by a two-layer
MLP. Formally, the model output can be expressed as

F(X)= 7 Z 4 vip (Wog, (X)), (6)

where ¢(-) denotes the ReLU function, and Wy € R™*4, with Wo(i,.) being the i-th row of Wo.
Here, y;(X) corresponds to the [-th token output of Mamba, as defined in . In addition, v;
represents the output-layer weight for the ¢-th hidden unit.

Model Training. Let ¥ = (v, Wo,wa, W, W) denote the set of model parameters. The
training process is to minimize the empirical risk fn (¥),

N
| 1 n o
min fN(lIf)zﬁglé(X( L2 W), )

where K(X(”), 2(m). W) is the hinge loss function, i.e.,

SX ™ W) = max{0,1 — 2 . F(X™)}. ®

The empirical risk minimization problem in is solved via gradient descent (GD). For the theo-
retical analysis, we consider the full batch gradient update with a learning rate of 7 at each iteration
t =1,2,...,T. Each entry of Wy € R™*4 is independently initialized from N'(0, c2), and wa

is initialized to 0. Similarly, each entry of v € R™ is independently sampled from {+ \/%, —ﬁ}

with equal probability. v is fixed during training, as in other theoretical works (Allen-Zhu & Li}
2022; |Arora et al2019; [Karp et al., 2021} |Allen-Zhu et al., 2019a; [Li et al.l 2023a;2024b).

Generalization. The generalization error of the learned model W is evaluated using the population
risk f(¥), defined as

f(®) = f(v,Wo,wa, Wi, We) =Ex .)op U(X, 2). 9)

4 THEORETICAL RESULTS

Table 1: Some important notations

Y Mamba block output at token position [ N | Number of samples in a batch

d Embedding dimension m | The number of neurons in Wy

n Learning rate for gradient descent L | Length of the squence
ALY N Concentration of class-relevant tokens o Average fraction of class-relevant tokens
AL | Dispersion of the confusion tokens a. | Average fraction of confusion tokens

4.1 KEY TAKEAWAYS AND INSIGHTS OF THE FINDINGS

Before formally presenting our data assumptions and theoretical results, we first summarize key
insights derived from our theoretical findings. We consider a data model where tokens are noisy
versions of class-relevant patterns that determine the data label and class-irrelevant patterns that do
not affect the label. Some important parameters are summarized in Table [T}

(T1). Convergence and sample complexity analysis of GD to achieve guaranteed generaliza-
tion. We introduce a theoretical framework for analyzing gated architectures with structured data.
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Compared with existing results on attention-based models, our framework captures the role of the
gating mechanism inside the Mamba block and structured weight interactions, explaining how gra-
dient descent (GD) exploits data structure to improve learning efficiency. Based on this analysis, we
show that a model trained with GD achieves guaranteed generalization with high probability over
the randomness of the data and the GD updates.

(T2). Theoretical characterization of the gating mechanism in Mamba. We prove that dur-
ing training, the gating network learns to prioritize class-relevant features while ignoring irrele-
vant ones. In the majority-voting regime, the gating vector wa becomes increasingly aligned with
class-relevant directions: gradients along those directions grow, while those along irrelevant fea-
tures remain negligible. In the locality-structured data regime, learning emphasizes the elimination
of irrelevant features. Their directions are consistently pushed downward by negative updates, while
the directions of relevant features remain nearly unchanged. This occurs because class-relevant and
confusion tokens appear in equal proportion, so the model cannot amplify the former and instead
reduces the influence of the latter. These dynamics strengthen informative tokens and weaken un-
informative ones, inducing effective sparsity in the activations and formalizing the intuition that
Mamba allocates capacity to the most important patterns in the data.

(T3). Larger fraction or higher local concentration of class-relevant features accelerates learn-
ing. We show that both the number of iterations and the sample complexity required for gen-
eralization depend on the discriminative structure of the data and the token-level noise 7. For
majority-voting data, these quantities scale as (.. — )2, so learning is faster when the frac-
tion of class-relevant tokens is larger. For locality-structured data, the number of iterations scales as

+ - + -
[(%)AL"+ - (%)AL%} ' while the sample complexity scales as [(%)AL"+ - (%)AL%} ®. Here,

ALY . denotes the separation between class-relevant features o.. in positive samples (capturing their
locality), and AL5+ denotes the separation between confusion features o in negative samples (cap-

turing the locality of confusing patterns). Thus, when ALg+ > AL;+, the locality of class-relevant
features dominates, which reduces both the number of iterations and the sample complexity needed
for convergence, implying faster learning when class-relevant tokens are more concentrated locally.

Finally, in both regimes, smaller token-level noise 7 further accelerates learning.

4.2 DATA MODEL

Consider an arbitrary set of orthonormal vectors O = {01,0_,03,...,04}in R?, where o and o_
are discriminative features and the remaining vectors o;, j > 3, are class-irrelevant (filler) features.
Depending on the class label, either o4 or o_ serves as the class-relevant pattern, while the other

acts as a confusion pattern. Each token ml(”) in X (™) is a noisy version of one of the input patterns

(features), i.e., a;l(") = o0+ &, where o € O and £ is the Gaussian noise. We consider two different
data types: majority-voting and locality-structured data.

Majority Voting Data. For the majority voting data type, the label is determined by a majority vote
over the class-relevant patterns. Let «,- and . denote the average fractions of class-relevant tokens
and confusion tokens over the distribution D, respectively. In positive samples, noisy variants of o
are class-relevant, while noisy variants of o_ act as confusion tokens. In negative samples, the roles
are reversed. All other tokens correspond to class-irrelevant features.

Locality-structured Data. For the locality-structured data type, each sequence contains two o
tokens and two o_ tokens, while all other tokens correspond to class-irrelevant features. In positive
samples, the two o tokens are close to each other, while the two o_ tokens are far apart; formally,
ALY < ALS ,where ALY and AL} denote the distances between the two o4 and o tokens,

respectively. In negative samples, the pattern is reversed: AL, < AL, .

In addition, we consider a balanced dataset sampled from the unknown distribution D. Let AV + =
{(XM) 2y 2 = 41 n € [N]}and N = {(X™ ™) : 2(") = 1 n € [N]} denote
the sets of positively and negatively labeled samples, respectively. Then the class balance satisfies

| IN4| — INVZ| | = O(V).

Interpreting the Data Model in Practice. Our theoretical data models are motivated by common
patterns observed in practical machine learning tasks.
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On the one hand, the majority-voting data model captures a widely adopted assumption (L1 et al.,
2023a;2024b)) in theoretical analysis, whereby the label is determined by the aggregate contribution
through majority vote. For example, in image classification tasks (Krizhevsky et al.| 2012;Simonyan
& Zisserman, |2014;|He et al.,|2016), the class label is often driven by multiple discriminative patches
corresponding to foreground objects (class-relevant tokens). In contrast, background patches may
contain other objects or patterns that are not associated with the target class (confusing tokens),
along with random patches that are entirely unrelated (class-irrelevant tokens) (Dosovitskiy et al.,
2021; Touvron et al., 2021)).

On the other hand, the locality-structured data corresponds to tasks where semantic meaning is
concentrated in spatially or temporally localized clusters, while background features are more dis-
persed. This structure is most familiar in vision tasks such as object detection and localization (Ren
et al.,[2015; [Carion et al., [2020; [Zhou et al., 2016) and image captioning (Vinyals et al., |2016; |Xu
et al. 2015 Radford et al, [2021)), where the decisive content is often confined to a small region of
the image. For example, in an image labeled “dog in a park,” the prediction relies primarily on the
contiguous region containing the dog rather than on scattered background textures. A similar prin-
ciple holds in audio and speech recognition (Yadav & Tan, 2024} |Gulati et al., 2020), where short
phonetic segments capture the information needed to recognize words, and in genomics (Alipanahi
et al., 2015} Zhou & Troyanskayal [2015)), where functional elements such as sequence motifs and
regulatory regions are localized to short windows of DNA. In these settings, the local structure of
nearby tokens strongly correlates with the label.

Together, the majority-voting and locality-structured models offer complementary perspectives on
when selective recurrence can most effectively support learning from structured real-world data.

4.3 FORMAL THEORETICAL RESULTS

4.3.1 THEORETICAL RESULTS FOR MAJORITY-VOTING DATA
We next present a lemma characterizing how the gating vector aligns with different features under
the majority-voting data.

Lemma 4.1 (Gating Vector Alignment for Majority Voting Data). With initialization where each

entry of Wo is drawn independently from N (0,¢?) and w(o) = 0. With a sufficient number of
training samples and iterations, we have

<wA ,o+> nT a,L — a.L)?%) (10)
<w(§>, > 8L2 a,L — aeL)?) (11)
(W, 0;) <O (1/poly(d)), Vj=>3. (12)

Lemma [.T]establishes that after sufficient training, the gating vector w aligns positively with the
class-relevant features o, (I0) and o_ as shown in (IT)), while its alignment with irrelevant features
remains strictly negative as shown in (IZ). In other words, the selection mechanism implicitly acts
as a feature selector, amplifying relevant tokens and ignoring irrelevant ones. Lemma serves as
an informal version of Lemmas and

Remark 1: With majority voting data, the gating vector aligns with discriminative features, i.e., 0
and o_. As a result, the model’s output focuses primarily on these features, giving more weight to
tokens that carry discriminative features while reducing the influence of less important tokens. Since
the number of class-relevant tokens is greater than the number of confusing ones, e.g., in a positive
sample, the tokens containing o+ outnumber those containing o—, the model can correctly assign
the label through this majority effect. Furthermore, as the difference between the counts of class-
relevant features and confusing features (i.e., aw, — ) increases, the gating vector converges much
faster. Overall, this gating mechanism allows the model to use its training samples more efficiently
because it learns to emphasize the most relevant feature early on and ignore irrelevant features.

We now present the theorem establishing the generalization guarantee for Mamba under the
majority-voting data.
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Theorem 1 (Generalization for Majority Voting Data). Suppose the model width satisfies m >
d? log q for some constant q¢ > 0, and the token noise level is bounded as T < (’)(é). Then, with

probability at least 1 — N~%, if the number of training samples N satisfies

2
NEQ(LCZQ), (13)

772(O‘T - O‘C)

and the number of iterations T’ satisfies

L2
"o ar) e

the model returned by Algorithm 1 achieves guaranteed generalization, i.e.,

f@ Wi wd W w) =o. (15)

Theorem [T] establishes the sample complexity, as shown in (I3)), and the convergence rate, as given
in (T4), that are required to guarantee desirable generalization when training the model in (6) using
GD for the majority-voting data type. In other words, the model achieves good generalization once
a sufficient number of samples is available, as specified in (I3), and training has proceeded for a
sufficient number of iterations, as specified in @])

Remark 2: With majority-voting data, the Mamba architecture can effectively capture the under-
lying data distribution by first identifying discriminative features through its gating mechanism and
then aggregating them via a data-dependent recurrent mechanism. In this sense, Mamba behaves
similarly to the Transformer (Li et al.,|2023a)), suggesting a close connection between the two mod-
els despite their architectural differences. According to the results of Lemma.1] the model further
benefits from a faster convergence rate and reduced sample complexity when the gap between class-
relevant and confusing features is larger.

4.3.2 THEORETICAL RESULTS FOR LOCALITY-STRUCTURED DATA

We next present a lemma characterizing how the gating vector aligns with different features under
the locality-structured data.
Lemma 4.2 (Gating Vector Alignment for Locality-structured Data). With initialization where each

entry of Wo is drawn independently from N (0,¢&?) and wg)) = 0. With a sufficient number of
training samples and iterations, we have

(W, 04) > 0 (1/poly(d)), (16)
(wi"”,0_) > ~O (1/poly(d)), a7

T —nTC/S
<w(A )’o"> S 961

O @ E T O] e

Lemma [4.2] establishes that after sufficient training, the gating vector wa remains close to zero for
class-relevant features o, as shown in and o_ as shown in (I7), however its alignment with
irrelevant features remains strongly negative as shown in (I8). Through this mechanism, the gating
favors class-relevant features to select the most informative feature for learning. Lemma4.2] serves
as an informal version of Lemmas [C3land [C.6]

Remark 3: The gating vector behaves differently from majority voting, though the overall insights
remain similar. We can no longer guarantee that wa will always grow in the direction of discrimi-
native features, because we assume that the number of class-relevant features can be comparable to
the number of confusing features. This assumption is introduced to highlight the role of data locality
in shaping the gating vector, which is more challenging to analyze in isolation since majority voting
can readily reinforce it; however, their combined effect better reflects real-world data. Although this
direct growth no longer holds, the gating vector consistently decreases in the direction of irrelevant
features. At a higher level, this can be seen as a synergistic interaction: the recurrent mechanism
captures locality and suppresses irrelevant features, which pushes the gating vector to decrease along
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those directions, while the gating itself further amplifies this suppression. From another perspective,
by making the model pay less attention to irrelevant features, the gating vector effectively shifts
more attention toward discriminative features.

We now present the theorem establishing the generalization guarantee for Mamba under the locality-
structured data.

Theorem 2 (Generalization for Locality-structured Data). Suppose the model width satisfies m >
d? log q for some constant ¢ > 0, and the token noise level is bounded as T < (9(%) Then, with

probability at least 1 — N~%, if the number of training samples N satisfies

L2
N > Q( N d N 2), (19)
n2[(1/2)770r = (1/2)7 7+ |
and the number of iterations T satisfies
L2
= ®< AL AL, )’ 20)
n[(1/2)77 = (1/2)7 7 |
the model returned by Algorithm I achieves guaranteed generalization, i.e.,
JwO, W WD WP wi) =o. @1)

Theorem [2 shows that good generalization on locality-structured data is guaranteed if the sample
complexity meets (I9) and training proceeds for at least (20) iterations.

Remark 4: We establish that Mamba can also effectively learn this type of data through its ability to
exploit locality, in contrast to Transformers, where no such guarantee is provided in (Li et al.,[2023a)).
In our analysis, ALL captures the distance between class-relevant tokens, reflecting the locality of
class-relevant features, while AL_, captures the locality of confusing features. The effectiveness of
learning is governed by the separation between these two quantities. In particular, when AL;Zr >
AL, , the locality of class-relevant features dominates that of confusing features. In particular,
when ALjJr > AL(;, the locality of class-relevant features dominates that of confusing ones,
which reduces both the sample complexity and the number of iterations required for convergence,
allowing Mamba to learn more effectively and efficiently.

4.4 TECHNICAL NOVELTY AND CHALLENGES

Differences with Existing Works. Our work is mainly inspired by prior feature-learning analyses
of (Bakshi et al.l [2019; |Arora et al., 2019} [Brutzkus & Globerson, |2021}; [L1 et al., 2023a; 2025a).
Building on these foundations, we develop a framework specifically tailored to gated architectures
with structured data. Unlike these existing models, Mamba introduces an input-dependent gating
mechanism, absent from other network architectures, which acts as a dynamic selection operator and
requires new analytical techniques to capture its learning dynamics. Moreover, while the majority-
voting data model has been previously studied in the context of Transformers (Li et al., 2023a),
we show that Mamba can also learn this type of data with comparable performance. Furthermore,
we find that Mamba is particularly effective at capturing the inherent locality of the data, which
motivates us to introduce a new locality-structured data model. For both regimes, we establish
generalization guarantees within the framework of selective state space models, thereby advancing
our understanding of this class of architectures and clarifying their distinctions from Transformers.
A proof sketch can be found in Appendix [A.2]

Technical Challenges. Our analysis faces several unique technical challenges stemming from the
structure of selective SSMs. Unlike attention-based models, where interactions are primarily addi-
tive, Mamba’s gating mechanism introduces multiplicative recurrences across tokens, with dynam-
ics that are explicitly sensitive to token order. These multiplicative effects accumulate over time,
substantially complicating the training analysis. To capture this behavior, we systematically track
the gradient updates of the gating vector wa, decomposing the contributions from different token
positions and analyzing how token placement influences training dynamics.
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Specifically, in the majority-voting data, the gradient decomposition of the gating includes off-
diagonal terms Bile that exhibit additional multiplicative decay due to the recursive gating struc-

ture, whereas the diagonal term 591 is independent of token position. Hence, it is important to
carefully consider competing token contributions to prove indeed the gating vector indeed aligns
with class-relevant feature directions.

Instead, in the locality-structured data, the variation introduced by the number of class-relevant and
confusion tokens in positive and negative samples is negligible, as our data model assumes an equal
number of class-relevant and confusion tokens. Consequently, we need to rely on AL} . and ALY
to ensure that the lucky neuron Wy ; ) learns the class-relevant feature. Moreover, since the number
of class-relevant and confusion tokens is balanced, updates along the class-relevant feature direction
for the gating vector remain close to zero. To demonstrate how the gate filters information, we show
that gradient updates along class-irrelevant features are driven strongly negative. To prove this, in
addition to the terms considered in the majority-voting setting, we must also bound the positively
contributing terms that hinder the gate’s ability to suppress irrelevant features. Specifically, we

bound these opposing terms as O ((1 - O'(pz))ALng) +0 ((1 - a(pg))ALz’l) ensuring that their

effect remains minimal. This reveals that the gate effectively suppresses irrelevant features while
preserving class-relevant features for this data model.

5 NUMERICAL EXPERIMENTS

We verify our theoretical results through synthetic experiments based on the data models described
in Section[d.2] Due to the space limit, we defer the experiment details to Appendix[A.3|

Faster convergence with larger majority-voting gap. Fig. illustrates that increasing the
majority-voting gap a,. — . consistently reduces the number of epochs across various sizes of
training samples. These findings are consistent with our theoretical results in (13) and (I4).

Gating mechanism amplifies relevant features in majority-voting data. Fig.[2| shows the cosine
similarity between the gating vector wa and both class-relevant and class-irrelevant features. The
similarity with class-relevant features steadily increases, while that with class-irrelevant features
remains essentially unchanged. This empirically confirms Lemma [4.1] demonstrating that the gate
prioritizes informative features while ignoring irrelevant ones.

MLP weights selectively align with only class-relevant features. Fig. 3| tracks the average co-
sine similarity between each neuron Wy (i, :) and both class-relevant & class-irrelevant features.
The alignment increases for class-relevant features and stays essentially unchanged for irrelevant
features, which is consistent with our findings in Lemmas [B.T]and [B.3]in the Appendix.
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Locality affects the learning. Fig. dillustrate the effect of class-relevant token separation AL on
the convergence in the locality-structured data. Larger A slows convergence across different training
sample sizes, which is consistent with our results in (I9) and (20).

Gating mechanism suppresses irrelevant features. Fig. []illustrates that while the cosine similar-
ity is negative for both types of features, it stays close to zero for class-relevant features but becomes
largely negative for class-irrelevant ones. This contrast drives the gating mechanism to prioritize
class-relevant features, consistent with Lemma 4.2



Under review as a conference paper at ICLR 2026

Mamba outperforms Transformer and local attention on locality-structured data. Intuitively,
locality-structured data favors models that exploit local biases. Global attention performs only
marginally better than random guessing, whereas both local attention and Mamba learn meaningful
patterns, with Mamba achieving the best performance.

Convergence Behavior of Mamba Alignment of w, during training Performance on locality-structured data
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6 CONCLUSION

Encouraged by the emergence and successful applications of the Transformer alternative architecture
Mamba, this paper provides a novel theoretical generalization analysis of Mamba by considering its
unique gated selection mechanism. Focusing on a data model with class-relevant and class-irrelevant
tokens, we establish the non-asymptotic sample complexity and the convergence rate required to
achieve desirable test accuracy. Our analysis further shows that the gating parameter vector filters
out the class-relevant features while ignoring irrelevant ones. To the best of our knowledge, this is the
first theoretical analysis of Mamba’s training dynamics, with its input-dependent gating mechanism,
together with generalization guarantees.

Finally, we note some limitations of our work. First, our theoretical analysis focuses on a simplified
Mamba setting that abstracts away practical components such as depth, multiple heads, residual con-
nections, and layer normalization. Second, our data model, while standard in theoretical studies, also
simplifies real-world sequence structures. Extending the analysis to more realistic multi-layer and
multi-head Mamba architectures, richer data models, and alternative designs such as gated Trans-
formers or hybrid Mamba—Transformer frameworks remains an important direction for future work.

LLM USAGE DISCLOSURE

We used large-language models (ChatGPT) to aid in polishing the writing of this paper. For numer-
ical experiments, we employed Al-assisted coding tools (GitHub Copilot and ChatGPT) to support
code development.
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A NOTATIONS, PROOF SKETCH AND ADDITIONAL EXPERIMENTS

A.1 NOTATIONS

A.1.1 Lucky NEURON DEFINITION

Let
Kiy={iem]:v, >0}, K_={ie[m]:v <0} (22)

denote the sets of neurons with positive and negative output layer weights, respectively.
We define the sets of lucky neurons at initialization as:
W(0) = {z € Ky : Wo,)(0)oy > 0} , (23)
={iek_:Wp(,(0)o- >0}, (24)

where o4 and o_ denote the class-relevant features for the positive and negative classes, respec-
tively.

A.1.2 Loss FUNCTION

The loss function for the n'" sample is defined as

(XM 2™y = max{0,1 — 2™ . (XWU}

1 n (25)
o o120 S5 s (o)
The empirical loss is denoted by L and is given by
1N
o (n) (n)
E_NZ4X 2 (26)
The population loss is denoted by £ and is defined as
L= E(X,Z)NDK(Xv Z) (27)

With additional important notations can be found in Table 2]

A.2 PROOF SKETCH

The major idea of our proof is to analyze how GD gradually aligns both the hidden-layer weights
and gating vector with class-relevant features while ignoring the irrelevant ones. A key tool in our
analysis is the notion of a lucky neuron, i.e., a hidden layer neuron whose initialization is well
aligned with a class-relevant feature. For the majority-voting data model, the signal driving this
alignment is proportional to the gap between the fractions of class-relevant and confusion tokens,
O(a, — ), as established by Lemmas Lucky neurons move consistently toward their
class-relevant feature, while the magnitude of unlucky ones remains small (upper-bounded by the
inverse square root of the number of samples). For the locality-structured data model, we prove that
the update in the class-relevant feature direction for the gating vector remains close to zero because
an equal number of class-relevant and confusion tokens are present in the data. We then show that
the gating vector consistently decreases along irrelevant feature directions, thereby enabling the gate
to effectively select the class-relevant feature.

Due to these properties, the training dynamics can be simplified to show that the network output
in (6) changes linearly with the iteration number ¢. In particular, we prove that, for a new posi-
tive sample (w.l.o.g.) during inference, the learned model’s output is strictly positive. From this
analysis, we derive the sample complexity and the required number of iterations for achieving zero
generalization error for both data types, as shown in (I3)) and (T4) for the majority-voting setting in
Theorem [I] and similarly in and for the locality-structured setting in Theorem 2}
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Table 2: Summary of notations

F(X ™) The final model output for X )
fa The average fractions of class-relevant tokens
Q. The average fractions of confusion tokens
AL;,*+ Separation between class-relevant features o in positive samples
AL N Separation between confusion features o in negative samples
AL; Separation between class-relevant features o_ in negative samples
ALY Separation between confusion features o_ in positive samples
o The set of class-relevant and class-irrelevant patterns
K+ The set of lucky neurons with respect to W ©)
K- The set of lucky neurons with respect to U ()
N The set of training data
Ny The set of training data with positive labels
N_ The set of training data with negative labels
W(t) Set of lucky neurons for the positive class at iteration ¢
U(t) Set of lucky neurons for the negative class at iteration ¢
o), Q), 6 We use the standard convention: f(z) = O(g(z)) (resp. Q(g(x)),
O(g(z))) means f(x) grows at most (resp. at least, on the order of)
g(x).
o) Soft-O notation: hides polylog factors
poly(d) An unspecified polynomial in d
2 S f(x) 2 g(x) (resp. f(x) < g(x)) abbreviates f(x) > g(z))
(resp. f(x) < O(g())).

A.3 ADDITIONAL NUMERICAL EXPERIMENTS

Experiment settings.

The data dimension and token embedding size are both set to d = 32, which also corresponds to the
number of feature directions. Unless otherwise stated, experiments in the main text use exactly the
model defined in Eq. (6)) to match our theoretical setting. We also use the model without convolution,
and keep W = W = [ frozen as in Eq. (15). The total number of neurons in the hidden layer
Wo is set to m = 50. For simplicity, we fix the ratio of different features to be the same across all
data. The sequence length is set to L = 30.

We run 100 independent trials and consider only the successful trials to compute the mean epochs
for convergence for a given fraction of class-relevant patterns. An experiment is successful if the
testing loss is smaller than 10~3. For this experiment, we fixed the fraction of the confusion tokens
at 0.10 and varied the fraction of class-relevant features.

Additional Results on MLP Weight Alignment.

Figure [/] illustrates the alignment of sampled neurons with the class-relevant feature. We observe
that, with a good initialization, a subset of neurons, denoted as lucky neurons, consistently increases
in the direction of the class-relevant feature, while another subset, denoted as unlucky neurons,
remains almost unchanged, which supports our findings in Lemmas [B.3]and [C.3]

In contrast, Figure [ shows the alignment of sampled neurons with the class-irrelevant feature. In
this case, we observe that all neurons, both lucky and unlucky, remain nearly unchanged in the
direction of the class-irrelevant feature, which further supports our findings in Lemmas [B.4]and [C.4]

ADDITIONAL EXPERIMENTS

To further strengthen the empirical connection between our theoretical analysis and practical Mamba
architectures, we conducted additional experiments using the multi-layer, multi-head Mamba model
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irrelevant feature directions during training on
the majority-voting data.

from (2024), trained on synthetic datasets that follow the same structured data models as
in our theory.

We first evaluated the Mamba2 block, which includes residual connections and RMSNorm. We
focused on a 2-block Mamba model with 4 heads and report the cosine similarity of the learned
gating vectors and MLP weights with class-relevant and class-irrelevant features in Figures[9]and[I0}
For a deeper 5-block Mamba model with the same configuration, we summarize the final alignment
values in Table[3] which exhibit the same qualitative trends predicted by our analysis.
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Figure 9: Alignment of the gating vector in
the 2-block Mamba model.
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Figure 10: Alignment of the MLP weights in
the 2-block Mamba model.

Table 3: Cosine similarity alignment in the 5-block Mamba model

Component Class-relevant Class-irrelevant
Gating vector 0.53 0.00
MLP weights 0.73 0.00

Next, we examined the effect of the gating mechanism by comparing models trained with and with-
out gating across both structured data regimes. On the majority-voting data, the gated model consis-
tently outperforms the ungated variant (Figure[TT). On the locality-structured data, gating becomes
essential: the ungated model fails to learn the task, whereas the gated model converges reliably

(Figure [12).
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Figure 11: Test accuracy with and without Figure 12: Test accuracy with and without
gating on the majority-voting data. gating on the locality-structured data.

We also conducted two controlled ablations. First, we varied the feature dimension d €
{32,64, 128} and observed that the qualitative behavior of the model remained consistent across
all three settings (Figures[T3HI3). Second, we varied the data distribution parameter c., the fraction
of confusion tokens in the majority-voting data. Across all three choices of «a.., the empirical results
remained closely aligned with the theoretical predictions (Figures[T6HIS).
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Figure 13: Ablation with fea- Figure 14: Ablation with fea- Figure 15: Ablation with fea-
ture dimension d = 32. ture dimension d = 64. ture dimension d = 128.
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Figure 16: Ablation with con- Figure 17: Ablation with con- Figure 18: Ablation with con-
fusion fraction o, = 0.17. fusion fraction a. = 0.20 . fusion fraction o, = 0.23.

B MAJORITY-VOTING DATA

B.1 USEFUL LEMMAS

Lemmaprovides bounds on the gradient updates of lucky neurons ¢ € W(¢) in the directions of
both class-relevant features (04, o_) and irrelevant features.

Lemma B.1. Suppose p; < (wx),oJr) < q and p; < (wg),o,> < q1. Then, for any lucky
neuron i € W(t) at iteration t, the following bounds hold:

18
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(L1.1) A lower bound on the gradient of L with respect to Woy; .y at iteration t, in the direction of
o, is given by

oL 1 dlog N

O(i,")

(L1.2) An upper bound on the gradient of L with respect to W ;,.y at iteration t, in the direction of
oy, is given by

oL 1 [dlog N
<—8‘V(t),0+> S ﬁ 'U(Ql)@(O{TL —OéCL) +O ( :5\[) +O(T> (29)

O(i,)

(L1.3) A lower bound on the gradient ofﬁ with respect to Wy, .y at iteration t, in the direction of
o_, is given by

oL 1 dlog N
<—%70—> > —\/%L ~0(q1)0(a, L —a.L) — O ( mN) - O(7). 30)

(L1.4) An upper bound on the gradient of L with respect to W .y at iteration t, in the direction of
o_, is given by

oL dlog N
0. ) <0 B2 L o). 31)
W, mN

(L1.5) An upper bound on the gradient of L with respect to W ; .y at iteration t, in the direction of

0j, is given by
oL dlog N
- 0,)<0 BT o), forj#1,2. (32)
WL, mN

Lemma B.2] shows that, for unlucky neurons associated with the positive class, the gradients in the
directions of both class-relevant and irrelevant features are small.

Lemma B.2. For any unlucky neuron i € K \ W(t) at iteration t, the following bounds hold:

(L2.1) An upper bound on the gradient of L with respect to W ; .y at iteration t, in the direction of

oy, is given by A
oL [dlog N
O(i,")

(L2.2) An upper bound on the gradient of L with respect to W .y at iteration t, in the direction of
o_, is given by

oL dlog N
o= ) SO TS | o). (34)
W, mN

(L2.3) An upper bound on the gradient of L with respect to W .y at iteration t, in the direction of

0j, is given by
oL dlog N
- 0,)<0 BT L om), forj#1,2. (35)
awggi ) mN

Lemmas [B.3] and [B.4] by symmetry, state the analogous results for lucky and unlucky neurons
associated with the negative class.

19
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Lemma B.3. Suppose p; < (wx),oJr) < q and p; < (wg),o,> < q1. Then, for any lucky

neuron i € U(t) at iteration t, the following bounds hold:

(L3.1) A lower bound on the gradient ofﬁ with respect to Wy, .y at iteration t, in the direction of
o_, is given by

oL 1 dlog N
< aWét(l ) —> Z m 'U(pl)@(arL - Och) -0 < mN ) - O(T) (36)

(L3 2) An upper bound on the gradient ofﬁ with respect to W ; .y at iteration t, in the direction of
, s given by

oL dlog N
<3W<t> ’°—> \ﬁL a(q)O(a L—acL)+0< :5\,>+O(T). (37)

O(i,")

(L3.3) A lower bound on the gradient of L with respect to Wo; .y at iteration t, in the direction of
o, is given by

oL 1 dlog N
< @ 7oJr> > ~ Uil -0(q1)®(a. L — e L) — O ( :j\f ) - O(1). (38)

O(i,-)

(L3.4) An upper bound on the gradient of L with respect to Wo;,.y at iteration t, in the direction of
o, is given by

oL dlog N
0, ) <O B2+ o). (39)
A N
8WO (i) m
(L3.5) An upper bound on the gradient of L with respect to Wy ; .y at iteration 1, in the direction of
0;, is given by
oL dlog N
—— 0, ) <O BN +00), forj#1,2. (40)
oW, | mN

Lemma B.4. For any unlucky neuron i € K_ \ U(t) at iteration t, the following bounds hold:

(L4.1) An upper bound on the gradient of L with respect to W ; .y at iteration 1, in the direction of

o_, is given by
oL dlog N
< e 7o>(9< N >+0(7‘) 41)

O(i,)

(L4.2) An upper bound on the gradient of L with respect to W ;) at iteration 1, in the direction of
o, is given by
L [dlog N
———,04+ ) <0 —— | +O(7). 42)

(L4.3) An upper bound on the gradient of L with respect to Wo;,.y at iteration t, in the direction of
0j, is given by

oL dlog N .
——F,0; ) <O +O(1), forj+#1,2. (43)
< Wi, <o (Vi) rom

Lemma [B.5] establishes bounds for the gradient updates of wa in the class-relevant feature direc-
tions.
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T
Lemma B.5. Suppose r; < (W((;(f)) ,o01) < st Let [W(t)| = p and |U(t)| = p; . Then, at
iteration t, the following bounds hold:

(L5.1) A lower bound on the gradient of L with respect to wa at iteration t, in the direction of o,
is given by

oL r N Vms? dlog N
- > . . — . — — .
< 8wg) , O+> N oy - O(a,.L) 1L O(a.L) - O N O(r). (44

(L5.2) A lower bound on the gradient off, with respect to wa at iteration t, in the direction of o_,
is given by

oL r _ Jms? dlog N
——0_ ) > ——— - p; - rL) — -O(a.L) — — 45

Lemma|B.6]establishes bounds for the gradient updates of w in the directions of irrelevant features.

Lemma B.6. An upper bound on the gradient of L with respect to wa at iteration t, in the direction
of o}, is given by

L dlog N
<—a(t),oj> < o( :iv) L O(r), forj#1,2. (46)
WA

B.2 PROOF OF CONVERGENCE

Proof of Theorem|l} The proof starts with the base case at ¢ = 0 and proceeds to analyze the training
dynamics in a deductive manner, providing additional details in deriving the corresponding conver-
gence and sample complexity bounds.

(S1) Warm-up (Base case): Training dynamics at the first iteration ¢t = 0.

Recall that we set wg)) = 0. Then, we have

(wg)),o_g =0 and <w23)70_> =0.

(S1.1) Training dynamics of Wy, .) at the first iteration ¢ = 0.

From Lemma @ identify p; = 0 and ¢; = 0. Let «, and o, denote the average fraction of
label-relevant tokens and confusion tokens, respectively. Then, for any lucky neuron i € W(0), we
obtain

1 ~ 1 oL
- L—oo.L) — < {(_-_——=
5 mL@(a,L a.L)—0 (poly(d)) < < 3W(()O()- .),O+>

47)
<! O(a,L —a L)+ O !
= o mL Tt T e poly(d) /
oL ~( 1
7= oV < - ; .
and < 3Wé0()‘ .)70]> <0 (poly(d)> forj #1 (48)

Recall that we set the number of samples in a batch N = poly(d).
Recall that the initialization is

Wo(i,y(0) = 6104 + 020 + -+ dq04, 0 TEN(0,62) j=1,2,--.d. (49)
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Then, after one gradient descent step, we have

n ~ 1
togmrOlerl —acl) O(poly(d))
&
< <p‘3@,) 70+>

n ~ 1
2\/mL@(a,.L —a L)+ 0 (poly(d))

<61+

T M A 1 .
. ) < .
and <Wo(%,) ,o]> @) <p01y(d)> forj #1

By applying Lemma for any lucky neuron i € U/(0), we obtain

oot 0c0) =0 (55 )

U

5

2+ 2y/mL
(1)

= <W0T<i,~) 707>

: ~ 1
T oy Olerk —acl)+ 0 (POL‘/M))

T M A 1 .
and < O(i,") ,oj> @) (poly(d)) for j # 2

For any unlucky neuron ¢ € K_ \ U(0), Lemma B.4 gives
1) A 1 .
Wi <O for Vj.
(W50 21) <0 (i) o

(S1.2) Training dynamics of W at the first iteration ¢ = 0.

Now consider the gradient update for wa . Define:

a—51+2\/>L L—acL)—<'§<Im1;@l))

2\FL Oa L_acL)+6<poliw)>

Applying Lemmawith ¥ =a, 85 = b, and pf = |W(0)], we get

b=01 4+ ———

oL a v/mb ~
= P Sy — Y—. L) —
< 8wg))’o+> = 2y/mL po - OlarL) AL Olacl) -0 <p01y(d)
Let §; = m. Sincea —b= O (poli(d)) that is sufficiently small,
1 a m \/mb ~ 1

S [@“(@@L) ~etan)| -0 ()

_Vm 90 (o
=Y QWL@((%L_O‘CL) )-0 (poly(d)>
1

n _
= 8F@((aTL —a.L)*) -0 <polyu)) >0

22
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From Lemma [B.6] we also obtain
oL = ( 1 > :
=0,V <O(——) =~y forj#1,2. (57)
< awf) J> poly(d) ! 7

(S2) Induction Step: Training dynamics at a general iteration ¢.

Suppose <w(A)7 op)=a">a-t, <w(A), _)y=p*>p-t,and <'w(A), 0j) =7* - t, where
= 2;@ py - O(ayL) — \/fzb - O(acL) - (poly ) (58)
a =08y + M%@(%L —a.L)-0 <1301}1’W)) : (59)
Y =6+ m@(arL —a L)+ 0 (poéw)) . (60)
Following the same approach as in (56), we can simplify and obtain
B= %@((aw —a.L)?)-0 (M) > 0. (61)

For any lucky neuron ¢ € W(¢) at the (¢t + 1)-th iteration, we have

1 . (1
\/EL . O’(Ol )@(a,«L - acL) -0 (poly@l))

_ < oL . >
< oo ot
8Wé(z

. 1
< . * _
< \/EL o(a®)O(a.L — aL)+ O (poly(d)) )
and
—%,oj <(5<1) for j # 1 (62)
WS poly(d)

Next, we have o(a*) > % since a® > 0 when ¢ = 1. By a simple induction, this further ensures

< oL O><< oL 0>< < oL O><< oL >
W7 + = Wa + =~ """ t) y U+t = 7t+1)’ +
W) | oW ows) | oW o

Thus, we obtain the following bound after the second gradient descent step:

O(arL — o, L) [1 + 20(a”)] — O (1) o

5
' mL poly(d)

2\FL
< (W) o)

_n oL — « o(a* 5L =:v
2\/@:@( L —acL)[1+20( )}+O<poly(d)) S, (64)

Similarly, applying Lemma|[B.3]to any lucky neuron i € /(1) at iteration 2, we get

1 * — -0 #
NG o (87)8(arL —acl) = O <p01}’(d))

<< oL 0 > (65)
S e ()L
GWO({

 0(8")8(ar L — a L) + O (pohl/ : d)) ,

<d +

1
< -
- vmL
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oL ~( 1
and (———0; ) SO ——— | forj#2 (66)
aw( ) ‘ pOly(d)
O(i,)
Applying Lemma [B.5|with 7} = u, and s} = v, we obtain

oL u n Vmu ~ 1 B
<_8w(Al)’o+> > m pi - O(arL) — 4l -O(acL) -0 (poly(d)) =X (67)

Sinceu —v = O ( ) that is sufficiently small, we have y > 0.

_ 1
poly(d)

By applying Lemma[B.€] we get

oL ~ 1
[ )< R — 1 .
< 8w§))’OJ> =9 <p01y(d)) forj # 1,2 (©9)

(S3) Induction conclusion: Training dynamics when the algorithm ends.

We proceed by induction on ¢: the base case ¢ = 0 is established in (S1), and the induction step for
general ¢ is shown in (S2). For any lucky neuron ¢ € W(T'), we obtain

(Wi " 01 ) > o, (69)

T @™ ~ 1 .
and <WO(M ,oj>go<polyw)> for j # 1 (70)

For any lucky neuron ¢ € U(T"), we obtain

<Wg(i7,)(T),o_> > aT, 1)
and (WJ,,)"0;) <0 <p01;(d)> for j # 2 (72)
Also, we obtain
<w(AT),o+> > aT, (73)
(wi’0) = BT, (74)
and <w(AT),oj> <AT. (75)

(S4) Derivation for the generalization bound.

We will demonstrate that once the weights have converged at iteration 7', the model accurately
captures the underlying data distribution, which leads to zero generalization error, as shown in (94).

Consider (") = +1 as an example. The sequence X ™ = g™ 2{" ... z("| hasfirsta, L
tokens correspond to the feature o, while the following c. L tokens correspond to the feature o_.
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=1 1i=1
1 ) 1 L
= —— > > 6 (Wouu") - =1 > > ¢ (Wouu)
et =1 ek~ 1=1
1 L ( 1 L (
Z T Z‘b (WO(Z )Y ) ~/mL Z¢ (WO(z )Yy )
i€W(0) I=1 i€u(0) I=1
1 < (
~ JmL Y. D¢ (Wou,oy/” ) (76)
i€k \U(0) I=1
The Mamba output yl(") is defined as
l l
=S| IT (1-owial™) | -otwial) - @ Ta{")al". (77)

s=1 \j=s+1

‘We now derive a lower bound for
L
Z Z O(Woi.y)-
ew(0) I=1

To that end, consider the aggregated projection

L d
DD Wouu= ), ZZ (Waii.yr05) - (w1, 0;). (78)

iEW(0) I=1 iEW(0) I=1 j=1

For any ¢ € W(0), we know that
(W5, 04) > aT. (79)

Hence, let’s obtain a lower bound for (y;, 04 ).
We only need to consider the cases where s = o for some s in the range 1 < s < [.
After T iterations, we know

(wa,04) > T, (wa,0-)> T, (wa,0;) <~yT forj#1,2. (80)

Therefore, we have

(yr,04) = 0(0c ({wa,04))) =0(c(aT)), forl=12,...,a,L. (81)

We now lower bound the objective

L
p3 Z (Woi. ).
eW(0) I=1

Note that
d
WO(i,-)yl = Z <W(;—(17)» 0j> <yLi*' ’ Oj> )
j=1
and y; has only o component for! =1,2,..., «,L.
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Therefore,
Woi, Y = <W0T(i7_),o+> (yj,04) 2 aT -O(c(aT)) >0, forl=1,2,...,.L.
Applying ¢(z) = z for positive z, we obtain
d(Woa,yyi) > al -O(a(aT)), forl=1,2,...,a.L.

Hence,

L
Z Z¢(W0(i,<)yl) > Z aT -O(c(al)) - L (82)

iew(0) =1 iEW(0)

Next, we derive an upper bound for

> zL:¢ (Wou,-)yz(")) :

i€U(0) I=1

For any ¢ € U(0), we know that
0 < (W5 0-) <bT. (83)

We now derive an upper bound for (y;,0_). We only need to consider the cases where x; = o_
such that 1 < s <.

‘We have,
<'LUA, O+> < WT7 <wAa O—> < WTa
where
- _ 2 > 1
W = 8L2®((aTL a.L)?)+ O (poly(d)) . (84)
(y,0-) = 0(0c (wa,0-))) =O(c(WT)), forl=1,2,...,a.L. (85)
L
> Woiiyy < T O(c(WT)) - acL. (86)
=1
L
> Y6 (Wouyu™) < 2 0T 0((WT)) - acL. (87)
ieu(0) =1 i€U(0)

In addition, we have

L
(n) 5 1
> Yo (Wouu”) <0 (poly(d)> . (88)

i€ \U(0) I=1

By (7€), we can write

FX™y > L {@ -aT-0(c(al)) - anL — % BT - O(a(WT)) - acLl — O ( L )} (89)

mL | 2 poly(d)
with
" ol —aL) -0 — 90)
@ = 3 mpOlark —acl) poly(d) )’ (
_ 1 _ 5(_L
and b= QﬁLG(arL a.L)+ O (poly(d)) . 1)
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a:n@((arL—och)Q)—@( ! )

8L? poly(d)
~ 1
=W-0—). 92)
(p01Y(d)>
Therefore, we conclude that
~ 1

Xy > Y™ 1. ) - — — 3
() 2 L2 a7 0fo(at) (o~ ) - 0 (L) ©3)

There, for any positive sample, we can prove that
F(X(™) > C, where C is some positive constant. 94)
Similar to the previous analysis, one can show that the negtive sample X, leads to

(S4.1) Derivation for the convergence rate. Let’s find the number of iterations 7" required such that
F(X (™) > 1, since the label is +1. We require
vm

5 al(a, —ae) > 1+e. (95)

Substituting the value of a ~ b = \/%L O(a,L — a L), the condition becomes

T
\/77;@ (ap —ae) = @ . 2\/%L®(arll —a.L)T - (ar — )
T
- %@((a,‘ ) > 1+t (96)
Solving for T', we obtain
4(1+¢) 4
T> > - o7
nO((ar — ac)?) ~ nO((ar — ac)?)
Now, we additionally require that the sigmoid activation o (aT’) be sufficiently large, i.e.,
o(aT)>1—e (98)
When z is sufficiently large we can approximate
1
= ~1—e "
o(z) 15 e e
Substituting z = o7, condition becomes:
olal)~1—e T >1—¢
efaT < €
aT > —In(e)
1
(O} ©9)
o
Substituting @ = g7z O((o-L — o L)?), we get:
8L?
T>-1 . . 100
> —1In(e) 16((arl — auL)?) (100)
8
T > —1In(e) - (101)

nO((e — ac)?)’
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Hence, by combining and (I0T)), we obtain

4 3
R e s et 1

By combining and 1%} with the expression for the model output F(X (™)) in li we obtain
FX™) 2 (1+¢)-(1-¢)
>1-0(e?) (103)

Hence, for sufficiently small € > 0, the model output satisfies F'(X (")) > 1.

Similarly, for a negative sample, one can show by symmetry that the model output satisfies
F(X™) <1,

(S4.2) Derivation for the sample complexity.

Now we derive a sample-complexity bound that guarantees zero generalization error.

Assuming enough samples, we can write for sufficiently small A < 1

dlog N n
<X L —a.L). 104
(’)( mN>_)\ QWLG(QT a.L) (104)
From this, we can derive a lower bound on the required sample size,
2
N >Q <)\2 : 24Ld2>
n*O((ar — ac)?)
(105)
>0 —LQd
N n?0((ar —ac)?) )’
which will be (T3)) in Theorem ]
O

C LOCALITY-STRUCTURED DATA

C.1 USEFUL LEMMAS

Lemmaprovides bounds on the gradient updates of lucky neurons ¢ € W(t) in the directions of

both class-relevant features (04, o_) and irrelevant features.
Lemma C.1. Suppose p; < (wx),0+> <q,p1 < <’wg),0—> < q1, and ps < <wX),oj> < gz for
j # 1,2. Then, for any lucky neuron i € W(t) at iteration t, the following bounds hold:

(L1.1) A lower bound on the gradient of L with respect to Woy; .y at iteration t, in the direction of
o4, is given by

<—“,o+> > al) - (1= o)) (- 0(@) ™5 = (1= ol

8W(t)
_o [dlog N
- .

O(i,")
(L1.2) An upper bound on the gradient ofﬁ with respect to Woy; .y at iteration t, in the direction of
o, is given by

(106)

oL L 2 ALY -2 ALZ
<%,o+> S\/EL co(q1)- (1 —o(pr)) {(1 —o(p2))" 7o+ T — (1 —o(ge))” o+

+O<W>.
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(L1.3) A lower bound on the gradient of L with respect to Woy; .y at iteration t, in the direction of
o_, is given by

<—8W8§>7 o-> > o) (1 o)’ [(1 o)) = (1= (@)

O(i,")
o ( [dlog N) .
m
(L1.4) An upper bound on the gradient of L with respect to W ; .y at iteration 1, in the direction of

o_, is given by
y log N
—%,o_ <of, e (109)
10144 m

O(i,")

(108)

(L1.5) An upper bound on the gradient of L with respect to W ; .y at iteration 1, in the direction of

0;, is given by
C log N
—%,oj <o JUBNY a1 (110)
8WO(1’.~) mN

Lemma [C.2] shows that, for unlucky neurons associated with the positive class, the gradients in the
directions of both class-relevant and irrelevant features are small.

Lemma C.2. For any unlucky neuron i € K4 \ W(t) at iteration t, the following bounds hold:

(L2.1) An upper bound on the gradient of L with respect to W ;,.y at iteration t, in the direction of
o, is given by

b dlog N
<8(€),0+>§O< TZ%V ) (111)
BWO(L,)
(L2.2) An upper bound on the gradient of L with respect to W ;,.y at iteration 1, in the direction of
o_, is given by
C dlog N
<—a(€),o>§0< ;%EV ) (112)
8W0(i’.)
(L2.3) An upper bound on the gradient of L with respect to Wo ;) at iteration 1, in the direction of
0j, is given by
oL dlog N
———,0;) <0 8 forj#1,2. (113)
WG, miN

Lemmas [C.3] and [C.4] by symmetry, state the analogous results for lucky and unlucky neurons
associated with the negative class.

Lemma C.3. Suppose p; < (wx),o_> <quLp1 < <’w(4\t.)70+> < q1, and py < (wg),oﬁ < qo for

j # 1,2. Then, for any lucky neuron i € U(t) at iteration t, the following bounds hold:

(L3.1) A lower bound on the gradient of L with respect to Wo; .y at iteration t, in the direction of
o_, is given by

oL 1 5 AL7 -2 ALy -2
<(%70> ZW'U(Pl)‘U*U(QI)) {(170((12)) - — (1 —o(p2)) -

(114)
—o< /dlogN)
m
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(L3.2) An upper bound on the gradient of L with respect to W .y at iteration t, in the direction of
o_, is given by

L; —2 ALY —2

<—8‘,o_> < alan) - (L= a(p))* (1= o)™ = (1= o)

aw(t)
dlog N
‘o (,/ b ) |

0(i,")
(L3.3) A lower bound on the gradient of L with respect to Wo; .y at iteration t, in the direction of
o, is given by

(115)

2 AL —2

oL 1 5 Lt - o
<_W&)m70+> Z—W co(q1) - (1 —o(p1)) |:(1—O'(p2))A + T (1= o(ge))” et
o),

(L3.4) An upper bound on the gradient ofﬁ with respect to Woy; .y at iteration t, in the direction of

o, is given by
A log N
L9 L N cof, PN (117
8W(t) + mN
O(i,)

(L3.5) An upper bound on the gradient of L with respect to W ; .y at iteration 1, in the direction of

0;, is given by
C dlog N
<—a§),0j>go<\/°§v>, forj #1,2. (118)
WG m

Lemma C.4. For any unlucky neuron i € K_ \ U(t) at iteration t, the following bounds hold:

(116)

(L4.1) An upper bound on the gradient ofﬁ with respect to W ; .y at iteration t, in the direction of

o_, is given by A
log N
<_6(€),o_> go(,/d:zg ) (119)
6W0(i,.)

(L4.2) An upper bound on the gradient of L with respect to W ;) at iteration 1, in the direction of
o, is given by

oL dlog N
0, ) <0 %%, (120)
WG, mN

(L4.3) An upper bound on the gradient Off, with respect to W ; .y at iteration t, in the direction of

0;, is given by
oL dlog N
—— 0, ) <0 BN forj#1,2. (121)
8WO(1’.~) mN

Lemma [C.5] establishes bounds for the gradient updates of wa in the class-relevant feature direc-
tions.

(t) * (tJFl)T * _ .t
Lemma C.5. Suppose py < (wy’,04+) < g1 and r} < <WO(1. ) ,04) < si. Let [W(t)| = p;
and |U(t)| = p; . Then, we have:

oL o(pr) A —o(g))ri-pi o) (1 —o(p1))si-vm dlog N
<‘awg>’°+> > NG - 5 -0 <,/mN> . (122)
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(t) * (t+1)T * — 5t —
Suppose p1 < (wy’',0-) < qrandr} < <W0(i,-) ,0_) < s1. Let \W(t)| = pi and U(t)| = py .
Then, we have:

e o(p1) L —o(g))ri-pi  olg) (1 —o(p1))si-vm dlog N

< awx),o> > NG 5 @) N . (123)

Lemma|C.6|establishes bounds for the gradient updates of w in the directions of irrelevant features.

Lemma C.6. Suppose p; < <wg)7o+> <q,p1 < (wx),o,> <q, <wx),oj> < goforj#1,2
T

and r3 < (Wg()i 3 ,04). Let pi = |W(t)| and p; = |U(t)|. Then we have:

<_8?U£(t)’oj> < _2% ~o(p1) (1 —o(q)) |:(1 - U((]Q))AL°++ pj’ +(1— a(qz))ALo— pt_:|
A

L0 ((1 - O(pg))AL;+) L0 ((1 - o(pQ))“g—) +0 ( d:ﬁf’) .

(124)

C.2 PROOF OF CONVERGENCE

Proof of Theorem[2] Similar to the proof of Theorem I} the proof starts with the base case at t = 0
and proceeds to analyze the training dynamics in a deductive manner, providing additional details in
deriving the corresponding convergence and sample complexity bounds.

(S1) Warm-up (Base case): Training dynamics at the first iteration ¢t = 0.

Recall that we set wg)) = 0. Then, we have

(wg)),oJr) =0, (wg)),o,> =0, and (w(AO),oj> =0 Vj.

(S1.1) Training dynamics of W ; . at the first iteration ¢ = 0.

From Lemma identify p; = 0,¢1 = 0, po = 0and g» = 0. Let AL} and AL} be the distance
between two o and o_ features respectively in the positive sample. Similarly, in a negative sample,
let the distance between the two o4 tokens as AL;, and the distance between the two o_ tokens

as AL, . Then, for any lucky neuron ¢ € W(0), we obtain

0/2 1 AL3+_2 1 AL;+_2 (’/)v 1
2y/mL [\ 2 - \2 ~ 7\ poly(d)
_ < oL . >
> - (O) y U4
W5,
ALY ALZ
1 1 o+ 1 o+ ~ 1
< _ N
= 2/mL K2> () 7|+ o) (122

oL ~ 1
and ——.0; ) <O for j # 1. (126)
< oW > (po1y<d>> 7

Recall that we set the number of samples in a batch N = poly(d).

Suppose the initialization is

Il
—
o

Woiy(0) = 6104 + 800 + -+ 8404, & 5 N(0,63) j=1,2,---,d. (127)
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Then, after one gradient descent step, we have

51+ 2\77/0% [G)AL& "- (DAL; 21 -0 (poli(d))

< <W0T(¢,.)(1)a0+>

676 o)

n
<9
< 1+2\/77LL

T ~ 1 )
WA, < _ .
and < 0(i,) ,oj> <O <poly(d)> forj #£1

By applying Lemma [C.3] for any lucky neuron i € ¢(0), we obtain

670" o law)

1)
< (Wi 0s)
AL, ALY ~
(4 -
2 2 poly(d)

T ~ 1 )
) N < - - .
and <WO(1,~) ,oj> <O <p01y(d)) for j # 2

For any unlucky neuron i € K_ \ ¢/(0), Lemma [C.4] gives
1 5 1 ,
Wl ,o->§(’)() for V7.
< 0@ ™ poly(d)

(S1.2) Training dynamics of W at the first iteration ¢ = 0.

770/2
) -
AN

n
<4
= 2+2\/ﬁL

Now consider the gradient update for wa . Define:

1 AL3+—2 1\ ALo, —2
2 S \2

/2
a:51+L

2/mL

- (s
Ui A A T
o[-0 ] o)

Applying Lemmawith p1=0,¢1 =0,7] =a,s] =0b,and pf{ = [W(0)|, we get

oL a bym  ~ 1
= > R - —
(o) > w8 =50 ()

‘We can relax this lower bound and obtain

oL d [ 2a ~ 1
_— > — | — - + ./ — =
< 811,f)’0+> — 4 L/ﬁ & mb] © (poly(d)> “
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Recall that 6; = m Sincea —b= 0 (m) that is sufficiently small,

|5 -] -9 ()
Wﬁd—Viﬂ— <’l)

poly(d)
-9 (55

- 1
- O0(———)=~0 135
(WWWO (135

From Lemma [C.6] we also obtain

oL —a [(1\%F 1\ S
<aw“> " sy l(z) wez) o e
A

where we apply the lemma with the values

o =

EN RSN Rl

b1 = 0) q1 = 07 q2 = 07 and TT =a.

We can relax this upper bound and obtain

oL —ac’ 1\ 2%, 1\ 2Fe-
<_6w<°>’0j> = i/m Kz> sie(y) Tom=e 0w
A

Taking pJ = py = 2+0 (M), we can simplify and write

—acd m 1 ALg, 1\ 2L
T im 2 (2) +(2)

() () o
SRR OREON
(i)

(S2) Induction Step: Training dynamics at a general iteration ¢.

Let <w(A),o+> =a*>a-t, (w(A), _)y=p*>p-t,and <w(A),o]> =~* <+ -t, where

c | 2a _ , ~ 1
=55 -] -0 (i) >0 =

f [ORENORRIC
AL ALT _
() -0 o)

Following the same approach as in (135)), we can simplify and obtain

~ 1
3= -0 (s (140
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For any lucky neuron ¢ € W(¢) at the (¢ + 1)-th iteration, we have

c? . e ALE, —2 ALs, 2] _ 5 1
N (R e R )
< <—8‘£i O+>
WS (141)
< < o(0”) - (1= (@) [(1= 07> = (1= a5 >
~ 1
o (poly(d)>
oL ~( 1 :
<aw<(>)> <0 (o) fri#1 e

Note that, o(a*) > 1 and o(y*) < 3.
Thus, we obtain the following bound after the second gradient descent step.

<(W((72()7,,))T7 O+>
2 ALY -1 AL —1
S8, 4 nc 1 + (1 +
- VvmL | \ 2 2 (143)

+oa) (= o) - "W”M"*_Q)] -0 (i)

and
<(W(()2()z))T7 0+>

n 1 ALS 1 ALY
S0t S mt [(2) - (5) (144)

0w

For the convenience of presentation, we use u to denote the lower bound in (T43)), and v to denote
the upper bound in (T44).

Similarly, applying Lemmato any lucky neuron 7 € /(1) at iteration 2, we get

ALL =

+20(a%) - (1 - o(a”))? ((1 o) 0(7*))AL°+_2)

<_6£’0>Z o o) [ e

e o (145)
~ 1
-0 ()
oL 1 . 112 WALG -2 PWALE 2
<8Wé1()i">’ >§mLJ(ﬂ)(lU(ﬂ )) |:(17 ('y )) 7(17 ('V )) ]
~ 1
+ (o)
(146)
and
oL /1 _
<%»Oj> SO(pOly(d)) forj #£1 (147)
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Applying Lemma|[C.5| with p; = o*, ¢1 = a*, 7} = u, and s} = v, we obtain

oL ola*)d [ 2u ~ 1
— > —p] =V -0 =: 148
< owl)’ O+> ST ym Y poiy(@)) X 1
Since p7 = F andu —v = O <m) that is sufficiently small,, we have x ~ 0.

By applying Lemma [C.6] with

pr=a"(=p"), q@q=a"(=p8"), ¢p=~"and r]=u,wehave

<_ oL >§ - C;%a(a*) (L= o) pf + (L —a(r) > pr| =0 (149)

= o,
8'wg) ! 2

Note that here we assumed the distribution of AL™ is identical to AL~ to have a* = 3*.

(S3) Induction conclusion: Training dynamics when the algorithm ends.

We proceed by induction on ¢: the base case ¢ = 0 is established in (S1), and the induction step for
general ¢ is shown in (S2). For, any lucky neuron ¢ € W(T'), we obtain

(Wi "0 ) > ar (150)

T D _\N_75 1 .
<WO(M ,oj>§(9(poly(d)> for j # 1 (151)

For any lucky neuron ¢ € U(T'), we obtain

<Wg@$,)”>,0_> > aT (152)
T (D ~ 1 :
. Yy <
(Wi 0) <0 (poly(d)> for j # 2 (153)
Also, we obtain

<w(AT),o+> > T, (154)

(wi’0) = BT, (155)

and <w<AT>,oj> <AT. (156)

(S4) Derivation for the generalization bound.

We will demonstrate that once the weights have converged at iteration 7', the model accurately
captures the underlying data distribution, which leads to zero generalization error, as shown in (I80).

Consider z(™) = +1 as an example. The sequence X (") = w&") wé") e m(L")} contains two

o, atL{ and L] andtwoo_ at L] and L; .
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=1 i=1
1 1 L
= mlL Zd’(WO(z Y )> - T Z¢ (WO(Z )y( ))
et 1=1 ie— 1=1
1 - (n) 1 - (n)
2 mL Z¢(WO(2 Yi )— —1 Z¢(WO(1 Ui )
iEW(0) =1 ieu(0) I=1

1 . (n)
- ¢ (Woiy (157)
vmL ieK—\U (0)2 ( o )

The Mamba output yl(”) is defined as

l l
=" I (1-otwiaf™) ] -olwial”)- @ 2. ass)

s=1 j=s+1

‘We now derive a lower bound for
L
2 Z (Wo.w)-
W =1

To that end, consider the aggregated projection

L L
SN Wouu= Y, ZZ (W50i,0:05) - (y1,05). (159)

ieW(0) I=1 ieWw(0) I=1 j=1

For any i € W(0), we know that
(W5, 04) > aT. (160)
Hence, let’s obtain a lower bound for (y;, 04)

We only need to consider the cases where ; = o, for some s in the range 1 < s < [. In particular,
we will focus on the following instances:

s=Liandl e {LT LT}, s=Ljandl=Lj.

After T iterations, we know

(wa,04) 2 aT, (wa,0-) > BT, (wa,05) <A1 forj#1,2. (161)
Therefore,
(9y110+) = o ((waso4)) = oal). (162
‘We have,
(wa,04) <VWAT, (wa,0_) < WoT,
where
~ 1
— - 1
=0 (poly(d)>’ (163
~ 1
Wy = — . 164
=0 (o) (164
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Then we obtain the following:
(yug:01) 2 0(aT) + (1= o(WAT)) (1 = o(WoT)) (1 — o((wa, 0;

= o(oT) [1+ (1 - o(WT)) (1 = o(WaT)) (1~ o((wa, 0,))) % *] . (165)

)AL~ o(aT)

We now lower bound the objective
L
p3 Z o(Woi.)y)-
W =1

We begin with

> Zd? Wogu) > Y [¢(W0(z 2YLr) + o(Wog,. yy)}-

ieW(0) I=1 i€EW(0

=

Note that

Worwomis =3 (Wa o) (01,

Jj=1
and y, + has only o component.
1

Therefore,
Woii )y = <Wg(i7,),o+> <yLr,o+> >aT -o(aT) > 0.

Similarly, we can write

> 0.

WoGyyzs 2 aT - o(aT) [1+ (1= o(WiT)) (1 = (W) (1 - o((wa, 0,))) >4 7]

Applying ¢(z) = z for positive z, we obtain
¢(Wo(iyrt) = al' - o(aT),

S Woguyyps) > al -o(al) [L+ (1~ o(WiT) (L o(WaT)) (1 — o((wa, 0,))* 4+ %]

Hence,
> Z¢ Wogw) = Y aT-o(al)
iEW(0) 1=1 ieW(0) (166)

{2 + (1 —o(WiT)) (1 —a(WaT)) (1 — c({wa, O]_>))AL§+ 2] .

Next, we derive an upper bound for

Z Z¢ (Wo (n)) _

1€U(0) I=1

For any i € U(0), we know that
0< (Wp.y,0-) <bT. (167)

We now derive an upper bound for (y;, o). We need to focus on the following instances:

s=Lyandl€{Ly,Ly}, s=L,andl=1L,

<yL;,0—> =0 ((wa,0-)) < a(WLT). (168)
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2

(yp500-) < oWRT) + (1= 0(aT)) (1 — 0(AT)) (1 - o((wa, 0;))) >~ 2 - 0 (WT)

= o(WoT) [1+ (1= o(aT)) (1 = o(8T)) (1 = o((wa, oAr-72 . (169)

> 6(Wouyu) < Y, T - o(WoT

i€U(0) 1=1 i€U(0)

P+O—JWTDO—UWHMI—dwmmﬁWMLQ]

In addition, we have

L
™ «a (L
> Y6 (Wouul )So(poly(d)>. (170)

ieK—\U(0) I=1
By (I57), we can write
FE™) 2 \/%L{"; AT o(a) |24 (1= a(AT)(1 ~ (W) (1 = a(wa, o)+ |

T W) |24 (1= o(aT) (1~ 9(8T) (1 - ol(wa,0)) >

0 (s

(171)

with
nc? 1 ALj+ -2 1\2Lo, 2 _ 1
SN [(2) -(3) (@) 0™
n 1 ALg, 1\ AL, _ 1
" sy [(2) () o lmm) "
d [ 2a 1
‘3 {f mb] - (poly(d)>
~ 1
-0 () (a7
Therefore, we conclude that
F(X™) > \/»{m aT - o(aT)(1 — (W1 T))(1 — a(WaT))

{u—dwmnmﬁ”fa—u—dwmw»ﬁ”‘ﬂ}_é(m&@>(”$

+ _ + _
If we can show [(1 —o({wa, oj>))AL°+ 2 (1-o({wa, Oj>))ALO_ 2} > 0, then we can prove

F(X (™)) > C for some positive constant C'.
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First define a random variable ¢ = (wa, 0;). Then, we have from the definition of our locality-
structured data type

ALY -2 ALT 2] 4,
By [(1 = o(0) > 72 = (1= o(vn)) > "] =k >0 o)

for some positive constant &'

The random variable ¢ = (1 — U(wl))ALjJr_2 —(1- a(wl))ALjf ~? is bounded above by 1.

Applying Hoeffding’s bound, for any g > 0,

P(Iwz—E%IZ\/ql?\g,N) < N74 177

From this we can conclude that,

— - log N
gr = (1= o((wa, 0)> 7 = (1 — o((wa, 0,) > ] 2K -0 ( )
(178)
with probability at most N 9.
Hence, for sufficiently large N, we have from
+ _ + _
(1= o{(wa, o))+ = (1= a((wa.0) 2] >0 179)
Therefore,
F(X (")) > C, where C is some positive constant. (180)

Similarly, for a negative sample, one can show by symmetry that the model output satisfies
F(X™) <1.

(S4.1) Derivation for the convergence rate. Let’s find the number of iterations 7" required such that
F(X (™) > 1, since the label is +1. We require

1
m~%~aT~o(aT)21+e. (181)
N _
Substituting the value of @ = 5L [(%)A% - (%)AL‘M} and o(aT) ~ } since a ~ 0, the
condition becomes
vmal  \/m n

T

1 ALg, 1\ Aoy
2 2

1 ALjJr 1\ AL,

3 |3 >1+e. (182)

8L%*(1+e¢) 8L2

AL~ 4L 2ymL

_ T
© 8I2

Solving for T', we obtain

T> N N > T N . (183)
L} Ly L L
[ O I [ e
By combining (181)) with the expression for the model output F'(X (™)) in (175)), we obtain
F(X™)>(1+¢) (184)
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Hence, the model output satisfies F'(X (")) > 1.

(S4.2) Derivation for the sample complexity. Now we derive a sample-complexity bound that guar-
antees zero generalization error.

Assuming enough samples, we can write for sufficiently small A < 1

o dlog N < n } ALL_ 1 Ao, (185)
mN - 2/mL 2 2 '

From this we can derive a lower bound on the required sample size,

L AL2d
i 1\ALY 1\ALg ?
U {(2) =) ﬁ
(186)
L?d
=4 INALS 1\ALg 2
2| ()5 - (1)
which will be (T9) in Theorem 2]
O

D PROOF OF LEMMAS IN APPENDIX

Please refer to the supplementary material for this section. We defer all proofs to the supplementary
material, as the high-level ideas underlying the lemmas overlap with those presented in Appendix
[C] for locality data. However, the case of locality-structured data presents additional challenges.
Appendix [E| provides the complete proofs for the locality-structured data, which contain the main
technical ideas.

E PROOF OF LEMMAS IN APPENDIX [C]

E.1 PROOF OF LEMMA[C]

Proof. We know that the gradient of the loss function for the n'" sample is

o ot OF (X ™M)
8W0(i7.) N 8F(X(”)) 6WO(M
L) L . N
=7 Zvi ¢/ (WO(i,~)yl( )) ST (187)
=1

If we consider the gradient for the population loss,

) L
= - D vid (Wou,‘)yl("))yf”’] (188)

Woi,)

= —E.-11 l 7o (Wou™) 'yl(n)]

L
1 n n
FEr | Y i ¢ (Wouou™) vl )1. (189)
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We are given that

p1 < <'w(A)7O+> <q, p2< <w(A), > <q, and p3< <w(A)7oJ> <gq3 forj#1,2.

(190)
The Mamba output can be written as
! ! oT oT
u)=> | I] <1 o(wd m])> o(w) @) (] @), (191)
s=1 j=s+1
We have to consider FOUR cases.
Casel: | =s =L}
Ts =T =04 (192)
(Eyy:.00) = o 0,) > o(p) £ O(r) = £ 0() (193)
Y0+ ) = 0\Wa 04) Z0(p1 T 1lqem '
Casell: [ =s= L]
<EyL;L;,o+> — o o))+ O(). (194)
Caselll: | = L], s =L
E 1— o(w®" ~ o(w® "
Yoy O+ olwy o4) | (1—-0o(wy o-)
0T A oM
| 1—-0o(wy o) co(wy’ o) £0(r). (195)

Combining (T94) and (195), we obtain

-
<EyL;a0+> = U(U’X) 04)
1— o(w®" 1— o(w® "
+ o(wy’ o4) o(w,’ o-) (196)
ON be oM
1-o(wy o) co(wy o4) £0(r).
Case IV: Others

For the other token positions, ; # o,.. Since we assume orthogonality among the features, y; = 0.

From our initialization, for the lucky neuron i € W(0), v; = +—— \ﬁ For i € W(0), and 2(™) = +1,

we have
L
< z=+1 Z (WO(z )y[( )) (")‘| ,O+>

:ﬁ sl o) 2+ (1= 0wl o) (1- o o))
(1- o(wX”oj))ALL_Q

Similarly for z = —1, we can obtain

+ O(r), (197)
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< z=—1 zj: ( )yz( )> y(n)l 70+>
= ﬁ (wg) o) {2 + (1 - U(wg)To+)) (1 - a(wg)To ))
. (1 - G(wg)Toj))AL;+2
Therfore, combining and (198),

Ys - NI
WOJr =(E.— +1 ZZ ( i, )Y )'yl , O
L
- <Ez=— lz %Ui - (WO(i,-)yl(n)) yl(n)] 70+>

+O(r). (198)

T ALO++ -2 - AL; —2
l(l - a(w(A) 0 ) - (1 - a(w(A) oj)) + O(7).
(199)
We aim to bound the deviation between the gradient of the population loss and that of the empirical
loss. Specifically, ||—2% oL = Hi SN A — B, , where

Wé()z ) aWé()z 2 N ! 2
A&, ™\, ()

Yo = Y0t (Wouu™) ul™. 200)

Consider a fixed vector @ with |||l = 1. We will show that &' ~,, is a sub-Gaussian random
variable.

|| < lledlz - vnllz = [7al2- 201)

By the problem setup, we know that

1 n n
vl = BI=1 |8 (Wouu™)| <1 (202)
Recall the Mamba output,
! ! T aT
=2 | 11 ( o(wf w») ol @) @ @)e,. (203
s=1 \j=s+1

Since ||zs||2 = 1, we get

(n)

Z|al s+1 | CC ml)|”m§”2

i1,

< : -1-1=4d’ (wherea denotes a constant). (204)
—a
-1
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Therefore, the norm of ~,, satisfies

L
1 n n
lrille < 7 >l [ (Woeu™)| - ™

11 &
(n)
< .
- L m ; Hyl 2
L
1 1 a’
S — . . a/ —
L /m ; vm
Hence,
a/
|aT'yn| < ﬁ (bounded).

This implies that o ", is sub-Gaussian with variance proxy

Now consider the independent sub-Gaussian variables o' v1, . .., a " vy, each bounded as
1 N 1
——<a Y < —.
vm oo v vm
Applying Hoeffding’s inequality, for any ¢ > 0,
1 & qlog N
P||— Ty —Ea .| 2 <N
( ¥ ; alyn —Ealy,| 27— )

Observe that this can be written as
N

n=1

Therefore, by Hoeffding’s inequality (cf. (209)),

P <|aTc\ > ,/q:;gN> <N

To bound |[¢]|,, we use the dual norm identity
T
I€lly = sup @’ (.
llexll2=1
We apply an e-cover argument to obtain
sup a' ¢ < max a ' ¢
lloell2=1 1 — € accC.

<2 max a'(.
a€cCy/o

We have shown that for any fixed «,

P <|aTC| 2 q:;gN> <N

43

2

N
1 T T _ 71 T
NE a v, —Ea v, =« (Nngl’Yn—E’Yn> =a (.

(205)

(206)

(207)

(208)

(209)

(210)

@211)

212)

(213)

(214)
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Therefore, for all fixed v € Cy /2,

log N
la™¢| 2 g :ﬁv with probability at most N .

(215)
Then,
log N
max |aTC| 4708 with probability at most |C; /5| N 1. (216)
OLGCl/g mN
Recall that the covering number satisfies
3B
IC.| < ( > . (217)
€
ForB=1lande = %, we have
C1 /2| < 6. (218)

We can therefore write

qugN d _
p > A/ < . q.

We want this probability to be sufficiently small. Set ¢ = d, so that

dlog N N\ ¢
P <||C||2 2 24/ mN> < <6> . (220)

Hence, the deviation is bounded with high probability:

dlog N
g1l > O( _— > with probability at most O(N 7).

(221)
Or equivalently, with probability at most O(N %),
N
1 dlog N
— n — EYn .
Nnglv ~ 2>O< mN) (222)
That is, with high probability 1 — O(N~9), we have
N
1 dlog N
HN;%—E% 2s0< N ) (223)
Using the identities
oL
aW(t Z Tn, W = Evn, (224)
O(1,")
we conclude that, with high probab1l1ty,
oL oL oL dlog N
H 9 (t B 8 POl - (t) (1) =0 ( 77O§V ) - (225)
WO( 4) WO(L 2 8VVO(L 6WO(¢ )2
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Using the Cauchy—Schwarz inequality, we have

< oL oL . > oL oL ol
® ® /= ® 0) Iz
WG W5 W50y WG ,
oL oL ‘
= Py - @ (since ||o4]l2 = 1)
O('L:) O(Z:) 2

log N
go(,/dog ) (226)
m
Therefore, we obtain

< or >0< dlogN><< oL >
avvg()i,-)7 ’ mN - 3Wg<)i,.)7 "
< <—8L‘,o+>+(’)< dlogN>.
WS, mN
By pairing (I99) with the given the conditions on w in (I90), we can write
oL
(i)

copr) - (1= o) - (1= 0(a2)) [(1 = o) 7 = (1= a(pa)) o 2] = O(7)
(228)

(227)

1
>_ -
—v/mL
and

< oL O>

- 0) s U+

W5,

+

(@) (1= 0(1) - (1 = 0(p2) [(1 = () >4+ 72 — (1= 0(g3)* >+ %] + O(r)
(229)

1
<_— .
—vmL 7

Therefore, we can obtain the lower bound and the upper bound of { ——2%— o, ) as
BWC(;(). ) » O+

1
Jm

L o(py) - (1= o(@) - (1= o(a) [ (1 = o)) >~

— (1= a(pg)™e?] 0 ( dﬁf) —0(7)

_ < oL >
>\ = (®) s U4
3WO(L,)

(230)
and
< oL O>
- ®) y U+
8W0(i,‘)
+

gﬁ (g (1= o(pr) - (1= o(p2) [(1 = o(pe)) ™o+~ = (1 = o)™ "> %] (@31)

dlog N
+O< N >+O(T).
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This concludes the proof of (I06) and in Lemma|C.1]

To obtain <8W8£), o_>, we have to consider E,__ [Zle %Ui ¢ (WO(Myl(n)) . yl(n)]
)

O(i,-
WS, oo >0,
1 Y
<]Ez——1 ; E'Ui : ¢/(W0(i,~)yln ) ) yzn 1 ,0—>
1 T t T T
= NG -a(wg) o_) {2 + (1 - a(w(A) o_)> (1 — a(wg) o+)>
T ALy —2
: (1 — o(w? oj)> +O(1). (232)
(t)
If WO(i )0 <0,
=1 Y .,
<IE21 L; Zvi- ¢/ (Wo(i7_)yl ) -y ] 7o> =0+ 0(r). (233)

From (189), We know that

<_8£ o > — <IE 1 li lv. » (WO(‘ )yl(n)> yl(n)] o >
© 9 z= i Gy y O—
WG, L

) = (234)

L
1 )Y )
— <Ez—1 l_zl TV ¢ (Wo(iy_)yl ) cy | oo ).
Hence, combining both cases, we conclude

- ot o) 24 (1m0l o)) (1- 0wl o))

JmL
ALZ -2
1— o(w? o -
(10wl o) o(r)
< <_3(f),o_> < O(). (235)
5‘WO(Z.,_)

From (223)), similar to (227), we can write

dlog N
< —%,O_ o) =R (236)
oW, mN
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Hence, we have

- ot o) 24 (1ol o)) (1- 0wl o0

J/mL
T\ e dlog N
. (1 - U(wg) oj)> ] -0 < :5\7 - O(71)
< < 86)70> <0 < dlogN) +O(r). (237)
GWO@ mN

This concludes the proof of (108)) and (109) in Lemma

aw(f)

t) ;05 ) = z +1
8WO(z 3

= (I1,05) — <Iz,oj>. (238)

Now consider < oL j> forj #1,2.

Because o; for j # 1,2 is identical in both I; and I, (I;,0;) — (I2,0;) = 0 £ O(7). Hence,

<—%, oj> =0+ O(7). From , similar to , we can write
ows),
oL dlog N
< ow ) ’Oj>_o< o )
0(i,)
<< oL >
8WO(Z
oL dlog N
< —,0; —_— . 2
_< ety ,OJ>+(9<\/ N >+O(7’) (239)

O(i,)
Therefore,
oL dlog N
0, ) <0 %8 ) forj £1,2. (240)
oW, | mN
This concludes the proof of (IT0) in Lemmal[C.1]
O
E.2 PROOF OF LEMMA[C.2]
Proof. By definition, for any unlucky neuron i € K. \ W(0), we have
Wo(i.yos < 0. (241)

We first consider the alignment with o, . That is,

oL
< W, O+> . (242)
0(,)

The gradient is given in li We only need to consider the cases where <yl(")7 o+> > (. However,
since Wo(i’.)o+ < 0, we have

&' (WO(Z ! ) —0. (243)
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T oo 00+ ) T z=+1
8WO(M

L
Z %%‘ ¢ (WO(i,-)yl(n)) yl(n)] 70+>
=1

—0+0(1). (244)
We know by (227),
oL oL dlog N
<—(t)7o+> < <—(t),o+>+(9< n(ﬁv ) (245)
8W0(i,-) 8W0(i7-)
Hence,
oL dlog N
—— 0, ) <0 %81 )+ o). (246)
aWO(i.-) mN
We now analyze the alignment with o_. To obtain the bound on < GW‘?(% ,0_ > we consider the
O(i,")

expectation E,__; [E{;l Tv; - ¢ (Wo(i’.)yl(”)> yl(")} :

If WC()t()i )0 > 0, the inner product satisfies

<]Ez1

1 N

— ot o) |24 (10wl o)) (1- 0wl o)

L

Z %'Ui -’ (WO(i,-)yl(n)) ' yl(n)l ,0>

=1

- AL; -2
: (1 —o(w? oj)> + O(7). (247)
If WS, jo- <0, then
L
! ) ()
<Ez—1 L_Zl Ui ¢’ (Wo(i,_)yl ) Y, ,o_ ) =0=£0(7). (248)

From (189), We know that

oL =1 @Y ()
—————0_ ) =(E.px lva’ Woiu" -yl”]7o_>
T R Gt PR L)
=1 )\ , (n)
<Ez__1 ;va’ (Wou,.)yl")~yl'1,o_>‘ (249)

Hence, combining both cases, we conclude

g ool o) 24 (1= 0wl o)) (1-a(w o)
- (1 - a(w?Toj))M”] -~ o).

(-2 o) <om. (250)
8WO(¢,-)
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From (223)), similar to (227), we can write

(e o)
O(i,-)
)
8WO(Z N

dlog N
< —%,0_ o) - 251)
WG, | mN

Hence,

oL dlog N
< <_8W“>’O> <0 ( :jv ) +O(7). (252)

Now consider <—W%, oj> forj #1,2.

0(i,")

(t 5 OF = z +1
8WO()1

L
< z=—1 Z (WO(z TL)) : yfn)] ,0j>
= (I1,0;5) — <12,0j>- (253)

Because o; for j # 1,2 is identical in both I; and I, (I;,0;) — (I2,0;) = 0 £ O(7). Hence,
<—8§), oj> = 0=+ O(7). From (225), similar to 1l we can write
ows), |

oL dlog N
725) , 05 ) — O MmN
8WO(1

<< agaoj>
8WO(Z )
8£ [dlog N
< ; —_— .
_< 8W OJ>+O< N >+0(7’) (254)

O(i,")
Therefore,
¢ dlog N
—%,oj <O /222 forj£1,2. (255)
WG, mN

E.3 PROOF OF LEMMA [C3|

By symmetry, the proof is analogous to that of Lemma [C.1} Please see Appendix [E1]
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E.4 PROOF OF LEMMA[C.4|

By symmetry, the proof is analogous to that of Lemma[C.2} Please see Appendix [E.2]

E.5 PROOF OoF LEMMAI[C.3|

Proof. The gradient of the loss with respect to wa for the n'™ sample is given by

2SS (Wot”) X (W) (Waal?) (oot

i=1 [=1
l
s T oot
r=s+1
!
(1 -0 (wga)gn))> z(") — Z (1 -0 (wlmEn))) mgn)
Jj=s+1
z("

wa (Wou ™) - ZI(Z).

=1 =1

We define the gradient summand I, 1(7;) as

l
Il(::) = Bs,s . mgn) - Z ﬁs,jxén)a

Jj=s+1

where the coefficients 3,  and 3, ; are given by

Bes = (Wt T (Wl a!™)(Wogya™)o(wial™)

l
x [ IT (1- a(wzmsm))] (1 - o(wial)).

r=s+1

and

Bej = (Wial)T(Wlz!")(Wog, azl)o(wlz(™)

X [ ﬁ (1 - o(wgmg,”)))] (1- o(wgwg-n))).

r=s+1

If we consider the gradient of the empirical loss,
N

1
8’w A o 7ﬁ Z::

We are given that

TL

s=1
.
p <l 00) <q, and rF < (WS 0p) <si.

From our initialization, for all i € K1, we have v; = % This gives
m

ot ) I 1 L
<8w ’ +>ZL > ¢ Wou™) X (10

=1 =1 s=1

50

iZm ¢ (Wou ") ZI(").

+)-

(256)

(257)

(258)

(259)

(260)

261)

(262)
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Averaging over the training samples, the inner product of the empirical gradient becomes

oL GAND !
<_8wA’O+> =N Z I Z Zvitb’(WO(i,.)yl(n)) . Z <Il(”;), o+>
n=1 =1 1=1 s=1
1 1 -1 (n) (n)
= — — —¢' (Woiyy") I,'" .o
N nzz(nz)_-‘rl L Z.;Jr ; \/% O(i,)dy 6; < l, +>
- 1 (n) : (n)
JFlEXIC% ; <\/ﬁ> o' (Wo, )y, )5; <Il,s ,0+>
qLl Z -t Z i1¢/(WO(“)y;n))Z<Il(n) o+>
N n:z(n)=—1 L 1€y 1=1 \/ﬁ , s=1 °
L 1 )
+ ——— ) ¢ Wouau™) S {1, . (263)
igc:, ;( Jm o@i,)Y; ;< I, 0+>

First, we focus on the contribution from the samples where 2(") = 41, for which we seek a lower
bound. We analyze the inner terms by considering four cases.

Casel: =L, s=1L]

Since [ = s and ;s = 04, it follows from that
<Il‘f;), o+> = By.s. (264)
Using (258), with Wp = W = I and x; = x, = 0., we obtain
(17,04 ) = Bow = WSHY L01) ol 00)) - (1= a(l 04)). (265
Given the conditions in (261)), we can write

(17,0,) > (1} = O(7) - o(pr — O(7)) - (1~ o(a +O(7)). (266)

)T
)

We can approximate o(p; — O(7)) = o(p1) — O(r)and 1 — o(q1 + O(7)) = 1 — o(q1) — O(7),
since O(7) < O(3).

Therefore, we obtain

(11,04 ) > (1} = O(n) - (o(p1) = O(7) - (1 = (@) — O(7)

(267)
>y -o(pr) - (1 =0o(q)) = O(7).
Casell: | =L, s=LJ
This configuration yields the same result as in Case I. We again obtain
(17,0,) 211 o(pr) - (1= o)) - O(1). (268)

CaseIll: | = L3, s = L Comparing (258) with (259), we see that the two expressions differ only
in their last term. In this setting, =; equals o only when j = L3 . Consequently, ¢, = T; = oy,
which implies 3, s = 85 ;. Hence,

<Iff;), 0+> = Bus—Be; =0+ O(7). (269)

Case IV: Others
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For the other token positions, <I (m) > = 0 due to orthogonality among the features.

lé’

Combining the above, the total contribution becomes

l
S {1 0.) > 21 o) - (1 - o)~ O(1). 270)

s=1

‘We now bound the entire sum over all tokens:
l

%Z%‘ﬁ i)Yl Z<ls7 >

1-2r7-0(p1)-(1 — o(q1))—O(7). (271)

I\Mh

=1 s=1
Let p;” = |W(t)| be the number of contributing neurons. Then the total contribution from the active
neurons is lower bounded as
l
2y o(p)-(1—olq) -
*szz ) 3 (I 00 ) > 0. @72)
i€y 1=1 s=1 m

Next, we consider 2(™ = —1 fori € K. For (™) = —1, the negative sample also contains two o
features.

Similar to the above, we have to consider 4 cases.
Casel: =L, s=L]
Since [ = s, it follows from (257) that

LY =B, . (273)
Since x; = o4, we have
(17.04) = Bas. (274)
We now seek an upper bound for this contribution. From the initial conditions in (261), we know
T
(WS 100) <51 +0(7). @)
Hence, we obtain
(112, 0,) < (51 +O()) - olar + O(r)) - (1 = o (1 ~ O(7))) (276)

We can approximate o(q1 + O(7)) = o(q1) + O(r) and 1 — o(p1 — O(7)) = 1 — o(p1) + O(7),
since O(1) < O(3).

Therefore, we obtain

(17,04) < (51 +0(7) - (o) + O(7)) - (1 = o(p1) + O(7))

277
<sp-o(q)- (1 —o(pr)) +O(7).
Casell: | =L}, s=LJ
This configuration yields the same result as in Case 1. We again obtain
(17,04) < s1-olm) - (1= olm)) + O), 278)
Caselll: | = L], s =L}
In this case, the contribution vanishes:
<Il<f;>, o+> =0+ 0O(1). (279)
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Case IV: Others

For the other token positions, <I l(f;), o+> = 0 due to orthogonality among the features.

The maximum number of such contributing neurons is % Therefore, the total contribution is
bounded above by
L 1
1 , (n) QST'U(Ql)'(l—U(Pl)) m
1 i 17.0,) < Mmoo
nggv¢( les Vi 2 T )

=vm-si-a(q) - (1—a(p1)) +O(r).

Thirdly, let us consider the contribution for 2" = 41 from i € K_. From our initialization, for

1 e K, v = —\/1—%. For 2(") = 41, we seek an upper bound on the contribution from such

neurons.

Let (™ = 4+1. To maximize the term Wo(i,‘):cgn) in 1} we can consider the token locations
which contain o_ features since Wy;,.) has a large component in the o_ direction. Then x; =
o_ = y; contains the o_ feature.

However, in this case, s = o_ = x;, and due to orthogonality,
<I§s>, > —0. (281)

Hence, we only need to consider time steps [ = L, L3, where o features appear.

Recall that
l

<_aii’o+> - %ZZ_% ¢ (Wog,u) Z <Il(7; ,0 > (282)

i=1 [=1 s=1

We analyze the inner contributions case by case.
Casel: 1 =L],s=L7

Given that
dlog N
W@mﬂ+<&+0< o >:w, (283)
mN
we obtain
@g%m>g00mgx1—dm»+ouy (284)
Casell: | = L7, s= L]
This configuration yields the same bound:
(17,01 < c-olq) - (1-alp) + O(r). (285)
Caselll: | = Ly, s= L]
In this case, the contribution vanishes:
<I§’§), > =0+ 0(1). (286)

Case IV: Others

For the other token positions, <I l(z), o +> = 0 due to orthogonality among the features.

Thus, the total contribution from each ¢ € K~ satisfies

l
S {170, ) <2¢- o) - (1L - o(p1) + O(F). (287)

s=1
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The maximum number of such contributing neurons is 7, so the full contribution is bounded by

LS S (Wow) (1) V< 2oola) Uoolp) m
vt 2 ¢ Woaow > (1i7or) < vim 2O o
= Vme-a(a) - (1= o(p)) + O(7).

Therefore, the overall contribution is

L
‘ﬁ > Y0 Wouw) Yo (I 01 ) = —vime-o(ar) - (1= o(p1)) - O(7). (289)
i€X_ I=1

s=1
Finally, we consider 20 = 1 fori € K_. For 2™ = —1, we want a lower bound since
_ 1
V; = —\/m.
We could consider | = LT = x; = o, and write
dlog N
Woiiy, >6 -0 . 290
(Wo(i,),04) > 01 ( mN) (290)

However, the minimum number of such contributing neurons is not tractable. Thus, if we consider
the worst case where Wy ; ) for i € K~ does not learn the o feature, the obvious lower bound is

Z€1o0:
L
% > D % "(Woi,yu1) ) <II(Z)>O+> > 0. 91)

iel_ 1=1 s=1

We now combine the bounds for the four terms identified in (263)), corresponding to the contributions
from: (i) K with 2" = 41 as shown in , (i) K4 with 2" = —1 as shown in , (iii)
K_ with z2(™ = 41 as shown in , and (iv) K_ with 2™ = —1 as shown in . We assume
the batch is balanced, so the number of positive and negative samples is equal, with each class
contributing % samples. Then we have

< oL > - 1 [27“;‘ co(p1) (1 —a(q)) o —vm-c-olg) (1 —a(pr))

_M7O+ =3 \/ﬁ t
—vm - s7-o(q) - (1 —o(p1)) +0] = O(r)

alpr) A —alg)ri-p o) (0 —a(p1))si-vm
Jm 2

/dlog N

where we have used the fact ¥ - o (q1) (1 — o(p1)) -c = O ( dlogN) sincec = O ( dlogN).

(292)

2 mN mN

O

E.6 PROOF oF LEMMA[C.6|

Proof. The gradient is given in (256).

Let’s consider the alignment with o, for k # 1, 2.

(n) ™ !
<_8ifAv Ok> = ZT Z Zvi . ¢’(W0(i7.)yl(n)) Z <Il(,7;)7 0k> (294)
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From our initialization, for all i € K1, we have v; = \/—%

We first consider the case z(™) = +1 for i € K. Since Wo(i,y, for i € KT has a large oy

component, we have to consider the token features with o,. For z(™ = 41, only when | =
L}, s = L{ we have ¢, = @, = o,.. Therefore, W ; . @ is significant. Hence, we have

<Iz(s)7 >
S Y a0

j=s+1
— Bs,s41 (Assuming W.L.O.G. mi’jr)l = o)

+

< WS e ol 0)) - (1= (@, 0,)) - (1 - o(wld), ok>>)“°+ . (295)
Using the the conditions in (261)), we can write
(I 0) < (=15 + 0(r)) - o(pr + O(7)) - (1 = o(a1 = O(7))) - (1 = oz — O(7))

AL
+ .
(296)

We can approximate o(p; + O(7)) ~ a(pl) +0(1),1—0(qn — O(1)) = 1 —o(q1) + O(7) and
1—0(q2 — O(1)) ® 1 = o(g2) + O(7), since O(7) < O(%).

Hence, we obtain

L l
1 1 (n) (n)
2= (WO(¢,~)yz ) > <Il : 70k>
o = (297)
1 1 * ALL
<7 > -1 [—7“1 co(p1)- (1 =oa(q1)) - (1 —a(ge)) °+} +0O(71)).
1=1
Let pf = |W(t)| be the number of contributing neurons. Then the total contribution from &,

neurons is bounded as

Iy ELjvrd( 2u™) EIXI}’;’, ) <~ o) (1= o) o,

ieky 1=1 s=1

(1= a(g2)) o+ - pf + O(7)).

)

Next, we consider 2(™) = —1 fori € K. Since <Il(’z 7ok> < 0, we require a lower bound for this.

(177,01
= - Z 5s,j<$§'n)aok>

j=s+1

T AL
2= WS os) o 00)) - (1-a(wl) 0.)) - (1= o((wd o))" @99)
Using the the conditions in (261)), we can write
(1. 0) 2 —st - olar) - (1 = o(p1) - (1 = op2)) 1o+ (300)

1 Z sz ( <n>)§l:< I o >

ze)@ =1 s=1 (301)

o) (1 - o(p)) (1 o(p2)> o+ - pi-

>
~ m
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Since AL,, > ALY, this term is negligible which leads to

;ZZLF:‘- (Wouul )i@(’l, )= =0 (1 —o(p)™ ) ~0. (02

i€y =1 s=1

Thirdly, we consider the case i € K, for (") = —1. Similar to || and, whenl =L;, s =
L7 the contribution is significant.

k) < 15 -o(p) - (L= o(@)) - (1—o(g2)> - +O(r)). (303)

ls7

< ™ 4

\/

Hence, we obtain

L l
L i Y (n) (n)
L Z \/TTL ¢ (WO(1,~)yl )Z <Il s , 0 >
=1 s=1
. (304)
1 1 y AL
S vt o) - (1= o) - (1= o(g2)) > | + O(7))
Let p, = |U(t)| be the number of contributing neurons. Then the total contribution from K _
neurons is bounded as
1 L ! ry ALZ
1 2 2wt (Wouu™) 3o (I o) < =5 oo) (1= olan)) (1 = 0(a2)) ** pr
iek_ I=1 s=1
+ O(1))
(305)

Finally, we consider 7 € K_ for 2("™) = 41. Following the same approach as in (299) to (301), we
can write

L l
L3> o (Wopu™) Y217, 0c)
iek_ =1 s=1 (306)
2 2L o) (1= o)) (1 - 0(pa) > 57

Since ALF > AL , this term is negligible which leads to

b XY (Wowonl”) X2 (2-0r) 2 -0 (-t ) <0 o

e s=1
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Putting it together, We know

oL 1Lz & W (< 7
*Myok *NETZZ%QS( o@G,)Y; )'Z<l78,0k>

L l
1 -1 1 (n) (n)
T S e £ (.00
z(n)=_1 e $
<Il(z),ok> . (308)

We now combine the bounds for the two terms identified in equation (308), corresponding to the
contributions from: (i) Ky with 2™ = +1 @98), (i) K} with 2™ = —1 (306), (iii) K_ with
2 = 41 li and (iv) K_ with 20 = 1 . We assume the batch is balanced, so the
number of positive and negative samples is equal, with each class contributing % samples. Then we
have

= 2:/150(191) (1 =ola)) [(1 —0(g2) " pif + (1 - o(g2)) "o p_}
+ ol (L= o) [0 (1= 002) ) o7 40 (= o(pa))*'=+) 7]
(309)
+0(7)) (310)

oL .
— 9k
8wg)

* —

<= 5o ) (0= o(@) (1= 0(@) ™= pf +( = o(@) > i
+0 (W =0(p2))> ) + 0 (1 =0(p)** ) + 0(r)) G1D)

From (302) and (307), we can conclude
oL x o
<_8“’X)’ Ok> : —;ﬁo(m) (1= o(a) [(1=0(02))>" pif + (1= 0(22))> p;
+ O(1)). )
O

F EXTENSION TO MULTI-CLASS CLASSIFICATION

Consider the classification problem with four classes, where each example is assigned a label z =
(21,22) € {+1,—1}? representing four distinct classes. Similarly to the binary setting, there exist
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four orthogonal discriminative patterns. In the output layer, the scalar coefficient v; associated with
hidden neuron 1 is replaced by a two-dimensional vector v; € R2.

Hence, we define the model output as

1 L m
F(X)= 2> > 0id(Woum(X)) . (313)
=1 =1
1 L m
F(X™) =233 (w1 dWoum(X™)), (314)
=1 1=1
1 L m
Fy(X™) = I Z (vi)2 {Wo, y(X™)). (315)

—

=1

N

The dataset can be divided into four groups as
= (X2 120 = 1,1,
1

Dy = (X2 290 = (1,1, 16
Dy = {(X",20) [ 20V = (-1, 1)},
Dy = {(X",20) | 20V = (-1, -1)}.
The loss function for data (X (), 2(")) is
Loss(X ™, (™) = max {1 — 2T (X ™), 0} . (317)
Since v; € {&_=1}?, we divide neurons into four groups:
Wy = {i:v; = %(1 1)},
Wy ={itv; = 7=(1,-1)},
| (318)
{Z V; = \/T( ) )}7
W4—{z.vi— ( 1,—1)}
For neuron i, the gradient decomposes as
OLoss  (n OF(X™M) () OF(X™) 319)

Tt = 2% —m— — X .
OWo (i, YOWog,, 2 OWoq,

Let 01, 02, 03, 04 denote the four discriminative directions. Consider ¢ € Wh, i.e. v; = \/% (1,-1).

Projecting the gradient onto 05, for any (X (™), (")) € D, we obtain

OLoss 2 9
N N — 0 320
<8WO(1 4)702> \/77J‘O2” > U, ( )
showing GD moves Wy ; .y toward 0.
For samples from the other classes:
OLoss
xm )y ep, . [ T2 ~ 0
( ) % ) SV aWO(z) , 01 )
OLoss
(X(”),z(”)) eDy: — <703> ~ — ||03H (321)
Wo(,) vm
OLoss
XM 2y epy: — (o ~ 0.
( ) 2 ) 4 8WO(1,) , 04

Thus, for ¢ € W, the update direction aligns with o2, and similarly neurons in Wy, W5, W, align
with 01, 03, 04 respectively. Similarly, we can analyze the gradient dynamics of the gating vector
WA.
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