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Abstract
Recently, multi-reference entropy model has been
proposed, which captures channel-wise, local spa-
tial, and global spatial correlations. Previous
works adopt attention for global correlation cap-
turing, however, the quadratic cpmplexity lim-
its the potential of high-resolution image coding.
In this paper, we propose the linear complexity
global correlations capturing, via the decomposi-
tion of softmax operation. Based on it, we pro-
pose the MLIC++, a learned image compression
with linear complexity for multi-reference entropy
modeling. Our MLIC++ is more efficient and it
reduces BD-rate by 12.44% on the Kodak dataset
compared to VTM-17.0 when measured in PSNR.

1. Introduction
In recent years, we have seen much progress in entropy
model design (Minnen et al., 2018; Minnen & Singh, 2020;
He et al., 2022; Jiang et al., 2022). Most entropy mod-
els capture correlations in one dimension, however, there
are channel-wise, local spatial, and global spatial correla-
tions, leading to sub-optimal performance. To overcome
this limitation, Jiang et al. introduce the multi-reference
entropy model (MEM) (Jiang et al., 2022) and propose
the learned image compression models MLIC and MLIC+.
In MLIC and MLIC+, the latent representation ŷ is di-
vided into slices {ŷ0, ŷ1, · · · } (Minnen & Singh, 2020)
for channel-wise correlation capturing. For the i-th slice,
they propose the checkerboard attention for local spatial
correlations capturing with two-pass decoding, where the
slice is divided into anchor part ŷi

ac and non-anchor part
ŷi
na. In addition, they propose to use the attention map of

the previous slice to predict the global correlations in the
current slice. The process is softmax(ŷi−1

na (ŷi−1
ac )⊤)ŷi

ac.
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The main drawback of MLIC and MLIC+ is the quadratic
complexity of global correlations capturing, caused by the
softmax operation in attention, which specifies the order of
matrix calculation. In this paper, we investigate the global
correlations capturing with linear complexity. We decom-
pose the softmax operation (Shen et al., 2021) into two
softmax operations softmax2(ŷ

i−1
na )softmax1(ŷ

i−1
ac )⊤ŷi

ac.
Since softmax2(ŷ

i−1
na )softmax1(ŷ

i−1
ac )⊤ ≥ 0, it can be

treated as the global similarity. Such decomposition en-
ables global correlations capturing with linear complexity.
Based on such decomposition, we propose linear complex-
ity intra-slice and inter-slice global spatial context modules,
and propose learned image compression model MLIC++,
denoting linear complexity multi-reference entropy model-
ing for learned image compression.

2. Related Works
Learned image compression (Theis et al., 2017; Ballé et al.,
2020) aims to optimize the trade-off between bit-rate and
distortion. Given a specific Lagrange multiplier λ, analysis
transform ga, and synthesis transform gs, the optimization
target is

L = R(ŷ) + λ×D(x, x̂), (1)

where the x is the input image, y is the latent representation,
ŷ = ⌈ga(x)⌋,⌈·⌋ is quantization, x̂ = gs(ŷ).

Ballé et al. (Ballé et al., 2017) propose to use convolutional
layers to build ga and gs for non-linear transform. They
adopt adding uniform noise U(−0.5, 0.5) to approximate
quantization during training. Later, Ballé et al. (Ballé et al.,
2018) introduce hyperprior ẑ to estimate entropy parameters.
To further capture correlations within ŷ, Minnen et al. (Min-
nen et al., 2018) adopt a serial pixel-cnn-like (Van den Oord
et al., 2016) context model. To accelerate decoding, Minnen
et al. (Minnen & Singh, 2020) propose to capture channel-
wise contexts by group the symbol channels into several
chunks, while He et al. adopt the checkerboard pattern (He
et al., 2021) for two-pass decoding.

Recently, multi-reference entropy modeling has been ex-
plored. Some works (Ma et al., 2021; He et al., 2022) aim
to capture local spatial and channel-wise contexts, how-
ever, they ignore the global spatial correlations. Jiang et
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Figure 1. The overall architecture of MLIC and MLIC+. ↓ means down-sampling. ↑ means up-sampling. / means stride equals 1. Red line
is the dataflow during decoding. x is the input image and x̂ is the reconstructed image. y is the latent representation and ŷ is the quantized
latent representation. ŷi is the i-th slice of ŷ. ŷi

ac is the anchor part of ŷi. ŷi
na is the non-anchor part of ŷi. We use “Channel-wise” to

denote channel-wise context module, “Local Spatial” to denote local spatial context module, “Intra Global” to denote intra-slice global
context module, “Inter Global” to denote inter-slice global context module. We set M to 320 and set N to 192 in our MLIC++.

al. propose MLIC and MLIC+ (Jiang et al., 2022) to cap-
ture local spatial, global spatial, and channel-wise contexts,
however, the quadratic computational complexity of global
spatial contexts capturing makes it hard to be employed for
high-resolution image coding.

3. Method
3.1. Overall Architecture

The overall framework of our MLIC++ is similar with
MLIC+ (Jiang et al., 2022). We briefly introduce our
framework first. In our framework, we adopt the transform
modules of MLIC+, a simplified version of the transform
modules of Cheng’20 (Cheng et al., 2020). We adopt the
same transform modules to prove the effectiveness of our
proposed linear complexity multi-reference entropy model
MEM++. In our MEM++, we adopt the checkerboard at-
tention (Jiang et al., 2022) for local spatial context capturing
and use the same settings of MLIC+ (Jiang et al., 2022) for
channel-wise context capturing . we use Φh to denote the
hyperprior. We first divide the latent representation ŷ into
slices {ŷ0, ŷ1, · · · } (Minnen & Singh, 2020). We take the i-
th slice as an example. We divide the ŷi into anchor part ŷi

ac

and non-anchor part ŷi
na. We extract channel-wise contexts

Φi
ch from slices ŷ<i. ŷi

ac is local-spatial-context-free. We
extract local spatial context Φi

lc of ŷi
na from ŷi

ac. Slice dif-
ferent slices share the similar global similarity (Jiang et al.,
2022; Guo et al., 2021), We extract the intra-slice global
context Φi

gc,intra of ŷi
na from ŷi

ac via the global similarity

of ŷi−1. Besides, we extract the inter-slice global context
Φi

gc,inter from slices ŷ<i via the global similarity of slices
ŷ<i. Therefore, the rate of ŷi

ac and the rate of ŷi
na are:

Ri
ac = E

[
− log2 pŷi

ac

(
ŷi
ac|Φh,Φ

i
ch,Φ

i
gc,inter

)]
Ri

na = E
[
− log2 pŷi

na

(
ŷi
na|Φh,Φ

i
ch,Φ

i
gc,intra,Φ

i
gc,inter

)]
(2)

3.2. Explicit Global Context in MLIC+

We take the intra-slice global context module in
MLIC+ (Jiang et al., 2022) as an example. To extract the
intra-slice global context of ŷi

na ∈ RL×C , global similarity
between ŷi−1

na ∈ RL×C and ŷi−1
ac ∈ RL×C is employed to

predict the global correlations between ŷi
na ∈ RL×C and

ŷi
ac ∈ RL×C , where L = H×W . C is the channel number

of ŷi, H is the height of ŷi, and W is the width of ŷi.

Attention = softmax

 ŷi−1
na

(
ŷi−1
ac

)⊤

√
dk


︸ ︷︷ ︸

non-negative

ŷi
ac (3)

In MLIC+(Jiang et al., 2022), the attention map is employed
as a similarity metric, because of the non-negative property
of the attention map. The process is shown in Equation 3.
However, attention map leads to quadratic complexity. The
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Figure 2. PSNR-Bit-rate curve (opt.MSE) and MS-SSIM-Bit-rate
curve (opt.MS-SSIM) on Kodak dataset.

complexity of Equation 3 is O(CL2). The quadratic com-
plexity makes it quite difficult to apply MLIC+ to high-
resolution images.

3.3. Linear Attention for Implicit Global Context

In Equation 3, the quadratic complexity is caused by the
softmax operation, which leads to computing ŷi−1

na ŷi−1
ac

first. To solve the quadratic complexity, we employ efficient
attention (Shen et al., 2021). In efficient attention (Shen
et al., 2021), we employ the softmax operation on ŷi−1

na in
row and the softmax operation on ŷi−1

ac in column.

Attention = softmax2

(
ŷi−1
na

)
softmax1

(
ŷi−1
ac

)⊤

︸ ︷︷ ︸
non-negative

ŷi
ac

(4)
The process is illustrated in Equation 4. Since we use soft-
max operation on ŷi−1

na and ŷi−1
ac separately, we can com-

pute softmax1
(
ŷi−1
ac

)⊤
ŷi
ac first. The complexity of it is

O(C2L), which is linear with the resolution.

We explain why such linear attention works for global
correlation capturing. In Equation 4, we can get
softmax2

(
ŷi−1
na

)
softmax1

(
ŷi−1
ac

)
≥ 0. The non-

negative property makes it can be treated as a similar-
ity metric. The metric is implicit because we compute
softmax1

(
ŷi−1
ac

)
ŷi
ac first in practice.

3.4. Improvements on Global Context Modules

We illustrate the intra-slice global context module and inter-
slice global context module in Figure 1. In MLIC+, there
is no position encoding in intra-slice and inter-slice global
spatial context modules. In our modules, we employ a
1× 1 convolutional layer for embedding and a 3× 3 depth-
wise convolutional layer for learnable position embedding.
Following MLIC+ (Jiang et al., 2022), we also adopt a
5 × 5 convolutional layer to aggregate the global correla-
tions among adjacent symbols. We employ a residual bottle-
neck (Jiang et al., 2023) to fuse the global context further

Methods Kodak
PSNR MS-SSIM

VTM-17.0 (VTM, 2022) 0.00 0.00

SwinT-Charm (ICLR’22) (Zhu et al., 2022) −1.73 −

STF (CVPR’22) (Zou et al., 2022) −2.48 −47.72

ELIC (CVPR’22) (He et al., 2022) −5.95 −44.60

Contextformer (ECCV’22) (Koyuncu et al., 2022) −5.77 −46.12

MLIC (Arxiv’22) (Jiang et al., 2022) −8.05 −49.13

MLIC+ (Arxiv’22) (Jiang et al., 2022) −11.39 −52.75

MLIC++ (Ours) −12.44 −53.22

Table 1. BD-Rate (%) comparison for PSNR (dB) and MS-SSIM
(dB). The anchor is VTM-17.0 Intra.

instead of a MLP in MLIC+ (Jiang et al., 2022). The dif-
ference between our intra-slice global context module and
our inter-slice global context module is the input. The input
of intra-slice global context module is ŷi−1

na , ŷi−1
ac , and ŷi

ac.
Different from MLIC+ (Jiang et al., 2022), we capture inter-
slice global contexts from slices ŷ<i, instead of using ŷi

ac as
approximation and capture inter-slice global contexts from
ŷi−1. This is because the different slices share the similar
global correlations and capturing inter-slice global contexts
from more slices leads to better performance. Note that the
skip connection is deprecated because the global context
capturing is based on calculating the similarity first and then
calculating the weighted sum based on the similarity. Since
the depth of our attention block is 1, deprecating the skip
connection will not leads to gradient vanishing. Deprecating
the skip connection also reduces the complexity. Based on
the linear complexity attention and improvements on the ar-
chitecture, our MLIC++ even performs better than MLIC+

at some bit-rates with lower complexity.

4. Experiments
4.1. Setup

We build our MLIC++ on Pytorch (Paszke et al., 2019) and
CompressAI (Bégaint et al., 2020). We train our MLIC++

on 105 images with a resolution larger than 512× 512 from
ImageNet (Deng et al., 2009), COCO (Lin et al., 2014),
DIV2K (Agustsson & Timofte, 2017), and Flickr2K (Lim
et al., 2017). We set λ to {18, 35, 67, 130, 250, 483}×10−4

for MSE and set λ to {2.4, 4.58, 8.73, 16.64, 31.73, 60.5}
for MS-SSIM (Wang et al., 2003). We adopt the training
strategy of MLIC and MLIC+ (Jiang et al., 2022) to train
our MLIC++.

4.2. Performance

We evalute the performance of our MLIC++ on Kodak (Ko-
dak, 1993). We use VTM-17.0 (VTM, 2022) as anchor.
We compare our MLIC++ with recent models (Jiang et al.,

3
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Input Resolution MLIC (Jiang et al., 2022) MLIC+ (Jiang et al., 2022) MLIC++(Ours)
Enc.Tot (s) Dec.Tot (s) Peak Mem (GB) Enc.Tot (s) Dec.Tot (s) Peak Mem (GB) Enc.Tot (s) Dec.Tot (s) Peak Mem (GB)

512 × 512 0.0984 0.1376 0.8929 0.1676 0.2355 1.9759 0.1687 0.2363 1.9603

768 × 768 0.1564 0.2167 1.1808 0.2795 0.3640 2.5027 0.2286 0.3083 2.2089

1024 × 1024 0.2429 0.3101 1.6873 0.4748 0.5854 3.6110 0.3204 0.4177 2.5483

1536 × 1536 0.4858 0.5929 3.7926 1.0460 1.1515 9.1465 0.6266 0.7604 3.5151

2048 × 2048 0.8896 1.0281 9.9478 2.0211 2.1461 24.3720 1.0998 1.2339 4.8625

2560 × 2560 OM OM >32 (OM) OM OM >32 (OM) 1.6511 1.8568 6.5996

Table 2. Complexity comparison among MLIC (Jiang et al., 2022), MLIC+ (Jiang et al., 2022) and MLIC++. “Enc.Tot” and “Dec.Tot”
mean the total encoding and decoding time, including entropy coding time. “Peak Mem” means the peak memory during the encoding
and decoding. “OM” means out of memory. We evaluate on a single Tesla V100-32G GPU and a Xeon(R) 8260 CPU.
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Figure 3. Ablation Studies on Kodak dataset. “PE” means posi-
tional encoding. “RB” means residual bottleneck.

2022; Koyuncu et al., 2022; He et al., 2022; Zou et al.,
2022; Zhu et al., 2022; Minnen & Singh, 2020; Cheng et al.,
2020). The results are illustrated in Table 1 and Figure 2.
Our MLIC++ outperforms other models and achieves state-
of-the-art performance. However, it has to be admitted
that, the difference in rate-distortion performance between
MLIC++ and MLIC+ is very small.

4.3. Complexity

We evaluate the complexity on encoding time, decoding
time, and peak memory consumption. We compare our
MLIC++ with MLIC and MLIC+ (Jiang et al., 2022).
We report the results in Table 2. On 2048 × 2048 im-
ages, the encoding time and decoding time of our MLIC++

is one half of that of MLIC+ (Jiang et al., 2022), and
MLIC++ consumes one-fifth of the peak memory consumed
by MLIC+ (Jiang et al., 2022). On 2560 × 2560 images,
MLIC and MLIC+ (Jiang et al., 2022) cannot encode and
decode on a Tesla V100-32G, while our MLIC++ can en-
code and decode successfully and only consume 6.6 GB
Memory. Our MLIC++ is more efficient.

4.4. Ablation Studies

We conduct ablation studies on Kodak (Kodak, 1993). We
evaluate the contribution of linear complexity intra-slice

global context model on MLIC (Jiang et al., 2022). We eval-
uate the contribution of linear complexity inter-slice global
context model on MLIC+ (Jiang et al., 2022). The ablation
results are illustrated in Figure 3. Our linear complexity
intra-slice global spatial context module leads to almost no
performance degradation. Compared to the inter-slice global
spatial context module in MLIC+, our MLIC++ performs
better at some bit-rates. The almost no performance drop
can be attributed to learnable positional encoding, and resid-
ual bottlenecks. Our MLIC++ performs better than MLIC+

at some bit-rates because MLIC++ capture inter-slice global
contexts from more slices.

5. Limitations
One drawback of our MLIC++ is its transform modules.
We find the transform modules lead to slight performance
degradation when the bit-rate on Kodak (Kodak, 1993) ≥
1. We think employing better transform modules (Jiang
et al., 2023; He et al., 2022; Zou et al., 2022; Zhu et al.,
2022) will address this problem. The other drawback is
the parameters. In MLIC++, we use separate modules for
each slice, which leads to more parameters, however, it is
harmless because the parameters have no high relevance
with FLOPs, encoding time, and decoding time.

6. Conclusion
In this paper, we propose linear complexity intra-slice and
inter-slice global context modules, which further improve
the performance and reduce the complexity. We build the
multi-reference entropy model MEM++ with the support
of linear complexity intra-slice and inter-slice global con-
text modules. Based on MEM++, we obtain state-of-the-
art model MLIC++. To make our MLIC++ more practi-
cal, in the future, we will investigate the asymmetrical de-
sign (Yang & Mandt, 2023) between analysis and synthesis
transform, and lighter multi-reference entropy model.

4



MLIC++: Linear Complexity Multi-Reference Entropy Modeling for Learned Image Compression

7. Acknowledgement
This work is financially supported by National Nat-
ural Science Foundation of China U21B2012 and
62072013, Shenzhen Science and Technology Program-
Shenzhen Cultivation of Excellent Scientific and
Technological Innovation Talents project(Grant No.
RCJC20200714114435057) , Shenzhen Science and
Technology Program-Shenzhen Hong Kong joint funding
project (Grant No. SGDX20211123144400001), this
work is also financially supported for Outstanding Talents
Training Fund in Shenzhen.

References
Agustsson, E. and Timofte, R. Ntire 2017 challenge on sin-

gle image super-resolution: Dataset and study. 2017 IEEE
Conference on Computer Vision and Pattern Recognition
Workshops (CVPRW), pp. 1122–1131, 2017.
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