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Abstract
Tables play a crucial role in conveying infor-001
mation in various domains. We propose a002
Plan-then-Reason framework to answer differ-003
ent types of user queries over tables with sen-004
tence context. The framework first plans the005
reasoning paths over the context, then assigns006
each step to program-based or textual reasoning007
to reach the final answer. This framework en-008
hances the table reasoning abilities for both in-009
context learning and fine-tuning methods. GPT-010
3.5-Turbo following Plan-then-Reason frame-011
work surpasses other prompting baselines with-012
out self-consistency while using less API calls013
and in-context demonstrations. We also con-014
struct an instruction tuning set TrixInstruct015
to evaluate the effectiveness of fine-tuning with016
this framework. We present PROTRIX model017
family by finetuning models on TrixInstruct.018
Our experiments show that PROTRIX family019
generalizes to diverse unseen tabular tasks with020
only 6k training instances. We further demon-021
strate that PROTRIX can generate accurate and022
faithful explanations to answer complex free-023
form questions. Our work underscores the im-024
portance of the planning and reasoning abili-025
ties towards a model over tabular tasks with026
generalizability and interpretability. We will027
open-source our dataset and models.028

1 Introduction029

Tables, serve as a fundamental tool for organiz-030

ing and presenting information across various do-031

mains. Whether in business reports, or scientific032

publications, tables are commonly employed to033

convey complex data effectively. Despite their034

widespread utility, the process of human beings035

answering questions involving tables appears to036

be time-consuming, given the often substantial037

amount of content involved. Recognizing this chal-038

lenge, there arises a need to leverage the capabili-039

ties of Large Language Models (LLMs) to under-040

stand and respond to user queries automatically.041

042

Figure 1: Demonstrations of user queries to a table in
Wikipedia. The table is extracted from the Wikipedia
page Athletics at the 2001 Goodwill Games. Some of
the sentences with hyperlinks to the table are presented
as sentence context.

Figure 1 demonstrates three kinds of user queries 043

for a table from Wikipedia. In the first example, 044

the user query is how many medals were won by 045

Kenya. This question is annotated as a program- 046

unsolvable question by SQL experts (Shi et al., 047

2020) attributed to the absence of an explicit col- 048

umn for medals in the table. To resolve this, the 049

model must fill the gap between the query and the 050
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Figure 2: Demonstration of disadvantages of program-based and textual reasoning on tabular tasks. Program-based
reasoning fails to answer the query since it tries to compare general concepts with a math operator. The textual
reasoning fails on a program-solvable query that needs to count distinct countries in the table.

table by recalling the commonsense knowledge that051

only the top three players can win medals.052

The second query delves into a multi-hop sce-053

nario asking whether the silver medalist at the 2001054

Goodwill Games has ever won an Olympic gold055

medal. Addressing such queries raises two chal-056

lenges (1) Decompose the query into sub-tasks.057

Such as the model plans to derive the silver medal-058

ists first and then verify their record of Olympic059

medals. (2) Combining structured and unstructured060

context. The model must extract the athletic name061

from the table and derive the information from the062

sentence context that Kosgei has won an Olympic063

gold medal since he is the youngest ever winner of064

an Olympic gold medal.065

The last query also requires the model to recall066

commonsense knowledge to decide which contex-067

tual information can be used as evidence to judge068

if Kenya is successful at the 2001 Goodwill Games.069

Subsequently, the model must generate explana-070

tions to arrive at certain conclusions. The first two071

queries mainly require the model to fill the infor-072

mation gap in the query with a short-form answer073

while the third query seeks for information on a074

more general concept. The queries underscore the075

importance of planning and reasoning abilities to076

connect the general concepts with the actual in-077

formation in the context and generate faithful and078

accurate explanations for conclusions.079

There are generally two ways to enhance reason-080

ing ability. One is textual reasoning which prompts081

the model to answer questions step-by-step (Wei 082

et al., 2022). The other one is program-based rea- 083

soning, prompting the model to write code to an- 084

swer the questions (Chen et al., 2022). Each of the 085

reasoning methods has its disadvantages as shown 086

in Figure 2. The textual reasoning method such as 087

Chain-of-Thought (Wei et al., 2022) can be used 088

to enhance the tabular reasoning ability but often 089

lacks precision in tabular operations such as sort- 090

ing, counting and filtering as shown in the right 091

example in Figure 2, and may not generalize well 092

to large tables (Chen, 2023). The program-based 093

reasoning method can reason with high precision 094

with SQL or Python code (Chen et al., 2022). The 095

left example in Figure 2 queries the color compari- 096

son between steaks with different cooking methods 097

which is program-unsolvable. Therefore, it raises a 098

need to integrate the advantages of program-based 099

and textual reasoning. 100

In this paper, we propose a Plan-then-Reason 101

framework for tabular tasks with sentence context 102

that plans upon various types of user queries and 103

then reasons over context to reach the final an- 104

swers. The model could write code to extract nec- 105

essary information from the table or perform spe- 106

cific operations with high precision, which would 107

help the model generalize to unseen or larger ta- 108

bles. The model could leverage textual reasoning to 109

maintain an understanding of general concepts and 110

combine information from table and sentence con- 111

text to reach final answers. Our experiments show 112
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that Plan-then-Reason surpasses existing prompt-113

ing methods without self-consistency and requires114

less in-context examples and API calls.115

Meanwhile, few finetuning methods are de-116

signed for enhancing both planning and reasoning117

abilities of open-source models while these abili-118

ties are crucial for building a tabular model with119

generalizability and interpretability. Various pre-120

trained models are proposed for tabular tasks (Yin121

et al., 2020; Wang et al., 2021; Iida et al., 2021;122

Deng et al., 2022; Yang et al., 2022; Jiang et al.,123

2022; Liu et al., 2021). But they are often limited124

to specific query types and could not generalize125

well to unseen tasks. Regarding models fine-tuned126

with respect to general tabular querying tasks (Xie127

et al., 2022; Liu et al., 2023a; Zhang et al., 2023a;128

Zhuang et al., 2024), they are expected to generate129

the answers directly, which inevitably lacks inter-130

pretability. TableLLM assigns program-based or131

textual reasoning based on table size to answer the132

queries without planning based on the query and133

context (Zhang et al., 2024).134

Recent base models are pre-trained with a135

large amount of corpora thus obtaining intrinsic136

commonsense knowledge (Touvron et al., 2023;137

Roziere et al., 2023). These models suit as the back-138

bones for our models that can fill the gap between139

queries and tables, understand general concepts,140

and plan the reasoning paths over table and sen-141

tence context. We construct an instruction tuning142

dataset TrixInstruct based on benchmarks with143

queries that are program-unsolvable or need com-144

bining information from table and sentence context.145

We finetune Llama-2-7B (Touvron et al., 2023)146

and CodeLlama-7B (Roziere et al., 2023) with147

TrixInstruct. The resulting models, the PRO-148

TRIX1 family is designed to Plan and Reason On149

TabulaR tasks with integration of code executIon150

and teXtual reasoning. Our experiments show that151

models trained with Plan-then-Reason framework152

can generalize to unseen tabular tasks in different153

domains with only a handful of training examples154

and give accurate and faithful explanations even155

for complex how and why questions.156

In summary, our contributions are listed as:157

• We propose a Plan-then-Reason framework to158

answer user queries on tabular tasks with sentence159

context. The framework first plans the reasoning160

pathways by ingesting the query and the context,161

1Protrix originally means a chemical reactor for small-
scale production with compatibility and process control.

and assigns each step to textual and program-based 162

reasoning to arrive at the final answer. We experi- 163

ment with GPT-3.5-turbo to evaluate the effective- 164

ness of this framework and find it surpasses existing 165

methods without self-consistency. 166

• We construct TrixInstruct, an instruction- 167

tuning set to build models with generalizability 168

and interpretability over tables with sentence con- 169

text. To obtain the required planning and reason- 170

ing abilities, we include queries that are program- 171

unsolvable or need combining tables and sentences 172

in our instruction-tuning dataset. 173

• We will open-source our model PROTRIX, ca- 174

pable of planning and reasoning on tabular tasks 175

with sentence context. PROTRIX can generalize 176

to unseen tabular tasks with sentence context, and 177

generate accurate and faithful explanations. 178

2 Our Method 179

2.1 Problem Formulation 180

This study centers on tabular tasks with sentence 181

context. Each instance is structured as (Q,T, S,A), 182

where Q represents users’ query. T denotes a singu- 183

lar table, while S denotes the sentence context. The 184

sentence context usually is passages linked to the 185

table or retrieved from a knowledge base. Finally 186

A stands for the predicted answer. The answer 187

could be short-form for answering questions like 188

hom many... or is this true or false.... For how and 189

why questions, the answer is generally one or more 190

sentences which is defined as free-form answers. 191

2.2 Plan-then-Reason 192

We propose a Plan-then-Reason framework for an- 193

swering queries over tables and texts. The frame- 194

work first ingests the query and the context by re- 195

calling common knowledge and general concepts. 196

Then it begins to design the model’s reasoning path- 197

way, planning the utilization of program-based and 198

textual reasoning to arrive at conclusions. 199

Planning The model first analyzes the query and 200

fills the potential gap between the query and the 201

context. Consider the first query in Figure 3, there 202

is no explicit column of color in the table. The 203

model recalls commonsense that pink, gray-brown 204

and other colors in the description column can be 205

used to answer the question. Similarly, in the sec- 206

ond query, the model recalls that only top 3 athletes 207

can win medals. 208

Then the model adaptively plans the reasoning 209

path with program-based and textual reasoning to 210
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Figure 3: Illustration of our framework. The figure shows the process of our framework to answer a question. The
framework first performs strategical planning, decomposing questions into reasoning chains to be solved by either
table or sentence context, then perform reasoning based on symbolic programs or natural language to reach answer.

address the limitations of each reasoning method.211

For the first query, the model plans to use SQL212

to extract relevant cells from the table and make213

comparisons of concepts through textual reasoning.214

For the second query, the model decomposes the215

task into a multi-hop reasoning chain. It uses SQL216

to extract the silver medalist from the table and217

uses sentence context to verify his Olympic record.218

Reasoning The reasoning phase initiates with219

program-based reasoning, writing SQL queries to220

extract relevant cells or perform operations such221

as counting and sorting. After running SQL on a222

code interpreter, the results are fed back into the223

model’s ongoing reasoning process. Subsequently,224

during textual reasoning, the model selects relevant225

sentences from noisy context to complement the226

table context. Reuben Kosgei... youngest ever win-227

ner of an Olympic gold medal suggests that he has228

won a gold medal in his career. At last, the model229

summarizes insights from the program-based and230

textual reasoning to reach the answer.231

2.3 In-Context Learning232

One intuitive way to evaluate the effectiveness of233

Plan-then-Reason work is through in-context learn-234

ing. We annotate the planning and reasoning pro-235

cess and prompt LLMs to follow the pattern. We236

experiment with GPT-3.5-turbo on WikiTQ (Pa-237

supat and Liang, 2015), FEVEROUS (Aly et al.,238

2021) and TabFact (Chen et al., 2019) following239

prompt shown in Table 10, 11 and 12 in Appendix.240

2.4 Instruction Tuning 241

Based on the analysis in §1, we highlight the abil- 242

ities Plan-then-Reason framework possesses to- 243

wards tabular tasks with sentence context. (1) Un- 244

derstanding user’s query: use parametric knowl- 245

edge of commonsense insights and general con- 246

cepts to analyze the relationship between the query 247

and the context; (2) Adaptive planning: decom- 248

pose a query into sub-questions and plan to answer 249

these sub-questions with different types of context 250

or design multi-hop reasoning paths for the query, 251

and (3) Blending program-based and textual rea- 252

soning: synthesize the strength of each method to 253

maximize reasoning performance. 254

To train our model with such abilities, we con- 255

struct an instruction tuning set TrixInstruct 256

based on two benchmarks i.e., WikiTQ (Pasupat 257

and Liang, 2015) and FEVEROUS (Aly et al., 258

2021). WikiTQ involves table question-answering 259

based on a single table, requiring multi-step reason- 260

ing and performing diverse data operations such 261

as comparison, aggregation, and arithmetic com- 262

putation. WikiTQ also contains cases that can not 263

be solved by SQL programming solely (Shi et al., 264

2020) which need to be solved with textual reason- 265

ing as the left example in Figure 2. Finetuning with 266

such cases equips our models with ability to plan 267

between textual or program-based reasoning. 268

On the other hand, FEVEROUS presents an 269

open-domain fact verification challenge spanning 270

both sentences and tables. We select samples con- 271

taining precisely one table in their gold evidence 272
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set. Each case is presented with the corresponding273

table along with 5 sentences as contextual infor-274

mation. To introduce variability to the sentence275

context, we ensure the inclusion of gold sentence276

evidence and augment the context with noisy sen-277

tences retrieved from Wikipedia by a dense re-278

triever (Hu et al., 2023). Training examples on279

claim verification from FEVEROUS impart the280

ability to decompose claims and reason on each281

sub-claim with a specific table or sentence context.282

For each task, we sample 4,000 instances from283

the training datasets. We employ GPT-4 (Achiam284

et al., 2023) to generate responses according to285

the Plan-then-Reason framework following the286

prompts in Table 10 and 11 in Appendix. We filter287

out instances that GPT-4 predicts answers inconsis-288

tent with the original annotations. This results in a289

training set comprising 3,157 cases from FEVER-290

OUS and 2,866 cases from WikiTQ. We train our291

models based on Llama-2-7B (Touvron et al., 2023)292

and CodeLlama-7B (Roziere et al., 2023).293

3 Experiments294

3.1 Benchmarks for Evaluation295

We use existing tabular benchmarks with differ-296

ent input and output configurations to evaluate the297

performance of our model on queries with short-298

form or free-form answers. We further divide ex-299

isting benchmarks on short-form answer tasks into300

short-form question answering and fact verification301

following the category in Figure 1.302

Short-form Question Answering WikiSQL and303

WikiTQ are question answering benchmarks on304

tables from Wikipedia without sentence con-305

text (Zhong et al., 2017; Pasupat and Liang, 2015).306

HybridQA (Chen et al., 2020) requires models to307

answer questions based on both tables and sen-308

tences. We use retrieved sentences, admittedly309

noisy, from Chen et al. (2020) as the sentence con-310

text. TATQA (Zhu et al., 2021) is focused on tables311

with sentence context from financial reports.312

Fact Verification We follow our method in §2.4313

to construct the evaluation dataset for FEVER-314

OUS (Aly et al., 2021). TabFact (Chen et al., 2019)315

verifies claims based on tables from the Wikipedia.316

SCITAB (Lu et al., 2023) focuses on tables from317

scientific papers. This benchmark requires compo-318

sitional reasoning and commonsense knowledge.319

Free-form Question Answering FetaQA con-320

tains what questions with multiple answers and321

how and why questions that requires model to gen- 322

erate explanations (Nan et al., 2022). The original 323

FetaQA dataset has highlighted relevant cells, we 324

turn to a more challenging and realistic scenario 325

where the highlighted cells are not provided as 326

input and the model will answer the question di- 327

rectly based on the complete table context. Since 328

our model is only finetuned on short-form answer 329

tasks, FetaQA can be utilized to further evaluate the 330

interpretability and generalizability of our models. 331

3.2 Short-form Answer Tasks 332

Baselines We choose the following baselines: 333

(1) Closed-source model: We use the end-to-end 334

QA performance of GPT-3.5-turbo and GPT-4 335

as baselines and compare our results on GPT- 336

3.5-turbo with Binder (Cheng et al., 2022b), Re- 337

AcTable (Zhang et al., 2023b), StructGPT (Jiang 338

et al., 2023), Dater (Ye et al., 2023), Chain-of- 339

Table (Wang et al., 2024) and TabSQLify (Nahid 340

and Rafiei, 2024). (2) Finetuned SOTA: Please re- 341

fer to Appendix A for details of finetuned SOTA 342

methods (3) 7B parameter models: We first com- 343

pare our model with the zero-shot performance of 344

base models, Llama-2-7B (Touvron et al., 2023) 345

and CodeLlama 7B (Roziere et al., 2023). Then 346

we compare our model with TableLlama (Zhang 347

et al., 2023a) and TableLLM (Zhang et al., 2024), 348

which are the most similar baselines to our model 349

and share the same base models2. TableLlama is 350

a generalist model for end-to-end QA. TableLLM 351

originally chooses textual or program-based rea- 352

soning for different benchmarks. To test the gen- 353

eralizability for different queries, we choose the 354

reasoning method of TableLLM by table size. We 355

use textual reasoning for tables less than 500 tokens 356

and program-based reasoning for larger tables. We 357

provide a detailed comparison with other closed- 358

source models (Codex, PaLM2) and open-source 359

model (Llama-3-8B) in Table 9 in Appendix. 360

Evaluation Metrics For fact verification, we 361

match the predicted veracity label in the concluding 362

sentence. And we use the evaluator from Cheng 363

et al. (2022b) to evaluate the performance of Plan- 364

then-Reason with GPT-3.5-turbo on WikiTQ. For 365

7B parameter models, we find that the heuristic 366

matching evaluation for question-answering tasks 367

2We do not use StructLM (Zhuang et al., 2024) as baseline
since it is finetuned on most of our evaluation benchmarks
while we want to compare with existing models in terms of
generalizability.
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WikiTQ WikiSQL TabFact SCITAB FEVEROUS HybridQA TATQA

GPT-4
End-to-End QA 72.9 75.8 71.5 57.1 71.0 64.1 80.8

GPT-3.5-turbo
End-to-End QA 51.8 55.0 68.8 45.3 61.0 55.1 59.1
ReAcTable 52.4 - 73.1 - - - -
Dater∗ 52.8 - 78.0 - - - -
Binder∗ 56.7 - 79.2 - - - -
StructGPT 57.0 64.6 87.3 - - - -
Chain-of-Table 59.9 - 80.2 - - - -
TabSQLify 64.7 76.7 79.5 - - - -
Mix SC∗ 73.1 - - - - - -
Plan-then-Reason (Ours) 65.2 - 83.5 - 65.8 - -

Finetuned SOTA 63.3† 89.2† 90.8† 73.1† 75.9† 61.0† 74.5†

Llama-2-7B
End-to-End QA 21.4 17.4 48.6 27.2 47.1 27.6 28.7
TableLlama 31.6 41.7 82.6† 29.2 56.8 33.3 38.3
PROTRIX(Ours) 56.2† 67.4 71.6 45.0 75.6† 42.9 50.1

CodeLlama-7B
End-to-End QA 13.1 17.3 49.5 37.1 43.0 28.5 28.4
TableLLM 52.9† 65.3† 57.1 24.7 60.0 53.7 70.3†

PROTRIX-CODER (Ours) 57.8† 72.3 70.6 41.2 71.4† 45.1 52.2

Table 1: Experimental results on short-form question answering and fact verification tasks. † The model is trained
on this evaluation benchmark. ∗: with self-consistency.

would lead to overestimation or underestimation368

since our model is not finetuned to follow the gram-369

mar of gold answers in each dataset. Therefore, we370

deploy Llama-2-70B-chat (Touvron et al., 2023)371

to predict if the concluding sentence answers the372

question correctly similarly as Zhang et al. (2024)373

following prompt in Table 13 in Appendix. Our374

evaluation results using LLM are checked manu-375

ally and they align better with human evaluation of376

the concluding sentence. We report three-class F1377

score for SCITAB and accuracy for other datasets.378

In-Context Learning Results The result with379

GPT-3.5-turbo3 in Table 1 suggests that Plan-then-380

Reason framework is effective for answering dif-381

ferent types of queries over tables. Our method382

surpasses all the existing baselines without self-383

consistency on WikiTQ. It also obtains accuracy384

higher than Dater uses 20 responses and Binder385

uses 50 responses for self-consistency. Our method386

still falls behind Mix SC which predicts answers387

based on 5 responses with textual reasoning and388

5 with program-based reasoning. But the self-389

consistency mechanism leads to a much larger390

computing cost. Our framework also surpasses ex-391

isting baselines on TabFact except for StructGPT,392

3We use GPT-3.5-turo-16k-0613 for experiment. We
only experiment with WikiTQ, TabFact and FEVEROUS due
to limited budgets.

demonstrating its effectiveness for fact verification 393

tasks. Plan-then-Reason can also generalize to 394

tables with sentence context. It increases the accu- 395

racy on FEVEROUS by 4.8%. 396

Finetuning Results The experimental result with 397

Llama-2-7B and CodeLlama-7B in Table 1 shows 398

that our finetuned models generalize to diverse tab- 399

ular tasks with only 6k training instances. Com- 400

pared with the backbone model Llama-2-7B, the 401

performance gain of PROTRIX on in-domain bench- 402

marks is 34.8% on WikiTQ and 28.7% on FEVER- 403

OUS. And the performance gain on out-of-domain 404

benchmarks is 21.5% on average. Comparing the 405

out-of-domain performance with TableLlama, PRO- 406

TRIX surpasses TableLlama by 25.7% on Wik- 407

iSQL, 15.8% on SCITAB, 9.6% on HybridQA 408

and 11.8% on TATQA. The overall performance 409

gain on out-of-domain benchmarks demonstrates 410

the planning and reasoning abilities obtained from 411

TrixInstruct is not restricted to in-domain tasks. 412

Our finetuned model PROTRIX adaptatively gen- 413

eralizes to queries with different input and output 414

configurations and can even be applied to specific 415

domains such as science and finance. 416

PROTRIX-CODER still falls behind TableLLM 417

on question answering task with sentence context 418

since TableLLM is finetuned with 8k cases from 419

TATQA. We are surprised to find that PROTRIX- 420
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Models Fluency Correct Adequate Faithful

T5-large∗ 94.6 54.8 50.4 50.4
TableLlama 63.0 67.0 55.0 82.0
PROTRIX 96.0 77.0 71.0 91.0

GPT-3.5-turbo 99.0 83.0 85.0 96.0
Human performance∗ 95.0 92.4 95.6 95.6

Table 2: Human evaluation results on FetaQA. ∗: results
reported by Nan et al. (2022).

CODER surpasses TableLLM on WikiTQ and Wik-421

iSQL by 4.9% and 7.0% even though the train-422

ing set of TableLLM contains 18k cases from423

WikiTQ and 28k cases from WikiSQL. And our424

TrixInstruct only contains 6k training instances425

in total. It demonstrates the effectiveness of finetun-426

ing with Plan-then-Reason framework. PROTRIX-427

CODER also surpasses TableLLM on fact verifica-428

tion tasks by 13.8% on average.429

3.3 Free-form Answer Tasks430

Baselines We run GPT-3.5-turbo and TableL-431

lama (Zhang et al., 2023a) as our baselines. The432

prompt for each model is shown in Table 15 in433

Appendix. We also use the result of fine-tuning434

method using T5-large, and human performance435

from Nan et al. (2022) as baselines. Notably, the436

results from Nan et al. (2022) are evaluated with437

the original setting where the highlighted cells are438

provided as input instead of the whole table.439

Evaluation Metrics Since the response of our440

model contains step-by-step reasoning over sym-441

bolic code and natural language, BLEU (Papineni442

et al., 2002) would underestimate the performance443

of our model. BLEU also can not be used to evalu-444

ate the correctness and faithfulness of the responses.445

We sample 100 cases from the dataset to perform446

human evaluation following Nan et al. (2022). The447

evaluation is based on four criteria: (1) fluency if an448

answer is natural and grammatical; (2) correctness449

if an answer is correct; (3) adequacy if an answer450

contains all the information that is asked by the451

question; (4) faithfulness if an answer is faithful452

and grounded to the contents of the table.453

Results From Table 2, we can observe that our454

model exclusively trained on short-form answer455

tasks can adaptively generalize to give accurate456

and faithful explanations for complex free-form457

questions. Our model achieves a fluency score of458

96.0, closely following the human performance at459

95.0, indicating its natural and coherent responses. 460

PROTRIX surpasses TableLlama by 33.0% on 461

fluency. TableLlama is observed to lose fluency in 462

some cases where it generates a float number like 463

2008.0 to answer what year or a list of structured 464

<entity_name> which is used to answer entity link- 465

ing questions from its training set. 466

Our model achieves correct score of 77.0 and 467

faithful score of 91.0 which are comparable to GPT- 468

3.5-turbo. Although our model is only trained on 469

short-form answer tasks, the learned planning and 470

reasoning abilities can be utilized to answer com- 471

plex how and why questions with accurate and faith- 472

ful explanations. We present an example of the 473

responses in Table 16 in Appendix. 474

4 Ablation study 475

To better evaluate the effectiveness of fine-tuning 476

with our Plan-then-Reason framework, we experi- 477

ment with 3 other fine-tuning frameworks based on 478

TrixInstruct. (1) w/o Planning: We split each 479

instance in TrixInstruct into planning and rea- 480

soning parts. We train our model with only the 481

reasoning part of the training instances. This can 482

be considered as distilling the reasoning pattern 483

of TabSQLify (Nahid and Rafiei, 2024). (2) w/o 484

Reasoning: Similar to (1), we finetune the model 485

with only the planning part of the training instances. 486

(3) w/o Planning and Reasoning: We finetune the 487

model to generate answers directly. This is similar 488

to the end-to-end QA paradigm. 489

The result of the ablation study is presented in 490

Table 3. Both planning and reasoning contribute 491

significantly to the overall performance and gen- 492

eralizability of our model. Excluding planning or 493

reasoning would cause the average performance 494

to decrease by 5.0% or 9.4%, respectively. In 495

w/o planning setting, the performance on SCITAB 496

and FEVEROUS drops significantly by 13.2% and 497

8.8%, respectively. It suggests the importance of 498

planning ability in utilizing commonsense knowl- 499

edge and decomposing the query into reasoning 500

chains over tables and sentences. The w/o plan- 501

ning and reasoning setting is similar to previous 502

methods that train the model to answer queries di- 503

rectly (Xie et al., 2022; Zhang et al., 2023a; Zhuang 504

et al., 2024). The performance of in-domain and 505

out-of-domain benchmarks drops by 14.1% and 506

15.2% on average, emphasizing the effectiveness 507

of the Plan-then-Reason framework in promoting 508

generalizability across tabular tasks. 509
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Models WikiTQ WikiSQL Tabfact SCITAB FEVEROUS HybridQA TATQA

PROTRIX 53.8 65.7 73.4 45.0 75.6 42.9 50.1
w/o Planning 51.0 63.9 66.4 31.8 66.8 41.3 50.4
w/o Reasoning 41.4 54.3 65.4 33.4 70.4 36.3 39.8
w/o Planning and Reasoning 39.5 47.8 59.0 29.4 64.8 29.4 35.3

Table 3: Ablation study

5 Related Work510

Prompting Methods for LLMs Large language511

models can be guided to solve tasks in a step-by-512

step manner (Wei et al., 2022; Hao et al., 2023).513

Chen (2023) first utilizes Chain-of-Thought (Wei514

et al., 2022) to enhance the reasoning of LLMs515

on tabular tasks and points out that textual reason-516

ing can not generalize to large tables directly. Re-517

searchers prompt the model to select relevant rows518

and columns as one step in the chain of reasoning519

to enable LLM to focus on the following reason-520

ing step (Jiang et al., 2023; Ye et al., 2023; Wang521

et al., 2024). Chen et al. (2022) proposes Program-522

of-Thoughts (PoT) that answers a question in pro-523

gramming language. Compared with textual rea-524

soning, program-based reasoning is executed by a525

code interpreter, achieving high-precision reason-526

ing in complex tabular or mathematical questions.527

Binder (Cheng et al., 2022b) binds LLMs as API528

calls within a Python or SQL program to address529

the program-unsolvable aspect of the queries. Liu530

et al. (2023b) proposes mix self-consistency that531

combines the potential of both textual and program-532

based reasoning. Researchers have also attempted533

ReAct (Yao et al., 2023) style prompting for tab-534

ular tasks. ReAcTable (Zhang et al., 2023b) rea-535

sons with SQL or Python tools in multiple turns.536

Chain-of-Table (Wang et al., 2024) formats table537

reasoning as specific table operations. ReAct-style538

prompting mainly focuses on the next acting step539

based on feedback from the last action without540

considering the whole reasoning chain. Our Plan-541

then-Reason framework can plan the whole reason-542

ing chain before acting and answer questions more543

efficiently and accurately (see efficiency analysis544

in Appendix B) while blending the advantages of545

textual and program-based reasoning methods.546

Finetuned Models Various pre-trained models547

are proposed for tabular tasks (Yin et al., 2020;548

Wang et al., 2021; Iida et al., 2021; Deng et al.,549

2022; Yang et al., 2022; Jiang et al., 2022; Liu550

et al., 2021). But they often are limited to one551

specific downstream fine-tuning task. As for mod- 552

els with generalizability, Liu et al. (2023a) mix 553

symbolic SQL execution task with FLAN task to 554

further fine-tune FLAN-T5 to improve zero-shot 555

tabular question answering performance. Li et al. 556

(2023) fine-tunes models with a large synthesized 557

dataset of table manipulation and data augmenta- 558

tion to serve as a table-foundation model that under- 559

stands table structures. TableLlama (Zhang et al., 560

2023a) and StructLM (Zhuang et al., 2024) collect 561

an instructing tuning set that covers diverse tables 562

and tasks and finetune Llama to obtain a generalist 563

model without table pretraining. Compared with 564

existing generalist models that are expected to gen- 565

erate answers directly, PROTRIX is interpretable by 566

generating accurate and faithful explanations. 567

TaCo (Zheng et al., 2023) is finetuned with step- 568

by-step solutions of math problems over tabular 569

data. However, it is only limited to mathemati- 570

cal table reasoning and can not generalize to other 571

types of tabular tasks. Zhang et al. (2024) uses 572

textual or program-based reasoning for different 573

in-domain benchmarks without planning the rea- 574

soning method based on the query and the context. 575

PROTRIX can plan over tables with sentence con- 576

text and assign each step to textual or program- 577

based reasoning to reach the final answer. 578

6 Conclusions 579

In this paper, we propose Plan-then-Reason frame- 580

work to answer different types of user queries 581

over tables with sentence context. It understands 582

the commonsense and concepts in the query and 583

plans the reasoning steps over programs and lan- 584

guages. We construct an instruction tuning set 585

TrixInstruct to finetune models to obtain such 586

planning and reasoning abilities with only 6k exam- 587

ples. The experiments show that our resulting mod- 588

els PROTRIX and PROTRIX-CODER generalize to 589

unseen tabular tasks with sentence context and pro- 590

duce accurate and faithful explanations. Our work 591

highlights the required abilities for generalist mod- 592

els over tabular tasks with sentence context, and 593

paves the way for future research directions. 594
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Limitations595

The instances in TrixInstruct only contain rela-596

tional tables. It currently does not contain com-597

plex tables with hierarchical headers (Cheng et al.,598

2022a). And TrixInstruct is restricted to queries599

over one table. It can not be directly applied to600

tabular tasks over multiple tables or retrieved top k601

tables. We plan to extend TrixInstruct to cover602

more realistic scenarios in future work.603

We find it hard to control the rule or grammar of604

the generated answer by open-source models and605

exact match often fails to evaluate the performance606

properly due to format issues, especially for out-607

of-domain benchmarks. We tried several ways as608

evaluation method and choose LLMs as evaluator.609

Since we use an exact match for GPT-3.5-turbo610

results, the performance between open-source and611

closed-source models can not be directly compared.612
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A Implementation Details 894

We fully fine-tune Llama-2 7B (Touvron et al., 895

2023) and CodeLlama-7B (Roziere et al., 2023) 896

with our instruction tuning set with the context 897

of length 4096. We set the learning rate as 5e- 898

6 and the batch size as 32. The training process 899

uses a cosine scheduler with a 3% period for 3 900

epochs. We utilize DeepSpeed training with ZeRO- 901

3 stage (Rasley et al., 2020). Our model is trained 902

with 4 NVIDIA A40 GPUs (48GB) and the whole 903

training process takes about 5 hours. 904

During inference for PROTRIX and GPT-3.5- 905

turbo, we set the output length as 1024, temper- 906

ature as 0 and truncate large tables to fit in context 907

length. Then we prompt the model to generate a 908

response for the query, if there is a SQL in the 909

response, we replace the execution result with an 910

output of the actual SQL execution tool and ask 911

the model to generate the rest of the response. If 912

the SQL can not be executed, we fall back to the 913

execution result the model generates. 914

For finetuned SOTA methods in Table 1, we 915

report the performance of OmniTab (Jiang et al., 916

2022) for WikiTQ, TAPEX (Liu et al., 2021) 917

for WikiSQL, PASTA (Gu et al., 2022) for Tab- 918

Fact, finetuned BERT for SCITAB (Lu et al., 919

2023), S3HQA (Lei et al., 2023) for HybridQA 920

and APOLLO (Sun et al., 2022) for TATQA. For 921

FEVEROUS, we run DCUF (Hu et al., 2022) on 922

our training and development set of FEVEROUS 923
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and obtain an accuracy of 75.9%. Notice that924

S3HQA uses a more precise sentence retriever com-925

pared to ours and DCUF leverages an additional926

retriever to select 25 table cells as input.927

B Efficiency Analysis928

Method Annotated Examples Average API calls

Binder 14 50
Dater 17 100
Chain-of-Table 29 10.1
TabSQLify 12 2
MIX SC 0 10
Plan-then-Reason 1 2

Table 4: Comparison of the number of annotated exam-
ples and average API calls for WikiTQ.

In Table 4, we compare the number of anno-929

tated in-context demonstrations and average API930

calls of different prompting methods on WikiTQ.931

It shows that our Plan-then-Reason framework can932

effectively reach the final answer with less in-con-933

text demonstrations and API calls. Binder (Cheng934

et al., 2022b), Dater (Ye et al., 2023), Chain-of-935

Table (Wang et al., 2024) and TabSQLify (Nahid936

and Rafiei, 2024) requires more than 10 annotated937

examples for inference while our Plan-then-Reason938

framework only needs one in-context demonstra-939

tion. Binder, Dater and MIX SC predicts the an-940

swer with self-consistency mechanism which needs941

at least 10 API calls. Chain-of-Table follows the942

style of ReAct (Yao et al., 2023). The average API943

calls to reach the final answer is 10.1 while Plan-944

then-Reason only requires 2 API calls on average.945

C Training Dataset Analysis946

Our instruction tuning dataset is extracted from947

GPT-4 responses. We filter out the responses that948

have inconsistent final answers with the original949

dataset annotations, but the reasoning process of950

the responses in the training set has not been fully951

validated. We perform a quality analysis of our952

training dataset. We categorize the cases into the953

following types: (1) Planning error: the response954

fails to generate a correct plan to answer the ques-955

tion, (2) SQL error: The response generates SQL956

containing columns that do not exist at all or the957

SQL simply can not be executed. (3) Execution958

error: the execution result given by GPT-4 is wrong959

and (4) Reasoning error: the model achieves a cor-960

rect answer with wrong reasoning.We demonstrate961

examples for each error type in Table 8. We sam- 962

ple 50 cases with sentence context and 50 cases 963

without sentence context from TrixInstruct to 964

perform manual evaluation. 965

w/o Sentence w/ Sentence Overall

Planning Error 4% 10% 7%
SQL Error 10% 8% 9%
Execution Error 2% 2% 2%
Reasoning Error 2% 6% 4%
Accurate 82% 74% 78%

Table 5: Quality analysis of TrixInstruct. w/(w/o)
Sentence: subset of queries over tables with(without)
sentence context.

The analysis of the instruction tuning set reveals 966

distinct error patterns in responses generated for 967

queries over tables with or without sentence con- 968

text. In the subset without sentence context, the 969

most prevalent error type is SQL errors, indicating 970

issues with SQL query generation for some com- 971

plex questions, including referencing non-existent 972

columns or generating unexecutable queries. As for 973

the subset with sentence context, the most prevalent 974

error type is planning errors. The response fails to 975

decompose the claim into sub-claims or generates 976

wrong plans to query the tables. Notably, both sub- 977

sets showcase minimal execution errors, suggest- 978

ing the proficiency of GPT-4 in providing accurate 979

execution results. Reasoning errors are more com- 980

mon in the subset with sentence error with an error 981

rate of 6%. We observe that the reasoning process 982

generated by GPT-4 can not always follow the rea- 983

soning chains designed during planning. Overall, 984

the manual analysis of TrixInstruct indicates a 985

combined 7% planning error rate, a 9% SQL error 986

rate, a 2% execution error rate and a 4% reasoning 987

error rate. 78% of instances reach correct answers 988

with accurate planning and reasoning process. 989

We have checked all the instances in 990

TrixInstruct and make sure they do not 991

contain any private information or offensive 992

content. 993

D Analysis of Breakdown Performance 994

D.1 Program-Unsolvable Queries 995

To analyze the performance on queries that need 996

commonsense knowledge or textual reasoning. We 997

decompose the original development set of WikiTQ 998

into program-solvable and program-unsolvable sub- 999

sets following Shi et al. (2020). We compare the 1000

performance of PROTRIX and PROTRIX-CODER 1001
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with Binder (Cheng et al., 2022b),UnifiedSKG (Xie1002

et al., 2022), TAPEX (Liu et al., 2021) and1003

TaCube (Zhou et al., 2022). Notably, our models1004

are only trained with less than 3k examples from1005

WikiTQ while TAPEX and TaCube are trained on1006

the original training set which contains over 11k1007

examples. UnifiedSKG is trained on 21 tasks in-1008

volving WikiTQ. Binder prompts Codex to write1009

code with LLMs as APIs. We do not compare with1010

TableLlama since it is not trained on WikiTQ.1011

From Table 6, we can observe that PROTRIX-1012

CODER achieves the highest accuracy on program-1013

unsolvable queries compared with fine-tuned meth-1014

ods. It suggests TrixInstruct can teach a model1015

to understand commonsense and general concepts1016

in the query and adaptatively plan to reason with1017

programs or languages. PROTRIX-CODER still1018

falls behind TAPEX and TaCube on the program-1019

solvable subset. But these models require table1020

pretraining which is computationally expensive.1021

PROTRIX-CODER surpasses the previous general-1022

ist model by 1.5% and 4.7% on program unsolvable1023

and solvable subsets, indicating the effectiveness1024

of the proposed Plan-then-Reason framework.1025

Models P-Unsolvable P-Solvable Overall

Closed-source Models
Codex 40.3 53.4 50.5
Binder 41.3 71.8 65.0

Finetuning Methods
UnifiedSKG 37.6 56.0 51.9
TAPEX∗ 33.6 68.0 60.4
TaCube∗ 34.9 68.5 61.1

PROTRIX 35.0 59.1 53.8
PROTRIX-CODER 38.9 60.7 55.7

Table 6: Breakdown performance on the development
set of WikiTQ. P-(un)solvable: program-(un)solvable
subset. ∗: with table pretraining.

D.2 Combining Tables and Sentences1026

We break down the performance on FEVEROUS1027

into subsets following Aly et al. (2021). We choose1028

subsets that are related to the planning and rea-1029

soning abilities to analyze our model as shown in1030

Table 7.1031

We use GPT-3.5-turbo and DCUF (Hu et al.,1032

2022) as baselines. Notably, our reproduction of1033

DCUF leverages an additional module (Wu et al.,1034

2023) to select top 25 cells from the table to con-1035

trol input context length. GPT-3.5-turbo and our1036

models use the whole table as input.1037

From Table 7, we can observe that PROTRIX has 1038

comparable performance with GPT-3.5-turbo and 1039

DCUF on combining tables and texts and multi- 1040

hop reasoning. It suggests that our model can learn 1041

to plan the reasoning steps and assign them to pro- 1042

grams or languages by training on TrixInstruct. 1043

PROTRIX surpasses GPT-3.5-turbo and DCUF by 1044

25.5% and 5.4%, respectively, on the numerical 1045

reasoning subset. It underscores that symbolic pro- 1046

gramming can achieve high-precision performance. 1047

Models Table+Text Multi-hop Numerical

Closed-source Models
GPT-3.5-turbo 81.3 79.2 48.6

Finetuning Methods
DCUF† 83.4 77.8 68.7

PROTRIX 81.8 73.9 74.1
PROTRIX-CODER 78.1 68.8 73.1

Table 7: Breakdown performance on our development
set of FEVEROUS. Table+Text: combining tables and
texts. Multi-hop: multi-hop reasoning. Numerical: Nu-
merical reasoning. †: select top 25 cells from the table
as input following Wu et al. (2023).

E More Results 1048

In Table 9, we compare the results with more 1049

closed-source models. Even GPT-3.5-turbo falls 1050

behind Codex with same prompting methods, 1051

our Plan-then-reason is comparable to results 1052

of Binder, ReAcTable and Dater using Codex. 1053

We also experiment with prompting methods on 1054

7B models to understand the effectiveness of 1055

our model, especially for out-of-domain bench- 1056

marks. We run StructGPT (Jiang et al., 2023), 1057

Plan-and-Solve (Wang et al., 2023), and Chain- 1058

of-Thought (Wei et al., 2022) on Llama-2-7B-chat. 1059

We also run PAL (Gao et al., 2023), ReAct (Yao 1060

et al., 2023) and ARC (Zhang et al., 2023c) on 1061

CodeLlama-7B-Instruct. Our PROTRIX model fam- 1062

ily surpasses all the prompting methods with 7B 1063

models. 1064

We also experiment with the latest Llama-3-8B 1065

model. The performance increases by 9.5% on 1066

average. It shows that our dataset can be used to 1067

finetune larger and more powerful base models to 1068

obtain more accurate answers. 1069

F Case Study 1070

We conduct case studies to further demonstrate 1071

the planning and reasoning ability of PROTRIX. 1072
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Table 17 demonstrates the planning ability that di-1073

gests the general concept in user query and fills the1074

gap between the question who was the top chef and1075

the table of competition result. As for the exam-1076

ple in Table 18, PROTRIX deploys SQL to extract1077

relevant information from the table and reach the1078

final answer based on textual reasoning. PROTRIX1079

also generalizes to queries with insufficient context.1080

We can observe from Table 19, that the model re-1081

fuses to write SQL when the table does not contain1082

the necessary information to verify the claim. The1083

example in Table 20 shows the ability to decom-1084

pose query and assign each step to program-based1085

or textual reasoning and the example in Table 211086

suggests the ability to plan reasoning steps based1087

on sentence context.1088

We also demonstrate some examples that PRO-1089

TRIX fails to answer correctly. Consider the ex-1090

ample in Table 22, PROTRIX successfully extracts1091

relevant cells from the table but fails to compute1092

the final answer using textual reasoning. It indi-1093

cates that there is still room for improvement on1094

numerical reasoning. The example in Table 23 is a1095

fact verification query. The table does not have hi-1096

erarchical headers but has an intrinsic hierarchical1097

structure. The last Total row should not be consid-1098

ered as a HDI and our model fails to identify the1099

intrinsic hierarchical structure. We plan to include1100

tables with hierarchical headers and structure in1101

our instruction tuning dataset in future work.1102
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Error Type Claim Response

Planning Error McCord Museum is a history museum containing
1,440,000 objects, images and manuscripts.

- To verify the claim, we need to check the col-
lection size of the McCord Museum. This infor-
mation can be found in the table context under
the "Collection size" column. - We do not need
to use the sentence context for this claim as the
table provides the exact information needed.

SQL Error Georgia Southern did not make Athlon’s list of pre-
season top 25 of 2011 NCAA Division I FCS football
rankings. (column 0 is a column for rankings)

SELECT column0 FROM w WHERE column0 =
’Georgia Southern’

Execution Error In 1949, the Chicago Cardinals season played twelve
matches, resulting to ten losses and two tied matches.

SELECT COUNT(*) as Losses FROM w
WHERE Result LIKE ’L%’ Result: 4

Reasoning Error In Southern Peninsular Malaysian Hokkien phonology,
there are three front vowels, two central vowels and two
back vowels.

- The claim states that in Southern Peninsular
Malaysian Hokkien phonology, there are three
front vowels two central vowels, and four back
vowels. ... Therefore, the answer is REFUTES.

Table 8: Types of errors in Plan-then-Reason framework. For each response, we only demonstrate the part of the
response where the error first occurs. The error is highlighted in red. In planning error, the model response fails to
list all the information that needs to be checked apart from collection size. In SQL error, the SQL can not be used to
extract the ranking of Georgia Southern. As for reasoning error, the model fails to summarize the whole planning
and reasoning because of the hallucination of the original claim.
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WikiTQ WikiSQL TabFact SCITAB FEVEROUS HybridQA TATQA

GPT-4
End-to-End QA 72.9 75.8 71.5 57.1 71.0 64.1 80.8

PaLM2
End-to-end QA 60.5 77.9 - - - -
Chain-of-Table 67.3 - 86.6 - - - -

Codex
Binder 64.6 85.1
ReAcTable 65.8 - 83.1 - - - -
Dater 65.9 - 85.6 - - - -
SEER - - - - - - 73.6

GPT-3.5-turbo
End-to-End QA 51.8 55.0 68.8 45.3 61.0 55.1 59.1
ReAcTable 52.4 - 73.1 - - - -
Dater∗ 52.8 - 78.0 - - - -
Binder∗ 56.7 - 79.2 - - - -
StructGPT 57.0 64.6 87.3 - - - -
Chain-of-Table 59.9 - 80.2 - - - -
TabSQLify 64.7 76.7 79.5 - - - -
Mix SC∗ 73.1 - - - - - -
Plan-then-Reason‡(Ours) 60.5 - 79.6 - 53.8 - -
Plan-then-Reason (Ours) 65.2 - 83.5 - 65.8 - -

Finetuned SOTA 63.3† 89.2† 90.8 † 73.1† 75.9† 61.0† 74.5†

Llama-2-7B
End-to-End QA 21.4 17.4 48.6 27.2 47.1 27.6 28.7
Llama-2-7B-chat StructGPT 21.2 23.1 38.9 30.5 16.1 27.8 21.3
Llama-2-7B-chat PS 26.1 25.1 31.7 31.4 39.4 24.6 36.4
Llama-2-7B-chat CoT 33.8 28.4 49.8 36.6 44.8 24.9 35.8
TableLlama 31.6 41.7 82.6† 29.2 56.8 33.3 38.3
PROTRIX(Ours) 56.2† 67.4 71.6 45.0 75.6† 42.9 50.1

CodeLlama-7B
End-to-End QA 13.1 17.3 49.5 37.1 43.0 28.5 28.4
CodeLlama-7B-Instruct PAL 24.5 11.5 33.1 30.2 27.2 6.1 11.1
CodeLlama-7B-Instruct ReAct 34.2 38.4 52.6 15.3 43.2 19.1 34.9
CodeLlama-7B-Instruct ARC 35.8 39.9 54.6 29.5 49.2 23.7 28.2
TableLLM 52.9† 65.3† 57.1 24.7 60.0 53.7 70.3†

PROTRIX-CODER (Ours) 57.8† 72.3 70.6 41.2 71.4† 45.1 52.2

Llama-3-8B
Llama-3 29.3 31.8 54.8 28.6 48.3 32.8 45.4
LLAMA-3-PROTRIX (Ours) 67.0† 75.7 79.4 41.3 84.5† 57.3 70.3

Table 9: Experimental results on short-form question answering and fact verification tasks. † The model is trained on
this evaluation benchmark. ∗: with self consistency. We use GPT-4-1106-preview and GPT-3.5-turbo-16k-0613
in our experiment. Plan-then-Reason‡: w/o fallback mechanism that use LLM to predict the result of code that fails
to execute.

16



This is a table question answering task. You will answer the question based on the given context.

## Question
How many medals were won by Kenya?

## Table Context
| Rank | Name | Nationality | Time |
| 1 | Brahim Boulami | Morocco | 8:17.73 |
| 2 | Reuben Kosgei | Kenya | 8:18.63 |
| 3 | Stephen Cherono | Kenya | 8:19.98 |
| 4 | Bouabdellah Tahri | France | 8:20.25 |
| 5 | Tim Broe | United States | 8:20.75 |
| 6 | Luis Miguel Martín| Spain | 8:24.03 |
| 7 | Raymond Yator | Kenya | 8:27.19 |
| 8 | Thomas Chorny | United States | 9:24.26 |

## Task
You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

## Answer

Let’s answer in three steps.
1. Plan for answering the question
- The question focus on the medals won by Kenya. According to common sense, only top 3 players can win medals.
- So we write a SQL to select the top three players. Then we count the numbers of medals won by Kenya based on the
output of SQL.
2. Write SQL and execute SQL
SQL:
SELECT Name, Nationality FROM Table WHERE Rank <= 3

Executed result:
| Name | Nationality |
| Reuben Kosgei | Kenya |
| Stephen Cherono | Kenya |

3. Step-by-Step Reasoning:
- The question is asking about the number of medals won by Kenya.
- Based on the execution result of SQL query, only two of the players that win medals are from Kenya.
- Therefore, the total number of medals won by Kenya is 2.

The final answer is 2.

## Question
Question

## Table Context
Table

## Task
You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

## Answer

Table 10: Prompt for generating responses for queries from WikiTQ. GPT-3.5-turbo and GPT-4 generates responses
following this example.
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This is a fact verification task. You are asked to check the veracity of the claim. Both table and sentence context are provided
but you are not required to use both of them. You can use either of them or both of them.

## Claim
Sony Dwi Kuncoro, born on July 7, 1984, was the champion of the Men’s singles event of the 2009 Indonesia National
Badminton Championship with a score of 21-17, 22-20.

## Table Context
Page Title: 2009 Indonesia National Badminton Championship
Caption:
Category | Winners | Runners-up | Score
Men’s singles | Sony Dwi Kuncoro | Andre Kurniawan Tedjono | 21-17, 22-20
Women’s singles | Maria Kristin Yulianti | Maria Febe Kusumastuti | 21-17, 17-21, 23-21
Men’s doubles | Hendra Setiawan | Rian Sukmawan , Yonathan Suryatama Dasuki | 21-9, 21-13
Women’s doubles | Meiliana Jauhari , Greysia Polii | Liliyana Natsir , Shendy Puspa Irawati | 21-19, 18-21, 21-17
Mixed doubles | Tontowi Ahmad , Greysia Polii | Muhammad Rijal , Debby Susanto | 21-11, 21-19".

## Sentence Context
Sony Dwi Kuncoro (1): Sony Dwi Kuncoro (born 7 July 1984) is a badminton singles player from Indonesia.
Sony Dwi Kuncore (2): He reached a career high as world number 3 on 7 October 2004.
Sony Dwi Kuncore (3): In 2009, his best performance in Superseries was semifinalist in Indonesia Open, beaten by Taufik
Hidayat, 17–21, 14–21 and in Denmark Open beaten by Marc Zwiebler of Germany in three tough games.

## Task
You will predict the claim’s label based on the given claim and context. There are 3 possible labels: SUPPORTS, REFUTES,
and NOT ENOUGH INFO. SUPPORTS means the claim is supported by the context. REFUTES means the claim is refuted
by the context. NOT ENOUGH INFO means the context does not provide enough information to the support or refute the
claim. You are asked to check the claim in three steps.
1. Analyze the question and the given context. Make up a plan to verify the claim.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

## Answer:
Let’s check the claim in 3 steps.

1. Plan for verify the claim
- Based on the claim and the given context. The information for winner of Men’s singles can be obtained from the table. We
could write a SQL to query the name of the winner and the score of the final for Men’s singles.
- The claim also states that Sony Dwi Kuncoro is born on July 7, 1984. We will use the sentences to check this part of claim.

2. Write SQL and execute SQL
SQL:
SELECT Winners FROM Table WHERE Category = Men’s singles

Executed result:
Category | Winners | Score
Men’s singles | Sony Dwi Kuncoro | 21-17, 22-20

3. Step-by-step Reasoning
- The claim states Sony Dwi Kuncoro, born on July 7, 1984, was the champion of the Men’s singles event of the 2009
Indonesia National Badminton Championship with a score of 21-17, 22-20.
- The SQL query result supports the claim. Sony Dwi Kuncoro was the champion of the Men’s singles event of the 2009
Indonesia National Badminton Championship with a score of 21-17, 22-20.
- The sentence evidence Sony Dwi Kuncoro (1) supports that he was indeed born on July 7, 1984.

Therefore, the answer is SUPPORTS

## Claim
...
## Answer

Table 11: Prompt for generating responses for queries from FEVEROUS. GPT-3.5-turbo and GPT-4 generates
responses following this example.
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This is a table fact verification task. You will predict whether the statement is true or false based on the given context.

## Claim
Kenya won 3 medals in the 3000 meters event at the 2001 Goodwill Games.

## Table Context
| Rank | Name | Nationality | Time |
| 1 | Brahim Boulami | Morocco | 8:17.73 |
| 2 | Reuben Kosgei | Kenya | 8:18.63 |
| 3 | Stephen Cherono | Kenya | 8:19.98 |
| 4 | Bouabdellah Tahri | France | 8:20.25 |
| 5 | Tim Broe | United States | 8:20.75 |
| 6 | Luis Miguel Martín| Spain | 8:24.03 |
| 7 | Raymond Yator | Kenya | 8:27.19 |
| 8 | Thomas Chorny | United States | 9:24.26 |

## Task
You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

## Answer
Let’s answer in three steps.
1. Plan for answering the question
- The question focus on the medals won by Kenya. According to common sense, only top 3 players can win medals.
- So we write a SQL to select the top three players. Then we count the numbers of medals won by Kenya based on the
output of SQL.
2. Write SQL and execute SQL
SQL:
SELECT Name, Nationality FROM Table WHERE Rank <= 3

Executed result:
| Name | Nationality |
| Reuben Kosgei | Kenya |
| Stephen Cherono | Kenya |

3. Step-by-Step Reasoning:
- The statement claims that Kenya won 3 medals in the 3000 meters event at the 2001 Goodwill Games.
- Based on the execution result of SQL query, only two of the players that win medals are from Kenya.
- Therefore, the table context does not support the statement. The statement is false.

The final answer is false.

## Claim
Claim

## Table Context
Table

## Task
You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

## Answer

Table 12: Prompt for generating responses for queries from Tabfact. GPT-3.5-turbo and GPT-4 generates responses
following this example.
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Check if the prediction answers the question correctly. For numerical answers, you should check if the predicted answer is
approximately correct. For questions with multiple answers, you should check if all the predicted answers are correct. If the
predicted answer is correct, return "Yes". Otherwise, return "No". The question, predicted answer, and gold answer are
provided below.

## Question
question

## Gold Answer
gold answer

## Predicted Answer
predicted answer

Does the prediction answer the question correctly? Yes/No
## Answer

Table 13: Prompt for question answering evaluation

Question Answering

## Question
question

## Table
table info
table content

## Sentence Context
sentences

## Task
You will answer the question based on the given context.You should reach a short-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer

## Answer

Fact Verification

## Claim
claim

## Table
table info
table content

## Sentence Context
sentences

## Task
You will predict the claim’s label based on the given claim and context. There are 3 possible labels: SUPPORTS, REFUTES,
and NOT ENOUGH INFO. SUPPORTS means the claim is supported by the context. REFUTES means the claim is refuted
by the context. NOT ENOUGH INFO means the context does not provide enough information to the support or refute the
claim. You are asked to check the claim in three steps
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer

## Answer

Table 14: Prompt of short-form answer tasks for PROTRIX. Table info includes page title, section title and caption.
If no sentence context is provided, we discard the sentence context part in the prompt.
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TableLlama & GPT-3.5-turbo
Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction
This is a free-form table question answering task. The goal for this task is to answer the given question based on the given
table.

### Input:
[TLE] The Wikipedia page title of this table is page title. The Wikipedia section title of this table is section title.
[TAB] table

### Question:
question

### Response:

Our model
## Question
question

## Table Context
Page title: page title
Section title:section title
table

## Task
You will answer the question based on the given context. You should reach a free-form answer after reasoning. You are
asked to answer the question in three steps.
1. Analyze the question and the given context. Make up a plan to answer the question.
2. Write one or more SQL to query the table for necessary information and output expected execution result.
3. Reason step-by-step to reach the final answer.

##Answer:

Table 15: Prompt for evaluation on FetaQA
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## Question
How well did Peralta play at the 2015 CONCACAF Gold Cup?

## Table Context
Page Title: Oribe Peralta
Caption: International goals
| Goal | Date | Venue | Opponent | Score | Result | Competition
...17 rows with goals in 2014 FIFA World Cup qualification
|18. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 1-0 | 6-0 | 2015 CONCACAF Gold Cup
|19. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 3-0 | 6-0 | 2015 CONCACAF Gold Cup
|20. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 5-0 | 6-0 | 2015 CONCACAF Gold Cup
|21. | 26 July 2015 | Lincoln Financial Field, Philadelphia, United States | Jamaica | 3-0 | 3-1 | 2015 CONCACAF Gold Cup
...5 rows with goals in 2015 CONCACAF Cup, 2017 FIFA Confederations Cup

Gold answer
Peralta played at the 2015 CONCACAF Gold Cup and scored a 6-0 defeat of Cuba in Chicago, as well as a 3-1 win against
Jamaica in Philadelphia.

GPT-3.5-turbo response
Peralta played very well at the 2015 CONCACAF Gold Cup, scoring a total of 8 goals in the tournament. ✗

TableLlama
Peralta scored twice in a 6-0 win over Cuba. ✗

PROTRIX
1. Plan for answering the question

- The question asks for an assessment of Peralta’s performance at the 2015 CONCACAF Gold Cup.
- To answer this, we need to filter the table for entries that are related to the 2015 CONCACAF Gold Cup and then

analyze the results to determine if Peralta played well or not.

2. Write SQL and execute SQL
SQL
SELECT Goal, Date, Venue, Opponent, Score, Result, Competition FROM International_Goals WHERE Competition =
’2015 CONCACAF Gold Cup’

Executed result:
Goal | Date | Venue | Opponent | Score | Result | Competition
18. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 1-0 | 6-0 | 2015 CONCACAF Gold Cup
19. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 3-0 | 6-0 | 2015 CONCACAF Gold Cup
20. | 9 July 2015 | Soldier Field, Chicago, United States | Cuba | 5-0 | 6-0 | 2015 CONCACAF Gold Cup
21. | 26 July 2015 | Lincoln Financial Field, Philadelphia, United States | Jamaica | 3-0 | 3-1 | 2015 CONCACAF Gold Cup

3. Step-by-Step Reasoning:
• The SQL query filters the table to show only the goals scored by Peralta during the 2015 CONCACAF Gold Cup.
• From the execution result, we can see that Peralta scored three goals on 9 July 2015 against Cuba at Soldier Field,

Chicago, United States and one goal on 26 July 2015 against Jamaica on 26 July 2015 at Lincoln Financial Field, Philadel-
phia, United States ✔

•The results were 6-0 and 3-1, respectively, which indicates a dominant performance by Peralta and his team.
• Therefore, Peralta played very well at the 2015 CONCACAF Gold Cup.

The final answer is that Peralta played very well at the 2015 CONCACAF Gold Cup. ✔

Table 16: An example of the responses of models to FetaQA
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## Question
who was the top chef?

## Table
Name | Age | Hometown | Occupation | Culinary P.O.V. | Eliminated
Damaris Phillips | 31 | Louisville, KY | Culinary Teacher | Modern Southern Food | Winner
Rodney Henry | 47 | Baltimore, MD | Pie Shop Owner | Pie Style | Second Place
Russell Jackson | 49 | San Francisco, CA | Underground Chef | Seven Culinary Sins | Third Place
Stacey Poon-Kinney | 34 | San Diego, CA | Restaurant Owner | Vintage with a Modern Twist | Week 10
Nikki Dinki | 29 | New York, NY | Food Blogger/Online Host | Semi-Vegetarian / Meat on the Side | Week 9
Chad Rosenthal | 37 | Ambler, PA | Restaurant Owner | Jewish BBQ Guy | Week 7
Chris Hodgson | 26 | Cleveland, OH | Chef/Restaurateur | Compassion for Food | Week 6
Viet Pham | 33 | Salt Lake City, UT | Chef/Restaurant Owner | The American Dream | Week 5
Connie Lovely Jackson" | 27 | Los Angeles, CA | Caterer | Party on a Plate | Week 4 / Week 8(Winner of Star Salvation)
Danushka Lysek | 37 | New York, NY | Private Chef/Model | Your Private Chef | Week 3
Andres Guillama | 26 | Waynesville, NC | Childhood Obesity Prevention Coach | Teaching Men to Cook | Week 2
Daniela Perez-Reyes | 28 | Haleiwa, HI | Bartender/Caterer | Peruvian Princess | Week 1

## Answer:
1. Plan for answering the question
- The question asks for the top chef, which implies we are looking for the winner of the competition.
- To find the top chef, we need to look for the name associated with the position of "Winner" in the table.

2. Write SQL and execute SQL
“‘sql
SELECT ‘Name‘ FROM w WHERE ‘Eliminated‘ = ’Winner’
“‘
Expected Result:
“‘
Name
Damaris Phillips
“‘
3.Step-by-step Answer prediction
- The question is asking for the name of the top chef from the given table.
- Based on the execution result of the SQL query, the name associated with the position of "Winner" is Damaris Phillips.
- Therefore, the top chef according to the table is Damaris Phillips.
The final answer is Damaris Phillips.

Table 17: An example from WikiTQ
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## Claim
The houston texans score more point on november 16 , 2003 than on september 28 , 2003

## Table
Caption: 2003 houston texans season
week | date | opponent | result | game site | record | tv time | attendance
1 | september 7 , 2003 | miami dolphins | w 21 - 20 | dolphin stadium | 1 - 0 | cbs 12:00 pm | 73010
2 | september 14 , 2003 | new orleans saints | l 10 - 31 | louisiana superdome | 1 - 1 | cbs 12:00 pm | 68390
3 | september 21 , 2003 | kansas city chiefs | l 14 - 42 | reliant stadium | 1 - 2 | cbs 12:00 pm | 70487
4 | september 28 , 2003 | jacksonville jaguars | w 24 - 20 | reliant stadium | 2 - 2 | cbs 12:00 pm | 70041
5 | - | - | - | - | - | - |
6 | october 12 , 2003 | tennessee titans | l 17 - 38 | lp field | 2 - 3 | cbs 12:00 pm | 68809
7 | october 19 , 2003 | new york jets | l 14 - 19 | reliant stadium | 2 - 4 | cbs 12:00 pm | 70623
8 | october 26 , 2003 | indianapolis colts | l 21 - 30 | rca dome | 2 - 5 | cbs 12:00 pm | 56132
9 | november 2 , 2003 | carolina panthers | w 14 - 10 | reliant stadium | 3 - 5 | fox 12:00 pm | 70052
10 | november 9 , 2003 | cincinnati bengals | l 27 - 34 | paul brown stadium | 3 - 6 | cbs 12:00 pm | 50437
11 | november 16 , 2003 | buffalo bills | w 12 - 10 | ralph wilson stadium | 4 - 6 | cbs 12:00 pm | 72677
12 | november 23 , 2003 | new england patriots | l 20 - 23 (ot) | reliant stadium | 4 - 7 | cbs 12:00 pm | 70719
13 | november 30 , 2003 | atlanta falcons | w 17 - 13 | reliant stadium | 5 - 7 | fox 12:00 pm | 70388
14 | december 7 , 2003 | jacksonville jaguars | l 0 - 27 | alltel stadium | 5 - 8 | cbs 12:00 pm | 43363
15 | december 14 , 2003 | tampa bay buccaneers | l 3 - 16 | raymond james stadium | 5 - 9 | cbs 12:00 pm | 65124
16 | december 21 , 2003 | tennessee titans | l 24 - 27 | reliant stadium | 5 - 10 | cbs 12:00 pm | 70758
17 | december 28 , 2003 | indianapolis colts | l 17 - 20 | reliant stadium | 5 - 11 | cbs 12:00 pm | 70680

## Answer:
Let’s check the claim in 3 steps.

1. Plan for verify the claim
- To verify the claim, we need to compare the points scored by the Houston Texans in the games on November 16, 2003,
and September 28, 2003. We will write a SQL query to retrieve the result for these specific dates.

2. Write SQL and execute SQL
“‘sql
SELECT ‘date‘, ‘result‘ FROM w WHERE ‘date‘ = ’november 16 , 2003’ OR ‘date‘ = ’september 28 , 2003’
“‘Expected Result:
“‘
date | result
november 16 , 2003 | w 12 - 10
september 28 , 2003 | w 24 - 20
“‘

3. Step-by-step answer prediction
- The claim states that the Houston Texans scored more points on November 16, 2003, than on September 28, 2003.
- According to the SQL query result, the Houston Texans won with a score of 12-10 on November 16, 2003, and won with a
score of 24-20 on September 28, 2003.
- The score on November 16, 2003, is less than the score on September 28, 2003.
- Therefore, the claim is refuted by the table.

The answer is REFUTES.

Table 18: An example from TabFact
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## Claim
Here is a claim: In the natural state space with 75 actions, training does not converge within a reasonable training time.
Does the following context support or refute the claim?

## Table
Paper title: Guided Dialog Policy Learning: Reward Estimation for Multi-Domain Task-Oriented Dialog
Table caption: Table 5: Performance of different agents on the neural user simulator.
Method | VHUS Turns | VHUS Inform | VHUS Match | VHUS Success
ACER | 22.35 | 55.13 | 33.08 | 18.6
PPO | 19.23 | 56.31 | 33.08 | 18.3
ALDM | 26.90 | 54.37 | 24.15 | 16.4
GDPL | 22.43 | 52.58 | 36.21 | 19.7

## Answer:
1. Plan for answering the question
- The claim states that training does not converge within a reasonable training time in the natural state space with 75 actions.
- To answer the claim, we need to understand the training time and the number of actions in the state space.
- The table provides information about the performance of different agents, but it does not provide information about the
training time or the number of actions.
- Since the table does not contain the necessary information to answer the claim, we cannot write an SQL query to extract
this information from the table.

2. Write SQL and execute SQL
- No SQL query can be written as the table does not contain the required information about the training time or the number
of actions.

3. Step-by-Step Reasoning:
- The claim is about the training time and the number of actions in the state space.
- The table provides information about the performance of different agents, but it does not provide information about the
training time or the number of actions.
- Since the table does not contain the necessary information to answer the claim, we cannot confirm or refute the claim
based on the provided context.

Therefore, the answer is "NOT ENOUGH INFO".

Table 19: An example from SCITAB
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## Claim
Delta Green was published by Arc Dream Publishing which is a small role-playing game publishing company founded in
2002.

## Table
Page Title: Delta Green
Caption: Delta Green
Designer(s) | Dennis Detwiller, Adam Scott Glancy, John Scott Tynes
Publisher(s) | Pagan Publishing Arc Dream Publishing Pelgrane Press (The Fall of DELTA GREEN)
Publication date | 1997 (Sourcebook) 2016 (Arc Dream Publishing) (Standalone RPG)2018 (The Fall of DELTA GREEN)
Genre(s) | Horror, Conspiracy fiction
System(s) | Call of Cthulhu, GUMSHOE

## Sentences:
Arc Dream Publishing: Arc Dream Publishing is a small role-playing game publishing company founded in 2002 by
Pagan Publishing veteran Dennis Detwiller and editor Shane Ivey after the release of their first roleplaying game Godlike:
Superhero Roleplaying in a World on Fire, 1936-1946 was published by Hobgoblynn Press.
Delta Green: The book was published in cooperation with Arc Dream Publishing.
Arc Dream Publishing: The name ARC DREAM comes from one of Dennis Detwiller’s other roleplaying games—Delta
Green—where it is a secret government project.
Delta Green: Delta Green is a setting for the Call of Cthulhu role-playing game created by Adam Scott Glancy, Dennis
Detwiller, and John Scott Tynes, a.k.a. the Delta Green Partnership, of the Seattle gaming house Pagan Publishing.
Delta Green: In August 2011, Arc Dream Publishing and the Delta Green Partnership announced development of a
standalone Delta Green role-playing game.

## Answer:
Let’s check the claim in 3 steps.

1. Plan for verify the claim
- To verify the claim, we need to confirm that Delta Green was published by Arc Dream Publishing and that Arc Dream
Publishing is a small role-playing game publishing company founded in 2002.
- We can use the table to verify the publisher of Delta Green and the sentence context to confirm the founding year of Arc
Dream Publishing.

2. Write SQL and execute SQL
“‘sql
SELECT Publisher FROM w
“‘
Expected result:
“‘
Publisher
Pagan Publishing
Arc Dream Publishing
Pelgrane Press (The Fall of DELTA GREEN)
“‘

3. Step-by-step answer prediction
- The claim states that Delta Green was published by Arc Dream Publishing, which is a small role-playing game publishing
company founded in 2002.
- The SQL query result shows that Delta Green was published by Pagan Publishing, Arc Dream Publishing, and Pelgrane
Press. This supports the claim that Arc Dream Publishing is one of the publishers of Delta Green.
- The sentence context Arc Dream Publishing confirms that Arc Dream Publishing is a role-playing game publishing
company founded in 2002.
- The sentence context Delta Green supports the claim that Delta Green is a setting for the Call of Cthulhu role-playing
game.

Therefore, the answer is SUPPORTS.

Table 20: An example from FEVEROUS
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## Question
when did the judge born August 4 , 1791 in Sharon , Litchfield County , Connecticut leave office ?

## Table
Name | Took office | Left office | Party
Freeborn G. Jewett | July 5 , 1847 | December 31 , 1849 | Democratic
Greene C. Bronson | January 1 , 1850 | April 1851 | Democratic/ Anti-Rent
Charles H. Ruggles | April 1851 | December 31 , 1853 | Democratic
Addison Gardiner | January 1 , 1854 | December 31 , 1855 | Democratic/Anti-Rent
Hiram Denio | January 1 , 1856 | December 31 , 1857 | Democratic
Alexander S. Johnson | January 1 , 1858 | December 31 , 1859 | Democratic
George F. Comstock | January 1 , 1860 | December 31 , 1861 | American
Samuel L. Selden | January 1 , 1862 | July 1 , 1862 | Democratic
Hiram Denio | July 1 , 1862 | December 31 , 1865 | Democratic
Henry E. Davies | January 1 , 1866 | December 31 , 1867 | Republican / American
William B. Wright | January 1 , 1868 | January 12 , 1868 | Union
Ward Hunt | January 12 , 1868 | December 31 , 1869 | Republican
Robert Earl | January 1 , 1870 | July 4 , 1870 | Democratic

## Sentences:
Freeborn G. Jewett: Freeborn Garrettson Jewett ( August 4 , 1791 in Sharon , Litchfield County , Connecticut - January
27 , 1858 in Skaneateles , Onondaga County , New York ) was an American lawyer and politician who served as a U.S.
Representative from New York and was the first Chief Judge of the New York Court of Appeals .
Greene C. Bronson: Greene Carrier Bronson ( November 17 , 1789 in Simsbury , Hartford County , Connecticut - September
3 , 1863 in Saratoga , New York ) was an American lawyer and politician from New York .
Samuel L. Selden: Samuel Lee Selden ( October 12 , 1800 Lyme , New London County , Connecticut - September 20 ,
1876 Rochester , Monroe County , New York ) was an American lawyer and politician from New York .

## Answer: 1. Plan for answering the question
- The question asks for the date when a judge named Freeborn G. Jewett left office.
- To answer the question, we need to find the row in the table that corresponds to Freeborn G. Jewett and then select the date
he left office.

2. Write SQL and execute SQL
“‘sql
SELECT ‘Left office‘ FROM w WHERE ‘Name‘ = ’Freeborn G. Jewett’
“‘Expected Result:
“‘
Left office
1849-12-31
“‘

3.Step-by-step Answer prediction:
- The question is asking for the date when a specific judge, Freeborn G. Jewett, left office.
- Based on the execution result of the SQL query, Freeborn G. Jewett left office on December 31, 1849.
- Therefore, the date the judge left office is December 31, 1849.
The final answer is December 31, 1849.

Table 21: An example from HybridQA
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## Question
What is the average proportion of cost of revenue as a percentage of the total revenue in 2018 and 2019?
## Table
Fiscal Years | | |
| 2019 | 2018 | 2017
Statements of Operations: | | |
Revenue | 100% | 100% | 100%
Cost of revenue | 43% | 50% | 55%
Gross profit | 57% | 50% | 45%
Operating expenses: | | |
Research and development | 120% | 79% | 79%
Selling, general and administrative | 86% | 79% | 81%
Loss from operations | (149)% | (108)% | (115)%
Interest expense | (3)% | (1)% | (1)%
Interest income and other expense, net | 2% | 1% | —%
Loss before income taxes | (150)% | (108)% | (116)%
Provision for income taxes | 1% | 1% | 1%
Net loss | (151)% | (109)% | (117)%

## Sentences
The following table sets forth the percentage of revenue for certain items in our statements of operations for the periods
indicated:
Impact of inflation and product price changes on our revenue and on income was immaterial in 2019, 2018 and 2017.

## Answer

1. Plan for answering the question
- The question asks for the average proportion of cost of revenue as a percentage of the total revenue for the years 2018 and
2019.
- To find the average, we need to calculate the proportion for each year and then find the mean of these two values.
- We will write an SQL query to select the cost of revenue as a percentage of revenue for the years 2018 and 2019.

2. Write SQL and execute SQL
“‘sql
SELECT ‘Fiscal Years‘, ‘Cost of revenue‘ FROM Table WHERE ‘Fiscal Years‘ IN (’2019’, ’2018’)
“‘
Expected result:
“‘
| Fiscal Years | Cost of revenue |
| 2019 | 43% |
| 2018 | 50% |
“‘

3. Step-by-Step Reasoning:
- The SQL query gives us the cost of revenue as a percentage of revenue for the years 2019 and 2018.
- To find the average, we calculate the mean of the two values: (0.43 + 0.50) / 2 = 0.48.
- Therefore, the average proportion of cost of revenue as a percentage of the total revenue for 2018 and 2019 is 48%.

The final answer is 48%.

##Gold Answer
46.5%

Table 22: An error case from responses to TATQA. The error source is highlighted in red.
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## Claim
Campina Grande had three HDIs between 1991 and 2000, one of which is Value.

## Table
Page Title: Campina Grande
Caption: UNHD (2000)
HDI | 1991 | 2000
Value | 0.615 | 0.678
Life expectancy | 0.585 | 0.641
Education | 0.741 | 0.844
Total | 0.647 | 0.721

## Sentences
Campina Grande: Campina Grande is the second most populous Brazilian city in the State of Paraiba after Joao Pessoa, the
capital.
Roman Catholic Diocese of Campina Grande: The Roman Catholic Diocese of Campina Grande (Latin: Dioecesis Campinae
Grandis) is a suffragan Latin diocese in the Ecclesiastical province of Paraiba, in northeastern Brazil.
Campina Grande: It is considered one of the main industrial, technological and educational centers in the northeastern
region of Brazil.
Campina Grande: For a long time Campina Grande has had a strong technological focus.
Campina Grande: At the time, it was the second biggest producer in the world.

## Answer:
Let’s check the claim in 3 steps.
1. Plan for verify the claim
- To verify the claim, we need to check the HDI values for Campina Grande for the years 1991 and 2000. The table provides
the necessary data to verify this part of the claim.
- We do not need to use the sentences for this claim as the table provides the required information.

2. Write SQL and execute SQL
“‘sql
SELECT ‘HDI‘, ‘1991‘, ‘2000‘ FROM w
“‘Expected Result:
“‘
HDI | 1991 | 2000
Value | 0.615 | 0.678
Life expectancy | 0.585 | 0.641
Education | 0.741 | 0.844
Total | 0.647 | 0.721
“‘

3.Step-by-step Answer prediction
- The claim states that Campina Grande had three HDIs between 1991 and 2000, and one of them is Value.
- The SQL query result shows that there are four HDIs listed for Campina Grande in the years 1991 and 2000: Value, Life
expectancy, Education, and Total.
- The claim specifies "Value" as one of the HDIs, but the table shows that there are multiple values (pun intended), which
refutes the claim that there was only one HDI.

Therefore, the answer is REFUTES.

##Gold Answer
SUPPORTS

Table 23: An error case from responses to FEVEROUS. The error source is highlighted in red.
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