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Abstract
001

Multi-document summarization is essential for002

capturing key information from vast medical liter-003

atures. The dataset of this domain typically com-004

prises a triple of a background, documents and005

a summary where background describes clinical006

research question or topics shared by related doc-007

uments. To summarize based on a background008

while accommodating multiple documents, exist-009

ing approaches typically reduce text units through010

truncation disregarding potential summary-relevant011

information. Others perform extract-then-generate012

approaches at document-level or sentence-level013

which could struggle to capture the relevant ev-014

idence since document-level extraction is exces-015

sively broad and sentence-level extraction is overly016

granular and noisy. To address the aforemen-017

tioned problems, we combine two extraction lev-018

els and propose to frame the problem as query-019

focused summarization where background repre-020

sents a query. Specifically, we decompose the prob-021

lem into two stages 1) relevant evidence extraction022

(i.e. finding relevant evidence within a set of rel-023

evant documents with regards to the shared back-024

ground) 2) summary generation (i.e. generating025

summaries based on the relevant evidence). To026

represent background as a query, we introduce a027

PICO-masking approach to mask the given back-028

ground and consider it as a proxy query for our ex-029

traction model. In particular, PICO-masking masks030

elements that are mnemonic for the important parts031

of a well-built clinical question. This enforces ex-032

traction model to understand the context in order033

to identify the evidence from documents that be-034

long to the masked background, hence help locate035

relevant evidence before generating a summary. Re-036

sults show that our approach achieves state-of-the-037

art performance on MS2 dataset despite having038

multiple stages.039

1 Introduction 040

Multi-document summarization is essential for cap- 041

turing key information from several documents. It 042

has been applied to many domains such as news 043

summarization (Fabbri et al., 2019b), Wikipedia 044

articles (Liu et al., 2018),and scientific articles (Lu 045

et al., 2020). In medical domain, significant re- 046

search efforts have been directed towards develop- 047

ing effective summarization approaches for han- 048

dling extensive medical documents. Specifically, 049

the dataset of this domain comprises a triple of 050

a background, documents and a summary where 051

background describes clinical research question or 052

topics shared by related documents. To summa- 053

rize based on a background while accommodating 054

multiple documents, we identify two typical ap- 055

proaches to reduce text units 1) truncation and 2) 056

extract-then-generate approach where truncation 057

disregards potential summary-relevant information 058

that may be located at particular location of the 059

documents (DeYoung et al., 2021; Tangsali et al., 060

2022; Wang et al., 2022) and extract-then-generate 061

approaches at document-level (Moro et al., 2022) 062

or sentence-level (Shinde et al., 2022) which could 063

struggle to capture the relevant evidence since 064

document-level extraction is excessively broad and 065

sentence-level extraction is overly granular and 066

noisy (Xu and Lapata, 2020). 067

To address the aforementioned problems, we 068

combine two extraction levels and propose to 069

frame the problem as query-focused summariza- 070

tion where background represents a query. Specifi- 071

cally, we decompose the problem into two stages 072

1) relevant evidence extraction (i.e. finding rele- 073

vant evidence within a set of relevant documents 074

with regards to the shared background) 2) summary 075

generation (i.e. generating summaries based on 076

the relevant evidence). To represent background as 077

a query, we introduce a PICO-masking approach 078

to mask the given background and consider it as a 079
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proxy query for our extraction model. In particular,080

PICO-masking marks elements that are mnemonic081

for the important parts of a well-built clinical ques-082

tion. This enforces extraction model to understand083

the context in order to identify the evidence from084

documents that belong to the masked background,085

hence help locate relevant evidence before generat-086

ing a summary. In summary, our approach applies087

no input truncation, while enabling relevant evi-088

dence allocation.089

Our contributions in this work are threefold: we090

are the first to frame multi-document summariza-091

tion in medical literature as query-focused summa-092

rization; we discover a specific masking approach093

for this domain; we provide experimental results094

and show that our proposed approach achieve state-095

of-the-art result on MS2 dataset.096

2 Related Work097

We reviewed related areas of research: (1) multi-098

document summarization in medical literatures, (2)099

query-focused summarization, (3) masking tech-100

niques.101

2.1 Multi-document Summarization in102

Medical Literature103

Substantial progress has been achieved in multi-104

document summarization (Fabbri et al., 2019a; Liu105

et al., 2018; Lu et al., 2020). In the domain of106

medical literature which aims to create a summary107

from multiple documents based on a shared back-108

ground is comparatively less prevalent when com-109

pared to multi-document summarization in other110

domains. Similar to other domains, medical lit-111

erature also faces problem with long input text.112

To reduce text units, two approaches have been113

explored. First, truncation has been applied to con-114

catenated documents and background before fine-115

tuning long-range neural models (DeYoung et al.,116

2021; Tangsali et al., 2022; Wang et al., 2022). Sec-117

ond, extraction is applied to extract relevant docu-118

ments or sentences before generating a summary119

(Shinde et al., 2022; Moro et al., 2022). However,120

truncation disregards potential summary-relevant121

information that may be located at particular lo-122

cation of the documents and extracting relevant123

information at document-level or sentence-level124

may struggle to generate accurate summary since125

document-level extraction is excessively broad and126

sentence-level extraction is overly granular and127

noisy which is a matter of particular concern, as the128

discussed subject pertains to the medical domain. 129

In this work, we follow extract-then-generate ap- 130

proach. Specifically, we decompose the problem 131

into two stages 1) relevant evidence extraction (i.e. 132

finding relevant evidence within a set of relevant 133

documents with regards to the shared background) 134

2) summary generation (i.e. generating summaries 135

based on the relevant evidence). However, in con- 136

trast to the work of Shinde et al. that extracts rel- 137

evant information at document-level and the work 138

of Moro et al. that extracts relevant information 139

at sentence-level, our relevant evidence extraction 140

model combines the two by first extract relevant 141

documents and from those documents relevant evi- 142

dence is extracted. 143

2.2 Query-focused Summarization 144

Query-focused summarization (QFS) is known as 145

an important extension for summarization. It fo- 146

cuses on generating concise summaries tailored to 147

a specific query. The dataset in this domain typi- 148

cally comprises a triple of document, query and a 149

summary. Early efforts in this domain primarily re- 150

volved around unsupervised extractive approaches 151

(Wan et al., 2007; Litvak and Vanetik, 2017) due to 152

limited availability of training data (Dang, 2005). 153

Recent advancements have leveraged the rela- 154

tionship between query-focused summarization 155

and the more data-abundant task of question an- 156

swering for extractive summarization (Egonmwan 157

et al., 2019), keyword mapping (He et al., 2020), 158

document reranking within a retrieval pipeline (Su 159

et al., 2020), and abstractive summarization (Su 160

et al., 2021; Baumel et al., 2018; Yujia et al., 2020; 161

Xu and Lapata, 2020) 162

Given its success and similarity in generating 163

summary tailored to a specific need, we see the 164

opportunity in framing our problem as QFS. Note 165

that in our case, a query is absent and our generated 166

summary is tailored to a shared background. 167

2.3 Masking Techniques 168

Masking has been widely used in natural language 169

processing tasks, contributing to the success of vari- 170

ous models especially in the context of pre-training 171

and fine-tuning transformers. This includes masked 172

language modelling (Devlin et al., 2018; Liu et al., 173

2019) (i.e. masking input tokens at random allow- 174

ing the model to learn contextualized word rep- 175

resentations), sentence completion (i.e. predict- 176

ing the masked fraction of a sentence is masked 177

- Cloze tests)(Taylor, 1953), question-answering 178
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(i.e. masking relevant portion of input text allow-179

ing the model to predict the missing information)180

(Jun et al., 2022), named entity recognition (i.e. re-181

placing name entities allowing the model to recog-182

nize and classify the entities) (Sonkar et al., 2022),183

domain adaptation (i.e. injecting domain specific184

knowledge emphasizing relevant vocabulary) (Gu185

et al., 2020; Lamproudis et al., 2021), etc. In short,186

masking is a promising approach to enhance under-187

standing of context and promote context compre-188

hension.189

In the area of QFS, Xu and Lapata proposed190

an approach to transform generic summarization191

datasets into query-focused training data through192

masking. Specifically, inspired by Cloze task (Tay-193

lor, 1953), Xu and Lapata inproduced Unified194

Masked Representation (UMR) to convert summary195

to proxy query used during training. Specifically,196

document sentences are parsed to Open Informa-197

tion Extraction (Open IE; (Stanovsky et al., 2018))198

to obtain a set of a propositions consisting of verbs199

and their arguments. Then according to certain200

budget constrain, the arguments are replaced with201

[MASK] tokens.202

In contrast, instead of argument masking, we203

propose PICO-masking specifically for our medi-204

cal literature summarization. In particular, PICO-205

masking masks elements that are mnemonic for206

the important parts of a well-built clinical ques-207

tion. This enforces extraction model to understand208

the context in order to identify the evidence from209

documents that belong to the masked background.210

3 Method211

We propose to frame the problem as query-focused212

summarization. Let {D,S} denote single docu-213

ment summarization dataset D denote a documents214

and S is a summary. In query-focused summariza-215

tion, it additionally provides a query Q for sum-216

mary generation, {(D,Q, S)}.217

On the other hand, in the area of multi-document218

summarization in medical literatures, instead of a219

query Q, it provides a background B that describes220

clinical research question or topics shared by docu-221

ments for summary generation, {(D,B, S)}. Addi-222

tionally, in contrast to single document summariza-223

tion where D denote a document, here D denote a224

set of documents, D = {d1, d2, ..., dM}.225

Specifically, we decompose the problem into two226

subtasks; namely 1) relevant evidence extraction227

and 2) summary generation. Note that our relevant228

evidence extraction is further decomposed into can- 229

didate document extraction (i.e. document-level 230

extraction) and candidate sentence extraction (i.e. 231

sentence-level extraction) whose aim here is to al- 232

locate relevant evidence from identifying relevant 233

documents to relevant sentences. Here, candidate 234

document extraction model cd,θ(D̂|B; θ) extracts 235

relevant documents D̂ to background B within a 236

set of documents D and candidate sentence extrac- 237

tion model cs,ϕ(Ĉ|D̂, B̂;ϕ) then extracts relevant 238

sentences Ĉ to background B within a set of rel- 239

evant document D̂. Note that B̂ denote a masked 240

background which serves as a proxy query to train 241

our candidate sentence extraction model. Then, 242

gφ(S|Ĉ, B;φ) generates summary S conditioned 243

on evidence provided by the relevant evidence ex- 244

traction and the background itself. 245

To convert background B to serve as proxy 246

query, we were inspired by Unified Masked Rep- 247

resentation (UMR) proposed by (Xu and Lapata, 248

2021). Here, we also assume that answers to the 249

query are located within the sentences in the set 250

of relevant documents D̂. Here we refer sentences 251

that contain answers as relevant sentences. As it 252

is uncertain which sentences contain the answers, 253

we presume their relevance by assuming a high 254

ROUGE score against the query. Hence, we em- 255

ploy ROUGE as our distant supervision signal to 256

train our candidate sentence extraction model to 257

extract relevant sentences from a set of relevant 258

documents and a background. The most relevant 259

sentences then serve as an input to the summary 260

generation model along with the background. 261

3.1 Relevant Evidence Extraction 262

Our relevant evidence extraction comprises two 263

parts which are 1) candidate document extraction 264

and 2) candidate sentence extraction. Specifically, 265

candidate document extraction involves identify- 266

ing relevant documents, while candidate sentence 267

extraction extracts relevant sentences. Next we 268

explain each part in details. 269

3.1.1 Candidate Document Extraction 270

We extract candidate documents using Dense Pas- 271

sage Retrieval (DPR) (Karpukhin et al., 2020). 272

Here DPR is selected due to its ability to provide 273

a deeper semantic understanding of documents al- 274

lows for more accurate and contextually relevant 275

selections. Here top-6 documents are extracted 276

(Moro et al., 2022). 277
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Figure 1: Overview of our framework

3.1.2 Candidate Sentence Extraction278

Here we were inspired by Unified Masked Rep-279

resentation (UMR) proposed by (Xu and Lapata,280

2021). Specifically, (Xu and Lapata, 2021) ren-281

ders query from reference summary by replacing282

a small fraction of query with [MASK] to represent283

missing information that can be found in the doc-284

ument. Similarly, we also covers a small fraction,285

but of the background.286

To identify which fractions to replace, we intro-287

duce PICO-masking approach. In particular, PICO288

is a framework that describes several essential com-289

ponents of the central question in a clinical trial, in-290

cluding Populations (e.g. diabetics), Interventions291

(e.g. animal insulin), Comparators (e.g. human292

insulin), and Outcomes (e.g. glycaemic control)293

(Huang et al., 2006). It aids in constructing the294

search strategy by locating the concepts necessary295

in medical documents that can address the posed296

question. By masking PICO elements, we hypothe-297

size that it would enforce our extraction model to298

understand the context in order to identify the evi-299

dence from documents that belong to the masked300

background, hence help extract relevant sentences.301

To perform PICO-masking, we employ Bio-302

Electra model (Kanakarajan et al., 2021) to identify303

PICO-elements in selected document sentences.304

Here Bio-Electra model, a biomedical domain-305

specific language model, is selected due to its high306

performance in discerning PICO elements within307

a document. Specifically, PICO elements found308

P =
{
p1, p2, ..., p|P |

}
are partially replaced with309

[MASK]. Here the masking percentage is kept at 310

15% (See Table 7 for our selected masking percent- 311

age justification). 312

To extract relevant sentences, we employ a pre- 313

trained BERT model (Devlin et al., 2018) to regres- 314

sively rank document sentences based on relevant 315

score. Specifically, we concatenate masked back- 316

ground with document sentence "[CLS] B̂t [SEP] 317

Ct [SEP]" where B̂t denote a sequence of tokens of 318

the masked background and Ct denote a sequence 319

of tokens in document sentence. Given the input, 320

we train our BERT model with the objective to min- 321

imize the mean-square error loss to regressitvely 322

predict the relevant score. 323

L(ϕ) =
1

|D|
∑

(B̂,C)∼D

[(y − ŷ(B̂, C))2] (1) 324

where B̂, C is a background-document sentence 325

pair and y is the ROUGE training signal which is 326

the F1 interpolation of ROUGE-2 and ROUGE-1 327

defined as: 328

y = R2(B̂, C) + λ ·R1(B̂, C) (2) 329

where λ is set to 0.15 following the optimization 330

of (Xu and Lapata, 2021). The highest ranked 331

sentences are extracted and sent to our summary 332

generation model. 333

Due to highly skewed score distribution of our 334

training document sentences with over 85% of sen- 335

tences scoring below 0.05, it leads to model over- 336
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Statistics Training Validation Test
Total Sample Count 14188 2021 400
Missing Background 210 38 0
Missing Target 42 0 0
Samples After Clean-up 13978 1983 400
Dropped ReviewIDs 210 38 0
Avg Tokens in Background 73.46 69.85 74.10
Avg Tokens in Target 61.26 60.89 59.57
Avg Tokens in Abstract 301.55 299.97 300.97

Table 1: Dataset statistics

fitting towards less relevant sentences. To over-337

come this, a low score sampling technique is ap-338

plied. Specifically, pairs that yield less than 0.05339

were removed. As the result, this promotes a more340

balanced generalizable training process. This ad-341

justment not only aids in preventing model bias but342

also enhances computational efficiency, leading to343

a more robust model performance. Note that top-344

3 sentences are extracted due to its highest recall345

ROUGE-2 score against the summary. (See Table346

7 for further details).347

3.2 Summary Generation348

To generate summary based on a shared back-349

ground, we prepend the background to the relevant350

sentences. Specifically, we perform fine-tuning on351

the pretrained model. Given the input background352

and relevant sentences, the objective is to minimize353

the negative log-likelihood of generating output354

summary S =
{
s1, s2, ..., s|S|

}
.355

L(φ) =

|S|∑
i

logP (si|Ĉ, B, s1, ..., si−1) (3)356

4 Experiment357

4.1 Dataset358

We perform experiments on the MS2 dataset for359

multi-document summarization in medical litera-360

ture domain (DeYoung et al., 2021). It consists361

of 470K documents , 20K background and 20K362

summaries where documents consist of research363

papers, clinical trials and clinical reviews while364

background describes describes clinical research365

question or topics shared by related document and366

a summary encapsulates the overall findings. Due367

to the absence of background and target in some368

samples, those are disgarded which results in 14K369

training, 2k validation and 400 testing samples.370

The dataset statistics is shown in Table 1.371

4.2 Experimental setting 372

Here we describe the experimental setting for each 373

of the components of our work, namely the rele- 374

vant evidence extraction which comprises candi- 375

date document extraction and candidate sentence 376

extraction, and summary generation. 377

As for candidate document extraction, our im- 378

plementation is based on the work of Moro et al.. 379

Note that no training was performed at this stage. 380

On the other hand, for candidate sentence ex- 381

traction, we performed our experiment on bert- 382

base-uncased. Here all input was truncated to 512 383

tokens. For the fine-tuning, the learning rate is 384

set to 1 × 10−3 and the model was trained for 5 385

epochs at batch size 192. Additionally, we adopted 386

Adam as our optimizer with weight_decay of 0.01 387

hyper-parameters. Note that we parsed our doc- 388

ument inputs to spacy (Honnibal and Montani, 389

2017) to obtain document sentences and PICO 390

elements were masked using Bio-Electra model 391

(Kanakarajan et al., 2021). All input tokens are 392

truncated to 512 tokens. Here, model identify each 393

token into 4 different class i.e "I-Population","I- 394

Intervention","I-Outcome" and "I-Others". 395

Last, for summary generation, bart-large-cnn 396

was employed. Here all input was truncated to 397

1024 tokens and output is set to min and max of 398

32 and 256 tokens respectively. For the fine-tuning, 399

the learning rate is set to 1× 10−3 and the model 400

was trained for 3 epochs at batch size 4 with the 401

min and max output lengths of 32 and 256 respec- 402

tively. Additionally, we adopt Adam as our opti- 403

mizer with default hyper-parameters. At inference 404

time, beamsize of 4 is selected with the min and 405

max output lengths are kept the same as fine-tuning. 406

Note that all our language models were taken from 407

HuggingFace. 408

As for the evaluation metric, following previ- 409

ous works, ROUGE scores (Lin, 2004) including 410

ROUGE-1 (R-1), ROUGE-2 (R-2) and ROUGE-L 411

(R-L), and BERTScore (Zhang et al., 2020) were 412

selected. 413

5 Results 414

Our experiments evaluate work against previ- 415

ous work by comparing the generated summary 416

against its reference. Specifically, we calculate f1 417

ROUGE scores including ROUGE-1, ROUGE-2 418

and ROUGE-L of our generated sentences against 419

the reference summary. Table 2 shows that our 420

model outperformed other models on across f1 421
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R-1 R-2 R-L
MS^2-LED 26.89 8.91 20.32
MS^2-BART 27.56 9.40 20.80
DAMEN 28.95 9.72 21.80
Ext-Abs 26.22 5.74 19.69
BART-LARGE 21.39 3.49 14.49
Distill -BART-cnn-12-6 20.82 2.98 13.77
LED-base-16k 27.5 9.2 20.6
Long-T5- Pubmed 12.00 1.33 9.61
Ours 32.89 10.79 21.85

Table 2: Evaluation result on MS2 dataset, We com-
pare the our results against previous work in terms of
f1 ROUGE scores on testing set. R-1, R-2 and R-L
are ROUGE-1, ROUGE-2 and ROUGE-L recall respec-
tively.

ROUGE scores including ROUGE-1, ROUGE-2422

and ROUGE-L.423

5.1 Ablation Study424

We conducted ablation study to verify the effec-425

tiveness of our proposed PICO-masking and the426

choice of masking percentage in our work. In addi-427

tion, we also present our justification on our top-3428

sentence selection. Specifically, we compare our429

PICO-masking against various masking approaches430

including Random, NOUN, BM25 and TF-IDF431

(See Appendix A for implementation details).432

5.1.1 Effectiveness of PICO-Masking433

To verify the effectiveness of our proposed PICO-434

masking, we evaluate its effect in both of compo-435

nents of our work namely relevant evidence extrac-436

tion and summary generation.437

Relevant evidence extraction - we evaluate the438

result on extractive summarization metrics. In par-439

ticular, we calculated ROUGE recall scores includ-440

ing ROUGE-1, ROUGE-2 and ROUGE-L of our441

extracted sentences against the reference summary.442

We present result in Table 3. The results show443

that PICO-masking outperforms other masking ap-444

proaches followed by Noun, TF-IDF, while BM25445

and Random are the lowest performers. Specif-446

ically, PICO outperforms Random and BM25 by447

0.2 points on ROUGE-1 and ROUGE-L and 1 point448

on ROUGE-L. Note that NOUN yielded competi-449

tive results.450

Summary generation - we evaluate the result451

on abstractive summarization metrics. In partic-452

ular, we calculated ROUGE f1 scores including453

ROUGE-1, ROUGE-2 and ROUGE-L of our gen-454

R-1 R-2 R-L
Random 44.62 12.12 28.15
BM25 44.62 12.12 28.15
Noun 44.83 12.99 28.60
TF-IDF 44.76 12.95 28.44
Ours (PICO) 44.83 13.16 28.66

Table 3: Relevant evidence extraction performance
of PICO-masking against Random, BM25, Noun and
TF-IDF at 15% masking percentage in recall ROUGE
scores on testing dataset. R-1, R-2 and R-L are ROUGE-
1, ROUGE-2 and ROUGE-L recall respectively.

erated summary against the reference summary. 455

We present result in Table 4. The results show 456

that PICO-masking outperforms other masking ap- 457

proaches followed by Noun, TF-IDF, Random and 458

BM25. Specifically, PICO outperforms other ap- 459

proaches by at least 1 ROUGE-1 scores. Note that 460

Noun masking yielded a competitive results with 461

PINO on ROUGE-2 and ROUGE-L. 462

R-1 R-2 R-L
Random 31.31 9.42 20.85
BM25 30.52 9.22 20.50
Noun 31.93 10.35 21.75
TF-IDF 31.61 9.68 20.96
Ours (PICO) 32.89 10.79 21.85

Table 4: Summary generation performance of PICO-
masking against Random, BM25, Noun and TF-IDF at
15% masking percentage on f1 ROUGE scores on test-
ing dataset. R-1, R-2 and R-L are ROUGE-1, ROUGE-2
and ROUGE-L f1 respectively.

5.1.2 Effectiveness of Masking Percentage 463

To verify the effectiveness of the percentage of 464

PICO-masking, we evaluate its effect in both of 465

components of our work namely relevant evidence 466

extraction and summary generation. 467

Relevant evidence extraction - we evaluate the 468

result on extractive summarization metrics. In par- 469

ticular, we calculated ROUGE recall scores includ- 470

ing ROUGE-1, ROUGE-2 and ROUGE-L of our 471

extracted sentences against the reference summary. 472

We present result in Table 5. The results show that 473

15% was the best performer followed by 30% and 474

45%. Hence, the trend of decreasing in generation 475

performance as masking percentage increases is 476

observed. 477

Summary generation - we evaluate the result 478

on abstractive summarization metrics. In partic- 479
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R-1 R-2 R-L
15% 44.83 13.16 28.66
30% 42.67 12.87 27.96
45% 40.67 11.97 27.67

Table 5: Relevant evidence extraction performance of
PICO-masking against 15%, 30% and 45% masking per-
centage on recall ROUGE scores on testing dataset. R-1,
R-2 and R-L are ROUGE-1, ROUGE-2 and ROUGE-L
recall respectively.

ular, we calculated ROUGE f1 scores including480

ROUGE-1, ROUGE-2 and ROUGE-L of our gener-481

ated summary against the reference summary. We482

present result in Table 6. The results show that483

15% was the best performer followed by 30% and484

45%. Hence, the trend of decreasing in generation485

performance as masking percentage increases is486

observed. (See Appendix B for further details)487

R-1 R-2 R-L
15% 32.89 10.79 21.85
30% 32.03 10.46 21.22
45% 31.85 10.25 21.01

Table 6: Summary generation performance of PICO-
masking against 15%, 30% and 45% masking percent-
age on f1 ROUGE scores on testing dataset. R-1, R-2
and R-L are ROUGE-1, ROUGE-2 and ROUGE-L f1
respectively.

5.1.3 Effectiveness of Top-k Sentence488

Selection489

To justify our top-k sentence selection, we evaluate490

its effect on our work namely on the relevant evi-491

dence extraction. We present result in Table 7. The492

results show that selecting top 3 sentences yielded493

highest ROUGE-2 recall score. Note that ROUGE-494

2 recall score increases before starts to decrease at495

top-3. This trend can be observed prominently our496

PICO-masking.497

R-2@1 R-2@2 R-2@3 R-2@4 R-2@5
Random 12.12 12.12 12.12 12.12 12.12
BM25 12.12 12.12 12.12 12.12 12.12
Noun 12.99 12.99 12.95 12.95 12.95
TF-IDF 12.95 12.95 12.95 12.95 12.95
PICO 13.04 13.14 13.16 13.04 13.11
Average 12.64 12.66 12.67 12.64 12.66

Table 7: Relevant evidence extraction performance R-
2@k is ROUGE-2 recall against top k sentences

6 Discussion and Analysis 498

From our results, we can observe that PICO- 499

masking outperforms other masking approaches, 500

followed by Noun, TF-IDF, BM25 and Random. 501

Here we further discuss the possible reasons behind 502

it. 503

6.1 Masked words 504

To better understand the masking effect on our re- 505

sults, we obtain top-10 most frequently masked 506

tokens of each masking approaches shown in Ta- 507

ble 8. From the table, it is observed that words 508

masked by PICO-masking are all medical related 509

terms, followed by Noun and TF-IDF. On the other 510

hand, words masked by BM25 and Random are 511

non-medical related. This is no surprise due to the 512

nature of each masking approach. For instance, TF- 513

IDF and BM25 are frequency based, while Noun 514

masks all the nouns present in the document and 515

Random lacks specificity in word selection. The 516

demonstration of the results emphasize that PICO- 517

masking enforces the model to identify relevant 518

evidence in the document (See Table 3), hence en- 519

able more effective summarizaiton (See Table 4). 520

Top-10 Random BM25 Noun TF-IDF PICO
1 recurrences Background aim systematic patients
2 placed Objectives Purpose Background cancer
3 effectiveness summarise evidence Objectivities interventions
4 infiltrated importance review increasing efficacy
5 observational systematic duration review allergic
6 stimulation Although behavioural optimal muscle
7 management PURPOSE usefulness summarise clinical
8 caesarean relatively deficiency study therapy
9 mobilization majority patients Adoption antibiotic
10 demonstrated subjective thromboembolism Malaria preconditioning

Table 8: Top-10 most frequently masked token across
different masking approaches

6.2 Selected Top-k Sentences 521

Next, we obtain commonly extracted sentences 522

among PICO-masking and other masking ap- 523

proaches. The results demonstrate that PICO and 524

Noun masking extracted most common sentences 525

from the relevant documents, followed by TF-IDF, 526

BM25 and Random. This is no surprise because 527

Noun masking masks medical related terms than 528

TF-IDF, BM25 and Random (as shown in Table 529

8). This emphasizes that masking medical related 530

terms helps model identify relevant information in 531

the document, hence generate effective summaries. 532

533

7



Masking approach 15% 30% 45%
PICO vs Noun 87 96 55
PICO vs TF-IDF 64 78 62
PICO vs BM25 58 67 40
PICO vs Random 52 60 51

Table 9: Comparison between extracted Top-3 sentences
by different masking approaces. For instance, PICO vs
Noun means how many extracted top-3 sentences are
common among the two approaches.

7 Conclusion534

In this work, we propose to frame a multi-document535

summarization in medical literatures as query-536

focused summarization which comprises of rel-537

evant evidence extraction and summary genera-538

tion models. Specifically, our relevant evidence539

extraction is further decomposed to candidate doc-540

ument extraction (i.e. document-level extraction)541

and candidate sentence extraction (i.e. sentence-542

level extraction). Additionally, we also introduce543

PICO-masking approach as a way to represent544

background as a query. The results on MS2 dataset545

show that by framing the problem as query-focused546

summarization using PICO-masking, our proposed547

model outperformed state-of-the-art. Additionally,548

we also present extensive study of the effectiveness549

of our PICO-masking compared to other masking550

approaches (i.e. Random, BM25, Noun and TF-551

IDF) and our choice of masking percentage. The552

results show that framing the problem as query-553

focused summarization using PICO-masking is554

promising results.555

Limitations556

The limitations of this study are that this study only557

focused on the MS2 dataset and though our PICO-558

masking focuses medical related terms which we559

hypothesized to be beneficial for medical litera-560

ture multi-document summarization, we only com-561

pared ours to random, frequency based masking562

(i.e. BM25, TF-IDF) and POS based masking (i.e.563

Noun), it is interesting to see whether attention-564

based masking would bring substantial benefit to565

the learning of our model. Last, different compo-566

nents of our model are independently train, hence567

it is interesting to explore an end-to-end training.568

Ethical Considerations 569

The advancement in the development of complex 570

neural network structures and the widespread avail- 571

ability of pre-trained language models have brought 572

about substantial enhancements in the task of sum- 573

marizing multiple documents. This task is particu- 574

larly important in high-impact domains, especially 575

in the medical field. Systematic literature reviews 576

play a essential role in supporting the medical and 577

scientific community. As a result, there is a need 578

for robust assurances regarding the accuracy of 579

the generated summaries. Existing state-of-the- 580

art natural language processing (NLP) solutions 581

fall short in providing such assurances, leading 582

us to conclude that our proposed solution, like its 583

predecessors, is not yet prepared for deployment. 584

Further research is necessary to investigate more 585

effective evaluation metrics for text summariza- 586

tion, and there is still a requirement for compre- 587

hensive accuracy assessments by medical profes- 588

sionals on a large scale. Additionally, if the pro- 589

posed method is to be utilized with sensitive data 590

like medical patient records, it must incorporate 591

privacy-preserving policies. 592
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A Other Masking Approaches772

Implementation Details773

This section describes the implementation details of774

each masking approaches namely random, BM25,775

NOUN, TF-IDF maskings.776

Random - Here we randomly mask words by777

adopting whole-word masking BERT (WW-BERT).778

Specifically, whole-word masking has known for779

being the standard approach to force the language 780

model to encompass more contextual semantic de- 781

pendencies. 782

BM25 - Here we follow the following equations 783

to select mask words. 784

BM25(t, d) = IDF (t,D) · (k+1)·TF (t,d)

k·[(1−b)+b· |d|
1

|D|
∑|D|

i
|di|

]+TF (t,d)

(4) 785

Note that b and k are parameters which are kept 786

at 0.75 and 1.1 respectively. Below describes how 787

TF (t, d) and IDF (t,D) are obtained. 788

TF (t, d) =
nt,d∑
k nk,d

(5) 789

where nt,d denote number of occurrence term t in 790

document d and
∑

k nk,d denote total number of 791

keywords and documents. 792

IDF (t,D) = log
|D|

1 + | {d ∈ D : t ∈ d} |
(6) 793

where D denote a set of documents, d denote the 794

current document and t denote current term. 795

NOUN - Specifically, we employed SpaCy (Hon- 796

nibal and Montani, 2017) to identify noun in the 797

text. Here we parsed our text to SpaCy to obtain 798

Part-of-speech Tagging (POS) and words that are 799

defined as Noun are selected. 800

TF-IDF - Here we follow the following equa- 801

tions to select mask words. 802

TF − IDF (t, d,D) = TF (t, d)× IDF (t,D) (7) 803

where TF (t, d) and IDF (t,D) are obtained the 804

same way as those of BM25. Note that The TF- 805

IDF value increases when a specific keyword has 806

high frequency in a document and the frequency 807

of documents that contain the keyword among the 808

whole documents is low. Hence, these terms are 809

considered relevant. Here, in this work, we refer 810

word as term in TF-IDF. 811

B Masking percentage justification 812

10

https://aclanthology.org/2022.sdp-1.24
https://aclanthology.org/2022.sdp-1.24
https://aclanthology.org/2022.sdp-1.24
https://aclanthology.org/2022.sdp-1.24
https://aclanthology.org/2022.sdp-1.24
https://aclanthology.org/2022.sdp-1.20
https://aclanthology.org/2022.sdp-1.20
https://aclanthology.org/2022.sdp-1.20
https://doi.org/10.18653/v1/2020.emnlp-main.296
https://doi.org/10.18653/v1/2020.emnlp-main.296
https://doi.org/10.18653/v1/2020.emnlp-main.296
https://doi.org/10.18653/v1/2021.acl-long.475
https://doi.org/10.18653/v1/2021.acl-long.475
https://doi.org/10.18653/v1/2021.acl-long.475
http://arxiv.org/abs/1904.09675
http://arxiv.org/abs/1904.09675
http://arxiv.org/abs/1904.09675


15% 30% 45%
Random 31.31 30.75 30.75
BM25 30.52 30.12 30.12
Noun 31.93 31.75 31.55
TF-IDF 31.61 30.93 30.54
PICO 32.89 32.03 31.85
Average 31.65 31.12 30.96

Table 10: Summary generation performance f1 ROUGE-
1

15% 30% 45%
Random 9.42 9.42 9.42
BM25 9.22 9.22 9.22
Noun 10.35 10.13 10.10
TF-IDF 9.68 9.51 9.31
PICO 10.79 10.46 10.25
Average 9.89 9.89 9.66

Table 11: Summary generation performance f1 ROUGE-
2

15% 30% 45%
Random 20.85 20.51 20.31
BM25 20.50 20.40 20.15
Noun 21.75 20.95 20.66
TF-IDF 20.96 20.81 20.51
PICO 21.85 21.22 21.01
Average 21.18 21.18 20.53

Table 12: Summary generation performance f1 ROUGE-
L
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