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Abstract

Annotator disagreement in subjective NLP tasks often reflects meaning-
ful differences in perspective tied to demographic identity. To model this
variation, we propose the Annotation-Wise Attention Network (AWAN),
a demographic-aware model that learns to predict individual annotations
using annotator meta-information. AWAN conditions token-level atten-
tion on demographic bundles to generate perspective-specific represen-
tations. We evaluate AWAN on two datasets, (EXIST (sexism detection)
and EPICORPUS (irony detection)), showing consistent improvements over
single- and multi-task baselines. We further explore how different combi-
nations of demographic features affect performance, finding that simple,
well-represented features (in the EPICorpus dataset employment, nationality)
yield strong results, while imbalanced features (in EXIST: study level) can
reduce model effectiveness. Our results show the promise of incorporating
demographic context to model subjective variation in annotation.

1 Introduction

Supervised classification tasks in natural language processing (NLP) have long relied on the
assumption that a single gold label can represent the correct interpretation of each example.
However, this approach often hides the diversity of annotator perspectives, especially in
tasks involving subjectivity, such as hate speech, sexism, or irony detection. In such contexts,
annotator disagreement is not simply noise but a reflection of differing personal experiences,
social positions, and demographic identities. Recent work has called attention to the risks
of turning annotation diversity into a singular ground truth, particularly when focusing
on underrepresented viewpoints. Recognizing this, a growing body of research has begun
to explore how annotation disagreement can be leveraged rather than discarded (Aroyo
& Welty, 2015; Wan et al., 2023b; Fornaciari et al., 2021; Plank et al., 2014). Annotator
behavior often correlates with demographic characteristics such as age, gender, nationality,
or ethnicity (Sap et al., 2019; Gordon et al., 2022; Mokhberian et al., 2024) or depends on
attitudes, beliefs, or social position (Curry et al., 2024; Chulvi et al., 2023; Jiang et al., 2024).
When this is the case and how to make use of this type of meta-information when it is
available, is an active research area.

In this work, we investigate the integration of annotator demographic features into NLP
models to better capture annotation variability in subjective tasks. Our goal is to improve
classification performance and to enhance interpretability by tracing model predictions
back to specific demographic perspectives. We assess our approach using two datasets, one
focused on sexism detection, the other on irony detection, both tasks with high variability
in human judgments.

To achieve this, we emulate the multi-task learning framework of Mostafazadeh Davani et al.
(2022) by incorporating annotation-specific metadata through an attention-based mechanism.
Specifically, we introduce an Annotation-Wise Attention Network (AWAN), which begins
with a shared encoder to generate a general representation of the text. This representation is
then refined using attention over demographic features and label inputs, yielding feature-
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specific embeddings. Each embedding is routed through its own classification head to
predict the corresponding annotation’s label. This approach builds on related methods
such as the Label-Wise Attention Network (LWAN) (Mullenbach et al., 2018), which was
developed for multi-label document classification. While LWAN focuses on generating
label-specific token representations, AWAN focuses on demographics-aware representations,
allowing us to model how different social groups/identities interpret content.

Our findings demonstrate that incorporating demographics-informed token representations
enhances performance in tasks marked by high inter-annotator disagreement. Beyond
improved performance, this approach also increases transparency by enabling model pre-
dictions to be traced back to the annotator perspectives that influenced them. Furthermore,
we show that well-represented annotator meta-information can significantly contribute
to performance gains, a consideration that should inform future dataset collection and
annotation strategies.

2 Related Work

Manually annotated datasets are foundational to the success of NLP systems. However, for
tasks involving subjective interpretation, such as hate speech detection, irony recognition,
or offensive language classification, annotator disagreement is common. A growing body of
work has challenged the assumption that such disagreement is merely noise, advocating
instead for modeling variation as a signal, which has motivated new strategies that retain
individual annotations during training, enabling models to capture the diversity of per-
spectives that shape subjective judgments (Aroyo & Welty, 2015; Plank, 2022; Uma et al.,
2021).

Annotator Demographics in Annotation

Several studies have investigated the influence of annotator identity and characteristics on
labeling behavior. For example, Sap et al. (2022) and Almanea & Poesio (2022) report strong
associations between annotators’ backgrounds, such as gender, religion, and cultural context,
and their judgments in toxicity and hate speech tasks. Similarly, Jiang et al. (2021) show
that perceptions of harmful language vary substantially across annotators from different
countries. Building on this line of work, researchers have begun to explore various forms of
meta-information. Wan et al. (2023a), for instance, demonstrate that features such as gender,
ethnicity, education, or employment status help predict not only individual annotations but
also patterns of disagreement. However, the question of which demographic attributes are
most informative remains open.

Empirical findings are mixed. While Orlikowski et al. (2023) found limited benefits when
incorporating demographic groupings into models for toxicity detection, Fleisig et al. (2023)
raise concerns about the practical gains of demographic-aware pretraining for downstream
NLP performance. In contrast, other studies, including Mokhberian et al. (2024) and Jiang
et al. (2024), report that when demographic metadata is involved, it can enhance both
fairness and predictive accuracy.

Our work contributes to this conversation by evaluating which combinations of demo-
graphic features most effectively improve classification performance in two subjective tasks.
We investigate what demographic data is most predictive in classifiers for these tasks. This
is relevant in guiding future dataset collection: collecting only demographic features that
provide consistent benefit can reduce privacy risks.

Demographics as a Predictive Signal

Several modeling efforts have proposed methods that integrate annotator-level information
into training. Some approaches focus on improving the prediction of (aggregated) consensus
labels by leveraging meta-information about the annotators (Sap et al., 2019; Akhtar et al.,
2020). These methods assume that annotation variation can help disambiguate difficult
examples or explain variance in annotation. For example, Mostafazadeh Davani et al. (2022)

2



Published as a conference paper at COLM 2025

and Mokhberian et al. (2024) show that modeling individual-level annotators’ labels during
training outperforms models that train on a single majority-vote label.

Other methods retain the full distribution of annotations at training and inference time,
learning to model inter-annotator variation directly (Jiang et al., 2024; Mokhberian et al.,
2024; Orlikowski et al., 2023). These approaches aim to answer how different individuals
might assign different labels.

In our study, we adopt the latter approach: rather than discarding annotation disagreement,
we leverage it by conditioning attention on demographic features through the Annotation-
Wise Attention Network. By doing so, we aim to learn demographic-aware representations
that improve prediction while providing transparency into how different social profiles in-
fluence model outputs. Using two distinct datasets, we demonstrate that when demographic
features are diverse and well-distributed, they serve as strong predictors of labeling patterns.
These findings support the use of demographic metadata as a meaningful modeling signal
in subjectivity-rich NLP tasks.

3 Datasets

3.1 EXIST

The EXIST dataset (Plaza et al., 2023) labels sexist expressions in tweets. Each tweet is
annotated by six annotators, identified only by their demographic data (id, age, gender, level
of study, country, ethnicity). The training set contains 6,920 tweets (3,660 in Spanish, 3,260
in English), each annotated by 6 annotators from a pool of 725 from 45 countries, yielding
41,520 annotated instances. Each sample, therefore, has 6 individual annotations and the
gold label based on a majority vote as well as meta-information (demographics) on each
annotator (see Table 1).

Feature Range (count)
Gender M: 20760, F: 20760
Age 18–22: 13840, 23–45: 13840, >46: 13840
Levels of study bachelor’s degree: 20794, high school degree or equivalent: 12483, mas-

ter’s degree: 6635, less than a high school diploma: 684, doctorate: 639
Ethnicity White or Caucasian: 26221, Hispano or Latino: 11742, Black or African

American: 2348, Multiracial: 468, Asian: 342, Middle Eastern: 171, Asian
Indian: 0

Language Spanish: 21960 , English: 19560
Country ...

Table 1: Demographic meta-information on annotators and its frequency in the EXIST
dataset. Number of annotations in total: 41520.

Our study addresses EXIST Subtask 1, a binary classification task that determines whether
a tweet exhibits sexist expressions or behaviors. A sample can be classified as sexist if
it directly expresses sexism, describes a sexist situation involving discrimination against
women, or criticizes sexist behavior. Figure 1 illustrates an example from the dataset.

3.2 EPICorpus

The EPIC dataset (Frenda et al., 2023) was developed to support research on irony detection,
with a particular focus on the subjective nature of irony perception. EPIC contains about
4500 short conversational pairs, each consisting of a post and its reply, collected from Twitter
and Reddit. Each conversation pair was annotated for irony by various annotators from one
up to 8, drawn from a diverse pool of 74 total annotators across five major English-speaking
countries, with dominant representation from the UK, Ireland, Australia, the United States,
and India. Declared annotator age ranges from 19 to 64, which we groupe into bins (≤24,
25–44, 45+). In addition to irony judgments, annotators provided self-reported demographic
metadata, including age, sex, ethnicity, country of birth, country of residence, nationality, student

3



Published as a conference paper at COLM 2025

status, and employment status (Table 2). The number of annotators per sample ranges from 2
to 8, with the majority of samples annotated by 4 or 5 individuals. To ensure consistency,
we retain only those samples that have between 3 to 5 annotations.

Feature Range (count)
Country of Birth UK: 2539, Ireland: 2463, USA: 2433, Australia: 1653, India: 1236,

Others (7 countries): 1162
Country of Residence USA: 2743, UK: 2641, Australia: 2624, Ireland: 2457, Others (5

countries): 1021
Employment Status Full-Time: 3799, Expired: 3557, Unemployed: 1849, Part-Time:

1598, Others (2 values): 683
Ethnicity White: 7594, Asian: 2539, Others (4 values): 1436
Nationality Ireland: 2457, UK: 2385, USA: 2358, Australia: 2330, India: 1956
Sex Male: 6355, Female: 5131
Student Status No: 7252, Yes: 2113, Expired: 2121
Age 25-44: 6999, 45+: 2895, <25: 1427, Expired: 165

Table 2: EPICorpus dataset: Demographic summary of samples with 3–5 annotators. Mi-
nority values are summed and reported as Others. Expired refers to values not assigned by
annotators. Number of annotations in total: 11,486

4 AWAN: Annotation-Wise Attention Network

Developed for multi-label classification in medical document analysis, LWAN (Label-Wise
Attention Network) generates label-specific medical document representations by assigning
varying attention weights to input tokens based on their relevance to specific labels (Mul-
lenbach et al., 2018), demonstrating the potential of using attention to bridge between token
embeddings and meta-information by generating specialized representations for distinct
aspects of a task.

We emulate LWAN by generating instead annotation-specific representations. Our model uses
demographics and annotator labels to produce demographics-aware token representations
for subjective classification.

4.1 LWAN: Label-Wise Attention Network

LWAN (Mullenbach et al., 2018) generates label-specific representations by applying atten-
tion over contextualized token embeddings. Each label receives its own attention distribu-
tion for the sample, allowing the model to highlight tokens most relevant to it. Formally,
given a token representation matrix H ∈ Rn×d, LWAN computes label-wise representations
via:

U = softmax(HW), Z = U⊤H (1)

where W ∈ Rd×l is a learnable label query matrix, and Z ∈ Rl×d contains label-specific
embeddings used by dedicated classifiers.

4.2 AWAN Method

The AWAN model generalizes this mechanism using annotation meta-information (annota-
tor demographics and labels). Each sample includes a demographic matrix (called avatar
matrix) χ ∈ Ra× f , where a is the number of demographic combinations and f the number
of demographic features. We project χ and token embeddings H into query and key spaces:

Q = Wq × χ, K = Wk × H (2)

and compute attention as:

U = softmax(QK⊤), Z = UH (3)
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You sound mad bro. Did the empowered woman hurt your feelings?

RoBERTa Encoder

Token embeddings

Attention-wise Layer

1 1 1

1 1 2

1 1 3
. . .

1 1 7

1 2 1

1 2 2
. . .

2 3 7

Avatar matrix

Classifier 1 Classifier 2 Classifier n

Annotation 1 Annotation 2 Annotation n

y1 y2 yn

Figure 1: AWAN - from top to bottom: tweet input to RoBERTa produces fine-tuned
embeddings which feed together with the Avatar matrix χ into the Annotation-wise layer
producing a feature-specific embeddings that feed into a classifiers Ann-i.

Here, U ∈ Ra×n assigns attention weights over tokens for each of the a demographic bundles.
The resulting matrix Z ∈ Ra×d holds demographic-aware representations, which are fed
into separate binary classifiers, one for each demographic bundle. Training minimizes binary
cross-entropy for each classifier, enabling the model to learn specific patterns informed by
demographic context.

4.3 Avatar Matrix

χ, referred to as the avatar matrix, encodes demographic configurations for use in the AWAN
layer. To construct this matrix, we first convert the demographic feature bundles available in
the dataset into scalar representations. An example of this encoding for the EXIST dataset
is shown in the left panel of Figure 2. We then explore two strategies for constructing χ,
illustrated in the right panel of the same figure:

Full In this approach, χ is defined as a fixed matrix where each row corresponds to a
unique combination of demographic feature values. Each row represents an avatar,
a hypothetical annotator profile covering the full space of possible demographic
configurations.
Since only a small number of annotators are associated with each sample, only a
subset of rows of the full matrix is active per sample. Therefore, we extend the
binary classification task to a three-class setting by introducing a dummy label ‘2’
for unassigned rows.

Subset In this approach, χ is constructed dynamically, including only the rows correspond-
ing to the actual annotators for a given sample. This method is particularly suited
to datasets like EXIST, where samples are labeled by a distinct set of annotators.
Each row in the matrix captures the demographic features of one annotator.

In summary, the avatar matrix can be initialized in one of two ways: as a complete, fixed-size
matrix covering all possible demographic profiles (Full), or as a compact, instance-specific
matrix reflecting only the observed annotators per sample (Subset), as illustrated in Figure 2.
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Feature Range Code
Gender Male 1

Female 2
Age 18–22 1

23–45 2
>46 3

Ethnicity Black/African
American

1

Hispano or Latino 2
White or
Caucasian 3
Multiracial 4
Asian 5
Asian Indian 6
Middle Eastern 7
Others 8

l1 l2 l3 l4 l5 l6 Majority(gold)

sample 1 0 1 1 0 1 1

a. sample and annotators’ labels

Annotator Age Gender Ethnicity

ann1 1 1 5

ann2 1 1 2

ann3 2 3 7

ann4 2 2 3

ann5 3 6 2

ann6 1 2 1

b. Subset

Age Gender Ethnicity

1 1 1

1 1 2

1 1 3

. . .

1 1 7

1 2 1

1 2 2

. . .

2 3 7

c. Full

Figure 2: Left: Three demographic features from EXIST with numeric encodings. Right: (a)
Labels from six annotators with majority vote (input), (b) Subset initialization of χ, where
the first column (Annotator) is not part of χ but is shown only to illustrate how the subset is
extracted from the dataset, and (c) Full initialization of χ.

4.4 AWAN Learning Setup

Our model is trained on unaggregated labels, meaning it directly learns to predict the indi-
vidual annotations associated with each sample, rather than relying on the consensus label.
During fine-tuning, the loss is computed only with respect to these individual annotation
labels not using the gold label. At inference time, however, model predictions are evaluated
against the majority vote label, following prior work that combines annotation-level learning
with aggregate-label evaluation by Uma et al. (2021) and Mokhberian et al. (2024).

This setup allows the model to capture the diversity of annotator perspectives during
training while retaining compatibility with conventional evaluation metrics.

4.5 Baseline Models

To evaluate the effectiveness of our approach, we compare it against two baseline methods:

Single-task A standard classification model trained on majority vote labels. Tied annota-
tions are excluded1, and neither annotation labels nor demographic information is
used.

Multi-task Following Mostafazadeh Davani et al. (2022), this approach treats each anno-
tator as a separate task with a shared encoder and individual classification heads.
Since our dataset includes hundreds of annotators, with each sample labeled by
only six, assigning a separate classifier to each annotator results in extreme sparsity.
To address this, we adapt the method by fixing the number of classifier heads to the
number of annotations per sample, regardless of annotator identity. This adjustment
significantly improves performance.

4.6 Experimental Setup

We employed the cardiffnlp/twitter-roberta-base-sentiment-latest model of Loureiro
et al. (2022), a RoBERTa variant fine-tuned for sentiment analysis, available via the Hug-
gingFace Transformers library (Wolf et al., 2020). While we also tested other models such as
RoBERTa-XLM and Multilingual BERT, the performance gains were minimal. We selected
the RoBERTa Base model for its balance of efficiency and adequate performance.

1This is the competition setting of the EXIST shared task (Plaza et al., 2023)
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Training was conducted for 10 epochs with a batch size of 1 and a learning rate of 5 × 10−6,
using the Adam optimizer. We adopted binary cross-entropy (BCE)2 as the loss function,
computed independently for each annotation’s label to preserve perspective-specific su-
pervision. We also tested PyTorch’s standard cross-entropy loss, but found it suboptimal
for our setting. Since it averages predictions across annotators before comparison with
labels, it effectively ignores inter-annotator variation. This led to diminished performance by
reducing the model’s sensitivity to disagreement. In contrast, BCE preserved label variance
across annotators, enabling the model to better capture diverse perspectives.

We used a single shared classifier whose output dimensionality matched the number of
possible demographic combinations. However, predictions were computed only for the
relevant demographic bundles present in each sample.

Model performance is evaluated using the macro-averaged F1 score (Macro-F1). Each
experiment is repeated across five runs with fixed random seeds, and we report the mean
and variance of the Macro-F1 scores on the test set.

For the EXIST dataset, which includes predefined training and development sets, we
partitioned the original training set into new training and validation subsets for fine-tuning.
Final evaluation is conducted on the official EXIST development set.

For the EPICORPUS dataset, which does not provide predefined splits, we divided the data
into three subsets: training, development, and test. All evaluations are reported on the
held-out test set. Each instance in EPICORPUS consists of a post and its corresponding reply.
For our experiments, we concatenate these into a single input text.

EXIST EPICorpus

P R F1 P R F1

Base Single-task .82±.01 .78±.01 .80±.009 .66±.025 .61±.017 .63±.017

Multi-task .80±.012 .81±.009 .81±.007 .70±.013 .65±.018 .66±.016

AWAN Subset .82±.009 .82±.01 .82±.01 .71±.013 .68±.019 .69±.008

Full .83±.002 .82±.002 .83±.006 .72±.005 .69 ±.014 .70±.008

Table 3: Precision (P), Recall (R), and Macro-F1 for both datasets

5 Results

We evaluate the effectiveness of AWAN using macro-averaged F1 (Macro-F1) on two
datasets: EXIST and EPICORPUS. Table 3 shows the performance of our model in com-
parison to baseline methods, using age, gender, and ethnicity as inputs for constructing the
avatar matrix. Additionally, we analyze how varying demographic configurations affect
classification performance.

5.1 Performance Across Datasets

On the EXIST dataset, the AWAN model outperforms both the single-task and multi-task
baselines. The single-task model, trained on majority-vote labels, achieves a Macro-F1
of 0.80, while the multi-task model improves slightly to 0.81. AWAN achieves the best
performance, with 0.82 using the SUBSET avatar matrix and 0.83 with the FULL variant,
indicating the benefit of incorporating demographic-aware attention.

On the EPICORPUS dataset, the single-task and multi-task models achieve Macro-F1 scores
of 0.63 and 0.66, respectively. AWAN, using the FULL avatar matrix, obtains a significantly
higher score of 0.70. This demonstrates AWAN’s ability to capture annotation-specific
labeling behavior, particularly in more demographically diverse datasets.

2https://pytorch.org/docs/stable/generated/torch.nn.BCEWithLogitsLoss.html
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5.2 Demographic Analysis: EXIST Dataset

To examine the effect of different demographic combinations on model performance, we
experimented with several configurations of the SUBSET avatar matrix on the EXIST dataset.
Across combinations (e.g., age+gender+ethnicity, age+gender+study), the performance varied
only slightly between 0.82 and 0.83. Although the performance is slightly above the base-
lines, this modest variation is consistent with the dataset’s demographic structure: each
sample is annotated by a balanced set of annotators in terms of age and gender. However,
ethnicity and study level are heavily imbalanced, with approximately 91% of annotations
identifying as either White or Caucasion or Hispano or Latino and about 80% either bachelor’s
degree or high school degree or equivalent.

This imbalance impacts the utility of the avatar matrix. Many hypothetical demographic
combinations in the FULL matrix do not correspond to any real annotations in the training
data, and thus receive no gradient updates. Only a limited portion of the demographic space
of the matrix is actively learned, constraining the potential gains from demographic-aware
modeling.

5.3 Demographic Analysis: EPICorpus Dataset

In contrast, the EPICORPUS dataset includes a broader and more balanced range of demo-
graphic attributes, including country of birth, country of residence, employment status, student
status, and ethnicity (see Table 2). To investigate the impact of this demographic diversity,
we constructed multiple SUBSET avatar matrices using varying combinations of features,
ranging from single features to all pairs, feature-triples, and feature-quadruples.

Macro-F1 Precision Recall
Top Performing

sex, ethnicity, nationality, employment 0.691±0.014 0.72 0.67
sex, country of birth 0.688 ±0.021 0.72 0.67
ethnicity, country of birth 0.688±0.015 0.71 0.67
ethnicity, residence 0.684±0.016 0.71 0.67

Low Performing

sex, nationality, student 0.662±0.026 0.71 0.65
nationality, country of birth, student 0.660±0.030 0.72 0.65
age, sex, student 0.658±0.021 0.70 0.64
age, ethnicity, student 0.654±0.025 0.72 0.64

Table 4: Top and low performing demographic combinations based on Macro-F1 scores for
EPICorpus. Results include F1 and standard deviation across five runs. country of residence:
residence, student status: student. Singletons are not shown in the table

A subset of the results is shown in Table 4. Macro-F1 scores ranged from 0.65 to 0.69,
confirming that model performance is sensitive to the choice of demographic features. The
best-performing configuration, which included age, nationality, ethnicity, and employment
status, achieved a Macro-F1 of 0.69. These results show that AWAN is capable of learning
fine-grained distinctions in annotation patterns (avatar matrix) when diverse demographic
features are well represented. The larger number of active rows in the avatar matrix during
training allows for more comprehensive learning across the demographic space, resulting in
larger performance gains than those observed in the EXIST setting, where demographic
imbalance result in sparse updates for many demographic bundles, thereby limiting the
model’s ability to generalize across underrepresented groups.

To better understand the influence of demographic complexity, we averaged results based
on the number of features used in each avatar matrix (Table 5). On average, single-feature
configurations yielded the highest performance, with a mean Macro-F1 of 0.68 and the top
score of 0.69. In contrast, three-feature combinations performed the worst overall, both
in terms of mean and minimum scores. Pairwise and four-feature combinations achieved
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intermediate performance, with relatively small differences between them. This suggests
that simpler demographic representations, especially single features such as employment
status or nationality, can be highly predictive. Adding more features introduces sparsity or
noise in the avatar matrix, which reduces performance3.

The demographics in the dataset can be categorized into three groups: basic identity at-
tributes (age, sex, ethnicity), residential information (nationality, country of residence, country of
birth), and cultural or socioeconomic factors (student status, employment status). The results
suggest that all three demographic groups (identity, residential, and cultural) can contribute
to predictive performance when there is sufficient variation of their values in the dataset.
As shown in Table 4, the top-performing combinations often paired identity attributes
(e.g., sex, ethnicity) with either employment status or residential information, highlighting the
value of combining distinct demographic perspectives. In contrast, the lowest-performing
configurations consistently involved student status4. This aligns with its distribution in
the dataset, where the feature is notably imbalanced. As a result, student status provides
limited predictive signal and may even introduce noise when combined with other features,
decreasing performance.

# Features Mean Macro-F1 Min Max Count

1 (single) 0.686 0.682 0.69 8
2 (pairs) 0.676 0.66 0.69 28
3 (triplets) 0.669 0.65 0.68 56
4 (quads) 0.674 0.66 0.69 70

Table 5: A summary of Macro-F1 scores of 162 runs grouped by number of demographic
features used in the avatar matrix of EPICorpus. Count is the number of combinations in
each group. Single avatar matrix perform best on average, triplets perform the worst.

6 Conclusions and Future Work

We show that conditioning attention on demographic bundles allows models to better
capture annotation variability and consistently outperforms standard baselines. Our exper-
iments on the EXIST and EPICORPUS datasets reveal that certain demographic features,
particularly those that are diverse and well-represented, are strong predictors of label-
ing behavior, while imbalanced features can introduce noise. Nonetheless, incorporating
demographic information consistently improves performance across settings.

For future work, we plan to explore dynamic representations of annotator profiles beyond
fixed categorical encodings. This would allow the model to learn which demographic
attributes are most informative during training, potentially enhancing both performance
and interpretability.
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