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Abstract: We introduce SonicSense, a holistic design of hardware and software
to enable rich robot object perception through in-hand acoustic vibration sensing.
While previous studies have shown promising results with acoustic sensing for
object perception, current solutions are constrained to a handful of objects with
simple geometries and homogeneous materials, single-finger sensing, and mixing
training and testing on the same objects. SonicSense enables container inventory
status differentiation, heterogeneous material prediction, 3D shape reconstruction,
and object re-identification from a diverse set of 83 real-world objects. Our system
employs a simple but effective heuristic exploration policy to interact with the
objects as well as end-to-end learning-based algorithms to fuse vibration signals
to infer object properties. Our framework underscores the significance of in-hand
acoustic vibration sensing in advancing robot tactile perception.
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1 Introduction
By shaking a container, we can tell its inventory status from the generated acoustic vibrations, such
as the quantity and geometry of the objects inside. Similarly, we can identify the material and
geometry of the entire object through multiple tappings. However, despite the significance of acous-
tic vibrations for tactile perception, equipping robot manipulators with acoustic vibration sensing
capability for rich object perception remains difficult [1, 2, 3, 4, 5].

Though previous research has explored placing air microphones near robot platforms to estimate
liquid height [6] and pouring amounts [7], classify object materials [8] and categories [9, 10, 11],
air microphones mainly capture sound waves transmitted through air, leading to noisy signals with
ambient noises. On the other hand, contact microphones only sense the acoustic vibrations caused by
physical contact. Past work has studied contact microphones for estimating the amount and flow of
granular material [12], object position and category [13], and collectively performing object spatial
reasoning for visual reconstruction [14].

Several major challenges remain to advance acoustic vibration sensing for robot object perception.
Most current solutions focus on constrained settings with a small number (N < 5) of primitive
objects [6, 7, 8, 12, 14, 15], homogeneous material composition for each object [8, 12, 15, 16],
single-finger testing [15, 16], and training and testing on different contacts but same objects [15, 16].
However, it is not clear whether such testing results can work with noisy and less controlled condi-
tions. In addition, previous computational algorithms mainly utilize small machine learning models
[9, 11, 15, 16] with a limited amount of data, which could be difficult to generalize. Moreover,
the interaction mechanisms to collect acoustic data with objects rely on human manual movements
[14, 15] or replaying pre-defined fixed robot poses [6, 7, 8, 9, 10, 12, 13, 15], making it difficult to
scale to a large number of objects.

We present SonicSense (Fig. 1), a holistic design on both hardware and algorithm advancements for
object perception through in-hand acoustic vibration sensing. Our design enables effective object
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Fig. 1: Our robot hand in-
cludes four fingers where
each fingertip is equipped
with one contact micro-
phone and a counterweight.

perception abilities that are difficult for previous approaches to
achieve altogether on 83 diverse real-world objects, including ob-
jects with complex geometry and heterogeneous materials. Our
robot is capable of differentiating the inventory status of an oc-
cluded container through interactions. In more challenging tasks,
through a naive but effective heuristic exploration policy to au-
tonomously collect acoustic vibration characteristics, we can success-
fully infer material compositions, reconstruct the complete 3D ob-
ject shape through sparse tapping, and re-identify previous objects
base on a set of end-to-end learning-based models by leveraging our
large-scale dataset. Moreover, our design is cost-effective ($215.26)
and easy to build. Overall, our method presents unique contribu-
tions and opens up new opportunities for robot tactile perception.
2 The SonicSense

Fig. 2: (A) 54 everyday
objects and 29 3D-printed
primitive objects with dif-
ferent materials attached to
their surfaces. (B) The
composition of the nine ma-
terials and multi-material
vs. single-material objects.

Robot Hand Design Our robot hand (Fig. 1) has four fingers and each
finger has one joint with one degree of freedom. At each fingertip, a
piezoelectric contact microphone is embedded inside the plastic shell
to record acoustic vibration signals while a round counterweight is
mounted on the outer shell surface to increase the momentum of the
finger motion. We found that the counterweight plays an important
role in enabling large striking vibrations during tapping motion.

Real-World Object Dataset on Acoustics, Material, Shape, and
Category We have developed a dataset with 83 diverse real-world
objects shown in Fig. 2. Our dataset covers nine material categories
including challenging materials such as foam and fabric, and 22.9%
of the objects include more than one material. Our objects cover a
variety of geometries, from simple primitives to complex shapes and
from smaller objects to larger or longer objects.

Heuristic-Based Interaction Policy We derive a simple but effective
heuristic-based tapping motion to collect the acoustic vibration response from all our real-world
objects covering variable sizes and geometries. First, due to the unknown shape of the object, the
policy will attempt to make contact with the object from high to low heights with a fixed step size,
until the first contact event is detected from acoustic signals. Second, from such initial exploration,
we can estimate the height and the radius of the object. Finally, the robot will use a grid sampling
schedule to make sparse tapping contact with the objects to collect acoustic responses.

3 Object Perception from In-Hand Acoustic Vibration

Fig. 3: We con-
ducted synthetic
data collection of
contact points on
a large number of
3D objects in the
simulation for data
augmentation.

Material Classification Model and Training The network shown in
Fig. 4(A) takes in the Mel-spectrogram Ai of the ith sample with label mi

in our interaction data. We train the material classification model fmc to out-
put the corresponding material label category m̂i = fmr(Ai). We optimize
the model with the cross-entropy loss Lmc(m̂i,mi).

Shape Reconstruction Model and Training As shown in Fig. 4(B), given
a contact point cloud Ci of the ith object collected through our robot hand
interaction, we train our shape reconstruction model gsr to generate a dense
and complete point cloud of the corresponding object P̂i = gsr(Ci). We
optimize the model with the Chamfer Distance loss CD(P̂i, Pi).

Because of the challenging nature of this task and the limited amount of real
interaction data, we constructed a simulation environment to augment the
dataset as shown in Fig. 3. We first pre-train the network with only our syn-
thetic dataset to capture necessary prior knowledge and then gradually reduce
the percentage of synthetic data and increase the percentage of real-world data
during the training process.

2



Fig. 4: The network architectures. (A) Material classification network. (B) Shape reconstruction
network (C) Object re-identification network.
Object Re-identification Model and Training When an object has been interacted with by the
robot, we aim to have our robot re-identify the object through a set of new tapping interactions. In
our object re-identification model, as shown in Fig. 4(C), we input both the collection of a set of
fifteen spectrograms Ai and contact point cloud Ci of the ith object in our interaction data and train
the shape reconstruction model hor to predict the corresponding object label ôi = hor(Ai, Ci). We
optimize the model with the cross-entropy loss Lor(ôi, oi).

4 Experimental Results
Characterizing Basic Sensing Capabilities of SonicSense To assess whether SonicSense design
can capture subtle but informative acoustic vibration signals to reveal object states in challenging
scenarios, we conducted two experiments with a focus on differentiating inventory status in contain-
ers. We first placed different numbers of dice and then a series of dice with various shapes inside a
plastic container. We had the robot hold the container and rotate it forward and backward by 180°
around the wrist. In the second experiment, the robot held a bottle with three different initial amounts
of water (e.i. 0mL, 100mL, 200mL). We then poured 100mL water three separate times into the
bottle with a constant flow using a dispenser bottle. Next, the robot held the bottle and performed a
horizontal shaking motion with three amounts of water (i.e., 100mL, 200mL, and 300mL).

From the visualization of the captured vibration signals in Fig. 5, we can tell that the signals reflect
the spatial and temporal features of different inventory statuses. Quantitatively, we derived twelve
interpretable features based on traditional acoustic signal processing, including the root mean square
of the signal, spectral centroid, bandwidth, contrast, flatness, roll-off, zero crossing rate, tempogram,
poly features, Mel-frequency cepstral coefficients, chroma, and tonnetz, all averaged across time.
We then performed an unsupervised nonlinear dimensionality reduction with t-SNE [17] on this 12-
dimensional feature vector for all our experiments as shown in Fig. 5. The clear clusters indicate that
SonicSense is able to provide informative cues to distinguish not only the numbers and geometries
of solid objects but also the continuous and subtle liquid states in a small container.

Fig. 5: The Mel-spectrograms show one example of the collected acoustic vibration signal. The
t-SNE results are based on 30 trials for each object across all experiments. Different sub-tasks are
represented by the three colors.
Material Classification As shown in Fig. 6(A), the initial result of our method leads to a 0.523
F1 score. However, many errors stem from outlier-like predictions, even though most predictions
in the surrounding object regions remain accurate. Therefore, we propose an iterative refinement
procedure assuming that materials are relatively uniform and smooth around local regions. Our
iterative algorithm works as follows: for each object, we first filter out the predictions with low
occurrence with a threshold M and reassign their labels with the highest occurrence label. For each
point, we assign the label based on a majority vote among all its K nearest neighbors. We then
repeat this step for N steps. The values of M , K, and N are selected based on the best validation
performance. With this refinement algorithm, our final average F1 score reaches 0.763.
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Fig. 6: Quantitative results and baseline comparisons of tasks of (A) material classification, (B)
shape reconstruction, and (C) object re-identification. All our experiments are conducted with three
different splits to obtain the mean and standard deviation. For the nearest neighbor baseline, we
compared each input sample in the test dataset with all samples in the training dataset and selected
the label based on the lowest mean square distance for the mel-spectrogram and Chamfer-L1 dis-
tance for the contact points.
Our method outperforms both random and nearest neighbor baselines, suggesting that our algorithm
generalizes beyond the training set and provides accurate material label prediction on unseen objects.
Moreover, we experimented with pre-training our model with the recent audio-material dataset [5,
18, 19]. However, we found that this pre-training scheme hurts the performance. The acoustic
signals in these datasets were collected with air microphones and noise-controlled experiments.
Hence, a large domain gap exists.

Fig. 7: SonicSense can produce a complete and
accurate 3D point cloud of objects from sparse,
nonuniform, and noisy contact positions.

Shape Reconstruction As shown in Fig. 6(B),
through sparse contact tapping points, we ob-
tained an average of 0.00876m Chamfer-L1 dis-
tance score. Fig. 7 shows examples of our shape
reconstruction results on our testing dataset. Our
model greatly outperforms both baselines and
shows strong generalization abilities on unknown
shape reconstructions. The prediction on objects
with primitive shapes generally has near-perfect performance. Additionally, our method exhibits the
capability to reconstruct objects with concave geometries. Some failure prediction examples include
the nozzle of the spray and the cap of the bottle, due to the limited number of spray objects in our
dataset and its complex shape within a small region.
Object Re-identification Our model can accurately re-identify the objects with a 92.52% test accu-
racy while the random baseline and nearest neighbor baseline only gave 1.33% and 43.45% respec-
tively, as shown in Fig. 6(C). By looking into the detailed confusion matrix of our testing results,
we can see that smaller objects are generally more difficult due to the limited number of interaction
data. We can also observe that the model performs worse when the objects are relatively small, and
the materials have similar acoustic properties, such as ceramic and glass.

Additionally, in order to verify the importance of both the shape and material information for this
object re-identification task, we conducted two ablation studies to either remove the acoustic vi-
bration input or the tapping point input. The acoustic vibration-only network reaches an accuracy
of 84.11%, and the tapping point-only network reaches an accuracy of 48.89%. Therefore, acous-
tic information provides a more informative representation of the object and the performance will
be further improved by incorporating an additional modality of rough contact positions for object
re-identification.

5 Conclusion
We have introduced SonicSense, an integrated hardware and software solution to enable rich object
perception capabilities with in-hand acoustic vibration for a multi-finger robot hand. Our experi-
mental results demonstrate the versatility and efficacy of our design on a variety of object percep-
tion tasks. Our study involves a significantly larger number of real-world objects with complex
geometry and heterogeneous materials. Our investigations outline the challenges and necessities of
considering real-world noises and robot-specific interactions for robot object perception. Despite
these advancements, we see many opportunities to improve our current approach. One immediate
future work can consider adapting object tracking as an online object estimation and tracking within
the interaction policy to avoid fixing the objects on the table. Future work can also integrate acoustic
vibration sensing along with multiple sensing modalities in a higher DoF robot hand for dexterous
manipulation tasks.
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